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On nonn n1aps for one dimen~ional fonnal groups. II 
r-(•1ttHion11 fit loral tif-ld11 with &l~arait&Dy tk>tiff rNi4ut fif'l4 •) 

I. Intr11durtfon 

Ld K bH a mixed d1ardrtt•riJ1\ic enmplt!te diiiirrete Yaluati,m fidd; ,t x its ring Df 
inteKt•r·t-. L(•t F be ,; fnrm,1! group over A Ii; let p be t,hti rei!<Mm• rharw·t,,1'i~tfo of A and 
let K~ A' hci a 1'-t·xt,'ni<inn of K, with lityn:; · · · ·- K,. - K. 1 ·· • • · •• In this paper 
w<• c1.,ntin1it' um innistii,:atiou of the image o[ the norm map 

heg1m in Fq. The mitin !'f'sult i:; Theorem a. 1, which is prov,,d in Sedions 4---1 L Tb,• 
prw.,f is. H.Xet>pt for sonw tedmin-1! compli1•at.ionl!, the same mi tlw prouf of Theorem n. 1 
of [:fi given in f3). Cf. als(, 12. ! !,elHw. 

\lust uf the 1wt;1ti, ins and 1•11nventim1s of P J remain in forre. 

T!it> !'e:>idue fo>ild of K is iii ways 1mppn1md to he perfec't . 

. \ T-i·xh'11sinn nf a loc .. ! fo·ld A" ( ai:;Rol'i.ited to Uw primt> q) is a gafois extt>nsiun 
K ,.,_ },: with gal,lis group il'lonwrplnc to Z4 , Uu! q-a.Jic numirnrs. Let p be the residue char
at:t,•ristie of K. We slu1H only consider r-extemions assodated to the prime p. (Other 
1'-t•xtt•rrnicms are not \-ery interP~ting in view of [3], 3. L) Lt>t L be the maximal unrami

fied extf•nsiim of K i•ontained in K ""' H L K,... we again know the ima~e of the norm 
mnp (t:l], .!. 1). lf L ""K,. t!wn K,,./l is a totally r·amiriE>d l'-exti'nsion. l'sing Uw pl'uor 
of [JJ. J. 1 id. also 1:n ti. 3. and :3. rl be-lov.} ,,u i;ee that it sufficps for 011r purpo!<es to 
l'tm:,,idn nrily t•)tally ramified I'-extenaiom, allsot-iuti'd to the prime p, vlil1t1re p is the 
residu,• -.·lrn.rarterilitk of the kwal ii,:,M K. AH /'-extensions oe,·urring- heh,w will be as

.sunHJ,l tn he of this type. 

•1 H"~"ud1 for I.hi, p,,pt'r "-U ,!11111" in HIR'l-1\'l'i'll wlli•n tht ,rnllmr ~t1:1yt'<l 11,t t!H• Sti•kl,iv ln~litnte 01 :Y!11ch,•• 
ru.ttw, iii ;l,lo,t"L1\1, ,u,,.l y;a,,, ,mppHrtf'd by Z. W. l•., !ht' Ntzh,,rlu1,i, O~a.niu.tion for tlw .\dvan,·,•m,•nt uf 1'1m• 
flt•$MHth. 



JI azewinkel, Norm maps for one dimensional formal groups. I I 223 

If L/ K is a cyclic extension of prime degree p, let m (L/ K) be the number gover
ning the behaviour of TrLfK, i.e. m(LJK) is such that TrL/K(n~AL) = nkAk where 

r = [p- 1 ((m(L/K) + l)(p -1) + t]. 
(If x E IR, [x] denotes the entier of x; (cf. [9], Ch. V, § 3).) 

Now let K 00/K be a (totally ramified) I'-extension; let K.,, be the invariant field 
of p"Gal(K 00 /K). We write mn = m(Kn/K,._ 1). Then the following holds 

2, 1. Lemma (Tate [10]). There is a constant m0 such that 

mn = eK(1 + p + · · · + p"- 1) + m0 

for all sufficiently large n. 

Here ex denotes the absolute index of ramification of K, eK = i·x(p). 

If L/K is a totally ramified extension of degree p, then m(L/K) ~ (p-1)- 1peK 
(cf. e.g. [2], (6. 2D) and Lemma (6. 3. B)). It follows that 

2. 2. Lemma. 

3. Statement of the tht•orem. Somr rtnnarki, as to thl' proof 

The main theorem of this paper is 

3. l. 'l'heorem. Let K be a mixed characteristic local field with algebraically closed 
residue field; let F be a one parameter formal group o'1er the ring of integers A 1, of K of height 
h; let · · · -- K,. - · · · - K 2 - K 1 - K be a I'-extension of K. Then there exist constants 
c1 , c2 such that 

F"n(K) :" F-Norm.,,10 (F(K .. ))::::, Ffln(K) 

h-1 h-1 
where C\n °0 - -·h-- exn - c1 , {J.,, = --7;,-··- exn c2 • 

(If h = =, (h- i)h-1 should be interpreted as 1.) 
Basically, this theorem is proved by means of the same techniques as used in [3]. 

There are however some complications. 

a) We have no longer a completely regular formula for m.,,. This causes difficulties 
in the calculation of the an/o (t) and °'n ( cf. § 8, § 9). The same fact causes difficulties in 
the calculation of Trk/k-i (xPt) and thus makes necessary the introduction of some extra 
functions C!n/k(t) and 1:.,,11,;(t), to keep track of what is happening. Cf. § 6. 

b) It is no longer true that either Trk/k-l or Nr/2,1 (in the step from level k to level 
k -- 1) is the most important term in the expansion of F-Norm(x) as 

00 

F-Norm(x) = Tr(x) + ,E a.;N\x) + 27 a.11 Tr(M) 
i=l 

(cf. [3]). In fact there is for every x E F ( Kn) a finite number of levels (bounded indepently 
of n !) in which terms of the form a1Ni, 1 < i < ph-i dominate. 

c) In the case of the cyclotomic I'-extension of (QP it so happened that, provided 
we started with elements of particularly nice valuations we could always neglect all 
except precisely one term of the expansion of F-Norm(x). This is not true in the more 
<renel'al case and it is this fact that makes the assumption "the residue field is algebra-
"' ically closed" necessary. This also causes us to consider "change points" (cf. § 7). 
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cl) lt is no longer true as in the cyclotomic case that the set (r:r,.10 (t) It= 1, 2, ... } 
is of the form {s EN Is~ s 0}. In general there will be "holes" in the sequence {o-"10 (t}}. 
The diffi<:ulties due to these faets can be diminished to some extent by "changing tlw 
base field". That is instead of considering K 0 .,!K we take a (suitable) finite extension 
L/ !( such that L · K 00 / L is still totally ramified ( and a I'-extension) and prove the theo
rem for the I'-extension L · K / L. 

The most difficult part of the theorem tltcn follows also for K °"I K according to 
(3. 5) helow. To prove this we need some preliminaries. 

Let L/K be a finite extension. We define functions JL/li.(t) and Xi,tK(s) as follows: 

3. 2. n1,finitions. (i) If L/K is unramificd l 1,1g(t) = t. 

(ii) If L/ K is tamely and totally ramified of prime degree l + p we dnfine 
).1,/K(t) cc-= [l- 1 ({ -1 + t)]. 

(iii) lf L/ K is totally and wildly ramified of prime degree p we dcfino 

AL1dt) = [p- 1 ((m (L/K) + 1) (p -- 1) + t)l-
(iv) If M - L - K is a tower we define J._1111, as ?._1111, =--cc ).1,1g O AM/L· 

This defines }.L/K for all L/ K because every L/ K decomposes as a tower of exten
sions of the types considered under (i), (ii), (iii), as K is a mixed characteristic local field 
with perfect residue field. · 

For each integers J.Lfx(1) we define the number XitK(s) as the largest integer t 
sueh that A.i1K(t) = s. (Note that such a t always exists if s ~ A1,1K(1).) 

3. 3. IJl•mma. (i) Tr1,1K(niAi) = :n\A 1i. (l'ith s """ J. 1,//,(t). 

(ii) ff t = Xi,1H(s), and L/K is totally ramified, then 1:1,(TrLf/Jr)) =0 s, if ·1.11,(:.r) '"' t. 

(This also shows that the definition of J..LJJ{ does not depernl on the deeomposition 
of L/K as a tower.) 

3. ,i. Lnnma. Let L/ K be a finite extension and F a one parameter formal ::,rvup 
defined O(,)er AK. Then there exists a constant t0 such that for t 2: t0 

Proof. In case L/ K is unramified this follows from the proof of [3], 3. L In case 
L/K is totally ramified of prime degree we have an expansion of Norm(x) as 

00 

(:3. 4. 1) Norrn(x) "'-' TrL/K(x) + Z a.;Nt11((x) + ~ aM Tri1K(M). 
i=l M 

Now because m(L/K) < (p -1)- 1peK we have that 

Hence we have that Norrn(x) c:.~ TrL/K(;.:) mod:n(itK(tJ 1-i if 'VL(x) is of the form Xi,Jii.(s) 

for some s :~~ Ar,1g((p -- 1)- 1 peK)· This proves the lemma in this case (cf. 3. :3 above and 
[::i], :3. 2). Finally let M/L/K and suppose the lemma holds for M/L and L/K, then it 
also holds for M/K because AM/K =AL/K O AMJL, AL/K(t') > }.LJK(t) if t' > t and 
lim }.M/L(t) = oo. 
t--+00 
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We are now in a position to prove 

3. 5. Proposition. Let 

Loo ... -- Ln - ... - Li - L 

I ! I I 
Koo .. ·-Kn- .. ·-Ki-K 
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be a diagram of field extensions suck that L 00 /L and K00 /K are I'-extensions and L/K is 
finite. Let F be a one dimensional formal group over Ax of height h and suppose that there 
exists a constant c' such that 

NormLnfL(F(L,,.)):;;, FIT;.(£) where /3~ = h h 1 neL + c'. 

Then there exists a constant c such that 

h-1 
where /Jn = -h--nex + c. 

Proof. Let t0 E lN be such that Lemma 3. 4 applies to L/ K. For n sufficiently large 
/3: > t0 and then 

Normx,Jx(F(Kn)):;;, NormL/K(NormLn/L(F(L,.)) > F'Lfx(f1'.,) (K). 

It now suffices to remark that 

(3. 5. 1) 

where the e1 are bounded independently of t. (This follows directly from the definition 
of J,.L/K(t).) q. e. d. 

4. A trace lemma 

As in [3] we shall need to know something of TrL1x(xiik) for totally ramified exten
sions of degree p ( cf. [3], § 4. 5 ). 

4. 1. Proposition. Let L/ K be a totally ramified galois extension of degree p; let 
m = m(Lf K) and r = [p- 1 ((m + 1) (p -1) + 1)]; let nL be a uniformizing element of 
L and let :rcK = (- 1)P-1N L/K(:rr,L). Then we ha()e 

TrL1x(ni,11) == pn:1J.: modn1f+k-1• 

Proof. The element nL EL satisfies an equation of type 

(4. 1. 1) n,P + a :n;P-l + · · · + a n = :n; L l L p-1 L K 

where the ai are equal to ai = (-1)ie1i(-r1nL, ... , 1:PnL), where <11. is the i-th elementary 
symmetric function in p variables and -r1:n;L, •.. , -rpnL are the conjugates of nL. 

If S = {ri, ... , r,;} is a subset of G(LJK), let 1:S = {1:1:i, •.. , n, }, nf = Il rnL 
l 8 , • l S TES 

and IS I = the number of elements of S. With these notat10ns 

(4. 1. 2) ai = (-1)i .I nf. 
ISl=i 

Now if IS I =I= 0, p, then -rS =I= S if r =I= id because G(Lf K) is cyclic of prime order p. 
Hence each ai is of the form 

(4. 1.. 3) 

Journal fQr Mathematik. Band 268/269 29 
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Therefore Vg(a,) > r. Now apply Tr.L/.K to the relation (4. 1.. 1) to obt-ain 

(4. 1. 4) 

This proves the proposition for k = 1. For k > 1 multiply the relation (4. 1. 1) 
above with ni-1>P, apply TrLJK to the result, use induction, and use 

v.r,:(TrL/K(,ti,)) > k-1 + r 

if s > (k - 1) p + 1. Cf. 3. 3. 

5. Some functions 

Let F be a formal group over A.s: and K~fK a I'-extension of K. Let 

00 

F(X1 , ••. , X11) = Tr(X1) + .I a,N'(X) + .I aM Tr(M) 
•=1 M 

(cf. [3], 2. 4). We write Norm11,i for the norm map F(Kn) ➔ F(K1&)• In [3] we used a 
number of functions <11111e, , .. ,1e, d,,,1i to keep track of what was happening and to calculate 
<1111i we used some auxiliary functions j 11 and l11 • All these functions and some more will 
be needed again. All of them will be defined in this section. 

We use v = Vg for the normalised exponential valuation on K and vk = vKi for 
the normalised exponential valuation on K1:. 

5. 1. The function <111,1e(t). Let d, = v(a,) = Vg(a,), where a, is the coefficient of 
N'1(X) in the expansion of F(X1 , ••• , Xp). We define for all t E JR, t > 1, 

(5. 1. 1) 
<lo (t) _ [ (m1, + 1) (p -1) + t] 

k/k-1 - p , 
i = 1, 2, ... 

<1111,-1 (t) = d,pk-l + it, 
(note that the <1z1,.._1 (t) of [3] is equal to afi'~1 (t) as defined here). 

Using the <111,.._1 we define 

(5. 1. 2) <1,.1,._1 (t) = mjn {ai,k-l (t)}. 
i-0,1,p,p•, ... ,ph-1 

Remark. Let t be an integer. Then the smallest integer i0 such that 

<f~/k-1 (t) = . min {o-1/k-1 (t)} = S 
,-0,1,2, ... 

is necessarily equal to 0, 1 or a power of p. Indeed Norm,.11,_1 induces a homomorphism 
(K is the residue field of K) 

K_+ .'.:::'., F'(Kk)JF'+1(Kk) ➔ F'(K1&-1}/F8+l(K1c-1> = K_+, 

And if i0 > 0 this homomorphism is given by a polynomial a,,l• + higher degree terms. 
It follows that i0 = 1 or a power of p. 

A corollary of this remark is that 

(5. 1. 3) Normk/k-i (F'(K1&)) < ,F"k/1:-i<'> (K1&_ 1), t E JN. 

We now define q 1111,(t} for k < n inductively by 

(5. 1. 4) 
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It follows from (5. 1. 3) that 

(5. 1. 5) 

We define 

tk/J:(t) = - 1 if (fJ:/k-1 (t) = ai/J:-1 (t), 
(5. 1. 6) 

tk/J:(t) = r if (fk/J.:-1 (t) = O'f/J:-1 (t) < o{/J:-1 (t), 

Using this, we also define 

(5. 1. 7) 

(5. 1. 8) 

i,.,J;(t) = £1:/J:(o-,.,1:(t)), 

IX,.,,.(t) = O; °'nfk(t) = °'nf~+l(t) + £n/J;+1(t), 

-r .. 1 .. (t) = t 

k = 1, 2, ... , n, 

if £n/J:+l (t) = r > 0, 
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l'n/J: (t) = VJ:(a11r) + p' -r,.1,,+1 (t) 

(5. 1. 9) -rn/J:(t) = vJ:(p) + p-1 . 'Z'n/J:+l (t) if Ln/J:+l (t) = -1, °'n/J:+l (t) > 1, 

-r (t) = (mJ:+1 + 1) (p -1) + "t'n/J:+ 1 (t) 
n/k p 

le .. , .. (t) = t, 

(5, 1. 10) (!,.J1;(t) = V.,(a,,r) + ~: '(!n/J:+l (t) 

en/J:(t) = Vk(p) + p 'en/J:+1 (t) 

Further we define 

(5. 1. 11) l,.(t) = 0 if IX,.10 (t) > 0, 

if 'nf.t+l (t) = r > 0, 

if £11/J:+l (t) = -1. 

l,.(t) = smallest natural number i such that °'ni,(t) = 0 and , .. 1,(t) = -1, 
. if °'nJO (t) < 0, 

(5. 1. 12) k,.(t) = largest integer i such that , .. 1,(t) = -1, 

(5. 1. 13) j 11 (t) = number of different indices i such that ,,.1,(t) = h-1. 

The last function we define is 

(5. 1. 14) d .. 11:(t) = -r,.1J:(t) + p"'n/J:(t) (e1 - m0) if tx,.11;(t) > 0, e1 = (p -1)- 1eg, 

= •nfk(t) + 1 if tx,./J:(t) < P• 

6. Some elementary properties of the functions 

a,.1,., p,.1,., T,,1,., a.,,1,., 1,,, j,., k,,~ a.,,1,. 

Let K 00 / K be a I'-extension and let F be a formal group over. A.K. In this section we 
assume that the I'-extension Kc,:,/ K is such that 

m 11 = (1 + p + · · · + p"-1}eg + m0 

for all n = 1, 2, 3, ... (cf. Lemma 2. 1). 

6. 1. Lemma. ,,.,J:(t) < ,,.,J:+1 (t) for all t, 1 < k < n. 

Proof. Let s = o'n/J:+i (t) and s' = an/k(t). Suppose ~hat 'n1i:+i (t) = r;;;;;;; O, i.e. 

(6. 1. 1) pkdt +is> p"dpr + p"s for i = p'+1, p'+2, ••• , p"-1• 

29* 
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Then s' = p1· dpr + pr s and we must show that 

(6. 1. 2) p1:- 1d1 + is'>- pk-1d,,,r + p"s' for i = p,. 1, p'+\ ... , p,i-i 

which follows from (6. 1. 1) because s' > p- 1 s. Now suppose that t,.11:+1 (t) = -1. Thia 
means that 

s' = ( (m1c+i + i) ;p - 1) + 8 ] < p1cdi + is for i = 1, p, p 2, ••• , ph-l 

which is equivalent to 

(6. 1. 3) 

And we must show that 

(6. 1. 4) 

It suffices to show that s' > mk. We have 

s' = [p- 1 ((m1c+1 + 1) (p -1) + s)J > p- 1 (p -1)m.t+i 

= p- 1(p-1) (1 + p + · · · + p1c)ex + p- 1(p-1)m0 

= pkeK - p-leK + p-l(p -1)mo. 

And this is greater or equal to mk = (1 + p + · · · + pk-1) ex + m0 because 

pk > 1 + p + ... + pk-1 + f 
q. e. d. 

Note that we have also shown that 

(6. 1. 5) 

(this result holds because mk < (p-1)- 1pkex and is independent of the assumption 
on K 00/K). 

6. 2. Some properties of lnfl:, a,,.,k, en/k, •nrk, (X,n/k. Directly from the definition of 
t1ci1c one sees that 

(6. 2. 1) t1c11cW) < lkfl,(t) if t' > t. 

This is obvious if t1c11c(t) > 0. It t1ci1c(t) = -1, then writing bi for d;p1c-i, and c for 
(m1c + 1) (p -1) we have 

( C + t] ~ b + it 
'p - i , 

Now suppose that there is a t' > t such that r C + t' l > b, + it' for a certain i then 
L p j 

[ C + t'] ( C + t] [C + t'] C + t" [C + t"j' -p > -p- ; let t" be such that -p- = --p-, then also -p- > b; + it" 

C + t" - C + t" 
and t" > t and t" is an integer. Then --- > b, + it" + 1 because --- and p - • p 
bi + it" are integers, and c + t < b; + it + 1 while t" > t which is a contradiction. 

p 
As a corollary to Lemma 6. 1 we get 

(6. 2. 2) 
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Using this and (6. 2. 1) we see that 

(6. 2. 3) <fn/k(t') > <1n/k(t), en/k(t') > f!n/k(t), Tn/k(t') > 'l'n/k(t) · if t' > t 

and this and (6. 2. 1) gives 

(6. 2. 4) 

The functions 'nfk, <1,,.1k and e,.1,. do not differ much. Indeed we have 

(6. 2. 5) <1n/k(t) < r,,.1k(t) < f!n/k(t) < <1,,.11;(t) + (p-1)- 1 eg - m0 • 

This is proved by induction on k. The first two inequalities are immediate. As to the 
last one if t,,.1m(t) > 0 then en11c(t) = <1n/k(t), for k > m-1. It remains to show that if 
enfk+l (t) < <1n/k+l (t) + (p - 1)-1ell - mo, and 'nfk+l (t) = -1 then 

<!n/k (t) < <1n/k (t) + (p - 1)-1 eK - mo. 

We have 

<fn/lc(t) = [ (mk+l + 1) (p-; 1) + <fn/1:+1(t)] > p-l<fn/k+l(t} + p-l(p- i} (m1c+i) 

p-1 > p-1<1,,.11c+1(t) + p1''ex- p-1ex + p mo. 

On the other hand 

k -1 < k <1n/1c+1(t) ex 
C!n/k(t) = ex . p + p (!n/k+l (t) = egp + p + p(p -1) 

eg m0 ex p-1 
< <1n/k(t) + ( 1) ---+----mo - pp- p p p 

= o-,,.11;(t) + (p -1)- 1 eg - m0 • 

6. 3. Some properties of in, k .. , l,.. 

(6. 3. 1) ln (t') > Zn (t), k,. (t') > kn (t), j n (t') < j n (t) if t' > t. 

Further we have as a consequence of 6. 1, (6. 2. 1), (6. 2. 4): 

(6. 3. 2) If l,.(t') = l,.(t) > 0 then for all O < k < n we have 

t,.11c(t) = tn/k(t') and IX,.11c(t) = 1Xn/k(t'). 

Finally we have 

(6. 3. 3) 

(6. 3. 4) 

r,.1k(t') - r,.11;(t) = t' - t if O < k = l,.(t) = l,.(t'). 

t = r,.1k(t) modp"' if O < k = l,.(t). 

p 

(6. 3. 5) If l,.(t) = b > 0, then °'nli(t) = i- b for b < i < k,.(t) and 

,x,.1,(t) < i - b for kn(t) < i < n. 

(6. 3. 6) For S > ln (t), f!nf• (t) = •nt• (t). 

The properties (6. 3. 3)-(6. 3. 6) follow directly from the definitions of the various 
functions involved. 
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7. Change poin~ and uic:-t' \"\irs (F, K,.., K) 

Let F be a. formal group over A.,. and 1': ""(I\. H J'-eltt<'n8ion tlf K. L~t 

"" F(X1 , ..• , Xp) = Tr(X1) + I aiN'(X) + I aM Tr(M) 
i=l M 

(cf. [3], 2. 4). We write Normk/k-i for the norm map F(Kk) ➔ F(Kk_ 1). It may happen 
that for certain x E F (K,.) there occur several terms of the same (minimal) valuation 
in the expansion 

00 

Norm.,1k_1 (x) = Trk1.,_1 (x) + .Ia;Nk1,.,_1 (x) + ;EaMTrk/k-i(M). 
i=l M 

The valuations vk(x) of elements x at which this is to be expected will be called change points. 

More precisely, the smallest number t such that ot1,.,_1 (t) = o{1,._1 (t), 0 < i =!= j < ph- 1, 

k = 1, 2, ... , n will be called an (i, j)-le(Jel k-change point, and will be denoted c1/k). 
The change point C;;(k) is called actual if moreover 

0"1i:/k-i(ci;(k)) = a1Jk-1(ci;(k)) = at/k-1(C;;(k)). 

71 L . (k)-d;-dj k-1 ;f 0<;<1", • . emma. c;1 - . . p • ., 
J-i 

(p -1) (m1c + 1) - p1cd; p (k) < (p --,-1) (m1c + 1) - p"d,_ 
pi-1 pi-1 <C;o = pi-1 

Proof. The first part is obvious. As to the second if t = c;0 (k) then 

(7. 1. 1) 

which means 

[ (m,. + 1) (p - 1) + t l _ ,._ 1d + "t 
p j-P ' i 

(m,. + 1) (p - 1) + t = pk-1d; + it + e, 0 < e < 1, 
p 

if O < i. 

(7. 1. 2) 
t= (p-i)(m.,+1)-p,.d;_ pe . 

pi-1 pi-1. 

This proves the lemma. 

Corollary. If mk = (1 + p + · · · + p,._ 1)ex + m0 then 

1 C. (k) = (ex-. d1)pk _ex'- (p -. 1) (m0 + 1) 
(7. • 3) •O --1 f . pi- pi-

pe 
pi-1' 

0<e<1. 

Remark. If i = 1, then we see from (7. 1. 1) that c10 (k) = t is an integer; it fol

lows that e < p - 1 , so that 
- p 

(7. 1. 4) -1 + (p -1) (;,.! /) - pkd1 < C1o(k) < (p -1) (;.1:! /) - pkd1 . 

7. 2. Definition. A pair (F, K 00 / K) consisting of a formal group over Ax and a 
(totally ramified) I'-extension will be called nice if the following conditions are satisfied: 

(i) mn = m(Kn/ Kn_ 1) = ex(1 + p + · · · + p"- 1) + m0 for some constant m0 

for all n = 1, 2, 3, ... , 

(ii) the numbers dj = f1. are integers for all 1 < i < j < p11- 1, 
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(iii) the numbers ~\= ~i are integers for all 1 <is p1&- 1
1 

(iv) ex is divisible by p -1. 

231 

In the following section we shall need a few technical results on the position of 
various change points in the case of nice pairs (F, K 00/ K). · 

7. 3. Lemma. If i < j, t > ci1(k) then ai/k-i (t) < at/k-i (t). 

If i < j, t < ci1(k) then a1/k-I (t) > o{/k-l (t). 

This is not immediately clear only in the case that i = 0. In this case one uses the 
same argument as was used to establish ( 6. 2. 1); note that ci/k) is the smallest number t 
such that ai/k-l (t) = o{,k-1 (t). 

7. 4. Lemma. Let (F, K 00 /K) be a nice pair and suppose p' > i > 0. Let t be an 
integer, tk/k(t) = r, and suppose that ci,pr(k) does not belong to the inter11al (t, Co,pr(k)]. Then 
c0,; (k) < Co,pr (k). 

Proof. We write j = p'. Because tk/k(t) = r we have, because i < p' = j, that 
ai/k-I (t) > o{/k-l (t) and hence, by (7. 3), cii(k) > t; therefore ci1(k) > c0;(k) and hence, 
by (7. 3), at/k-i(c0i(k)) < ai1k_1 (c0,(k)) and as o{Jk-i(c01 (k)) = a~/.1:-i(c01 (k)) we have 
again by (7. 3) that c01 (k) > c0i(k). 

7. 5. Lemma. Let (F, K 00 / K) be a nice pair and let e1 - m0 > 1, pie > (e1 - m0 ) + 1. 
Suppose that O < i < j and c0i(k) < c0/k) then c0;(k -1) < c01(k-1) + 1 (here 
e1 = (p -1)-1ex)· 

Proof. We have (using the fact that m1c = ex(1 + p + · · · + p1c-1) + m0) accor
ding to (7. 1) 

(k) _ (ex - di)p"' _ ex - (p -1) (m0 + 1) _ pe . 
Co,i - pi_ 1 pi - 1 pi - 1 ' 

Co·(k) = (ex~ d1)p1c ex - (p -:-1) (m0 + 1) pe' 
1 pJ-1 pJ-1 pj-1 

where O < e, e' < 1. Because O < (pi-1)-1 (ex-(P -1) (m0 + 1) + pe) < l' by 
hypothesis, we have that (pi-1)-1 (ex - di) < (pj -1)-1(ex -d1). (Both these num-
bers are integers because (F, K 00 /K) is nice.) Therefore · · 

pe" 
c0 ;(k-1) < c0 1-(k- 1) + . 1 < c0,(k-1) + 1 . - . PJ- I 

because (pi -1)- 1 ( ex - (p -1) (m0 + 1) > (pj -1)- 1 ( ex - (p -1) (m0 + 1)). 

7. 6. Lemma. Let (F, K 00 /K) be a nice pair and suppose that e1 - m0 > 2, 
t = - (e1 - m0)p1 modp1+11 , f E lN v {0}, (e1 - m0) < p 11, k > f + g and tk1,.(t) = r. 
Then ci1(k) < t for i > j, where j = p' if r > 0, j = 0 if r = -1, except possibly in the 
case f = 0, r = - 1, i = 1. 

Proof. Because tkfk(t) = r we have in any case ci/k) < t (cf. (7. 3)). Suppose that 
r > 0, then ci1(k) = 0 modpk-l because (F, K 00/K) is nice. This makes cii(k) = t hnpos
sible. Now let r = -1 then we have 

(p i-1)- 1 (ex-(P -1) (m0 + 1) + p) < (e1 - mo)P1 

if either f > 0 or i > 1, which makes c10 (k) = t impossible (cf. (7. 1. 3)). 



7.7.Le-mma. Lei (F,K,.,JK) bt a nite pm"r, tEN, •~•-t.,till) 
eKp 8 > 2(e1 - m0) ~ 4. Then 

a,tt,,(t) >c0,;(s) + 1 fvr all i '"-= 1, 2, ... , p11.~ 1• 

Proof. Let 

I. ill'ld 

c0i(s) = (pi-1)- 1(eK- dt)P 8 - (pi- 1)- 1(ex- (p -1) (m0 + 1))- _ep 1 pt-
then 

c0t(s + 1) = (pi-1)- 1 (eK -dt)P8+1 - (pi- 1)-1(eK - (p -1) (m0 + 1))- ~P 1 pt-

with the same e ( cf. (7. 1. 1)). Because i,+its+i (t) = -1 we have that t > c0t(s + 1). 
It follows that 

<1 (t) - c (s) - 1 > [ (ms+i + 1) (p - 1) + t 1 - c .(s) - 1 •+ Ifs Oi = p j Di 

> ms+1(P -1) + !___ Co,(s) -1 
- p p • 

> ps+ 1 ex p -1 ( ) 
= p --p- ei-mo 

+ (ex-di)p 8+I _ (p-1)(e1 -m0) _ B 

p (pi - 1) p (pi - 1) pi - 1 

_ (eK-d-1)P 8 + (p-1) (e1 -m0) p-1 + ep 1 
pi-1 pi-1 pi-1 pi-1 

s p-1 ( ) (p-1)(e1 -mO) = p eK- e1 - m0 - ( • 1) p p pi-

+ (p-1) (e1 - m0) + (ps + 1-p) (p-1) _ 1 
p i - 1 p (pi - 1) 

>p'eK-P-; 1 (e1 -m0)-2> p 8eK-(e1 -m0)-2 

~ p'eK-2 (e1 -m0) > 0. 

7.8. Corollary. Let (F, K 00/K) be a nice pair, tEN, i,+ 11,+1 (t) = -1, and 
exp 8 > 2 (e1 - m0) > 4. Then 

0'~!•+1(<1,+11,(t))>a~/s-1(<1,+ 11,(t)) forall i=1,2, .... 

This follows directly from Lemma 7. 7 above, and the definition of the a', because 
. h O I < 0 1 t' - 1 if t is an mteger t en a,1,_1 (t + t ) = a,1,_1 (t) + + p 

8. The main proposition 

The proposition below is our main tool in the proof of Theorem 3. 1. The proof is 
rather lengthy and involved but not difficult. 

8. 1. Proposition. Let (F, K 00 / K) be a nice pair such that e1 - m0 > p, ex> (e1 - mo)
Let t be an integer of the form x010 (t'), b EN, b < n such that 

(8. 1. 1) 

(8. 1. 2) 

ln(t) = b, 

t > ph+ 1 (e1 - m O) + p'0+ 1 (e1 - m0 + 2) 
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where r O is the smallest natural number suck that pr• > (e1 - m0), and 

(8. 1. 3) 

(8. 1. 4) 

Then we haPe 

pb > p(e1 - m0) (p 11 + 3), 

pb-1', > 2 (e1 - mo+ 1). 

(i) O'.,,o(t) = -r.,10 (t), F-Norm1110 maps F'(K,.) into FT"1o<1> (K). 

(ii) F-Nor~/b maps J?4nti<t> (K,) into J?4ntb<t> (Kb) for all b ~ i < n. 

(iii) F-Nor~10 maps p4nJ•<t> (K,) into FTn/oCtl+l (K) for all 1 < i < n. 

233 

(iv) The induced map Ft(K,.) ➔ FTn/oCt>(K)/FT"/o<H1 (K) is surjectiPe if the residue 
field of K is algebraically closed. 

Proof. To prove (i) we must show that Az,.ct)/o(-rfl/Z,.Ct>(t)) = 0',.10 (t) (because 
tn/k(t) = -1 if k < l,.(t); cf. the definitions of -c,.1111 and afl,1111). Now 

-c,.,z,.(t) (t) = 't'n/b (t) > t 

and by (6. 3. 4), -r,.1b(t) = t modpb. Because tis of the form Xb/o(s) it follows that -r,.1b(t} 
is also in the image of Xb/o. And we have therefore 

(8. 1. 5) A.b/0 (t') = A.b/0 (-rn/b (t)) if 't'njb (0) - pb < t' < -r,./b (0), 

Now O'n/b(t) < •nJb(t) < a,.1b(t) + (e1 - m0) by (6. 2. 5) and (e1 - m0) < pb by condi
tion (8. L 3). This proves the first part of (i), the second part follows immediately ( cf. 
(5. 1. 5)). 

To prove (ii) we use induction on i. Let k = k,.(t) = largest integer for which 
'nfb(t) = -1. Let i < k. Then we have 

(8.1. 6) vb(Tr,1b(x)) > 1:,.1.c(t) + 1 if v,(x) > -r,1b(t) + (p'-b-1) (e1-m0} + 1. 

This will be proved in (8. 4) below. This proves (ii) for i < k because Tn/b (t) + 1 = d,.16 (t), 
and d .. 1,(t) = p"-6 (e1 - m0) + -r .. 1,(t) (tX .. 1,(t) = i -b because ln(t) =band ,,.1,(t) = -1). 

Now let i > k + 1 = k"(t) + 1. Let t' be the smallest actual level i-change point 
(cf. 7) such that t' > -,;,.1"(t). There are three possibilities 

1) t' --r,.,,(t) > (e1 -mo)l'nfiCt>. 

2) t' - •1i,,(t) = (e1 - m0)p~,,c,>. 

3) t' - -r,.1i (t) < ( e1 - m0) p"'n1,<t>. 

In the first case as 0',,_1,(t) = -r,.1,(t) we have ,,1,(d,.fi(t)) = ,,1,(.,.1,(t)) = r > 0 and hence 
by the definition of d,.1111 and -,;,.1111 • 

<1f(._1 (d.,,1,(t)) = p'-1 dpr + p'(-r.,,1,(t) + p"'fl/;.Ct) (e1 - m0)) 

= T,./i-1 (t) + p"'n/1-1(1) (e1 - mo) = d,./i-1 (t) 

which implies 
Norm.. (J?4•!i<t>(K )) r.:::: p"ti1,-1(t)(K ) .....,,,-1 i i-1 

which proves the induction step in this case. 

Journal fllr Mathematik. Band 268/269 80 



In Nl-Se 2) "~ hiwt, that. d.,.,i,(t), I', \t\t, t' ,,,.. ~~(•'}. J •. Ji~. Th~, •~!;(d,...,(t)) ,. >' 
and o-i/i-t ( d..i;V)) = o-L_.1 ( d,..1,(t)). But b('l'aus~ d11_,. (.t) ."7 t' , t",1 \\1' htw~ that 

~/i-1(d111,(t)) = <1~_1(d,.1,(t)) 

and the same calculation as above proves the induction step also in this case. 
Now suppose that case 3) applies. Because (F, Kcx,/K) is a nice pair we have that 

(p -1) I ex and as t is of the form Xb/o(t") for some t" we have according to 8. 3, 
t = -(e1 -m0) modpb. It follows that. 

(8. 1. 7) · -r,..,,(t) = - (e1 - m0)p"'111'<1> mod/+"'n/iCtl k < i::;; n 

(cf. (6. 3. 5)). Let ,111,(t) = r > 0, then t' must be a c,,,(i) withs <p" because t' is the 
next largest actual change point. Now ifs > 0 then 

(8. 1. 8) cp,,(i) = 0 modp'- 1 

because (F, Kcx,/K) is nice. Furthermore ix,.1,(t) < i-b (cf. (6. 3. 5)) so that 

Cpr.(i) = 0 mod/+"'n/•<1>; 

further (e1 - m0} < pb ( condition (8. 1. 3)). It follows that case 3) can only occur if t' is 
the actual change point t'=cp,0 (i). We then have (cf. (7.1.3) and (7.1.4)) 

"'n/;Ctl p'(ex- dpr) p -1 ( l) pe 
-(e1-mo)P + pr+1-1 -(pr+l-1) e1-mo- pr+l-1' 

p'(eK - dpr) • p - 1 pa 
< -r,.,,(t) < pr+1 -1 p•+l -1 (e1 - mo -1) - pr+1 -1 = Cpro(i) 

where O < a < 1 if r > 0 and O < a < p -1 if r = 0. Note also that -r,.1,(t) = cp,0(i) 
is impossible because then ,,.1,(t) = -1 which contradicts i > k + 1. The number 
(pr+ 1 -1)-1 (ex - dp,.) is an integer because (F, Kcx,/K) is nice, p' = 0 modp"+'"n/,<O 
and (p'+ 1 -1)- 1 (p -1) (e1 - m0 -1) > 0. Now 

"'ni;<t> p - 1 1) pa 
(e1-mo)P >(e1-mo)> pr+l-1 (e1-mo-. + pr+t-1, 

because of (8. 1. 7) it follows that case 3) can only occur if 

_ ex-dpr ,_ .. ,.1,<t> _ ) 
(8. 1. 9) -r,.1,(t) - pr+i _ 1 p p (e1 m0 • 

Suppose first that i = k + 1. This gives us 

'Z' • (t) = pr+i . ex - d.,,r -p'p"'nJ.Ct>(e _ m ) + d p1-1. 
n/i-1 p•+l _ 1 . 1 0 pt 

Further d,.1,(t) = -r,.1,(t) + p"'ni.<t>(e1 - m0} > cpro(i) and cpro(i) is an actual change point 
so that . 

O'i/i-1 ( dn/i(t)) = O'~/i-1 ( dn1,(t)) = [P- 1 ( (mi + 1) (p - 1) + p' · ;:+:--,--~)] 
> (p1 - 1)ex + (p-1)m0 + ,_1 • ex-d.,,r 
= p P pr+l-1 · 

The difference <1.1,_1 (d,.1,(t})-Tn/•+1 (t} is larger than or equal to 

r "'nfi(t) } p-1{ ) p . p (e1-mo ---- e1-mo 
' p 
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because 

Further 

Pr . p"'nf;(t) (e1 - mo) - (e1 - mo) > (p"'n/i-1 _ 1) (e1 - mo) + 1 

because <Xn/i-1 (t) = <Xn/i(t) + r and (e1 - m0) > p. And according to (8. 1. 6) we have 
that 

N orm.k/b ( pt" ( Kk)) < Frntb<tH i (Kb) 

if t" > •ntk(t) + (p"'"tk<tJ -1) (e1 - m0) + 1, because tk/1:(t'') = -1. This proves (ii) 
fork= i + 1. 

Finally if i > k + 1 then case 2) cannot occur. For suppose that 

(8. 1. 10) ( ) _ ( ) _ , eg - dpr "'ni;<t> 
ln/i t - r, 0n/i t - p pr+l _ 1 - p (el - mo)• 

All (j1,j2)-level i-change points are = 0 modp•- 1 if j 1,j2 > 1. There are therefore be-

( ") i e K - dpr h . f ") . . > 1 b cause cpro i <p pr+i_ 1 noc angepomtso typec1,,i.(i,Ji,h= etween-c,."(t)and 

cpro(i). It follows that (cf. 7. 4) 

(8. 1. 11) 

Using Lemma 7. 5 we find 

(8. 1. 12) 0 <j <p'. 

Now suppose we can show that 

(8. 1. 13) 

We know that i,.1i(t) = r, therefore ,,.11_ 1 (t) < r, and (8. 1.12), (8.1. 13) then imply 
tn/i-l = - 1, (cf. Lemma's 6. 1 and 7. 3). This is a contradiction because i > k + 1 
and k is the largest index such that ,,.,1c(t) = - 1. 

It remains to prove (8. 1. 13), this calculation is done below in 8. 5. This proves (ii). 

(iii) follows from (ii) because •nfb (t) is of the form X1>to (s'), 'nfi (t) = - 1 for i < b 
and d,.1;(t) = •ni;(t) + 1 for i < b. 

To prove (iv) we distinguish two cases A) <X,.1k(t) > 0, B) 0/.,.11,(t) = 0 where k = k,.(t) 
as before. First suppose that 0/.n/k(t) > 0. We shall show that if ,111,(t) = r then 

(8 1 14) N i ( "nf,(t) A ) dnt,-1(t) A 
• • a.1 ,1,-1 :n:, • < :n:,-1 s-1, 1 < s < n, i > p', 

8 1 15) T ( 2u,.18(t)A ) dnfa-1(t)A 
( • • r,fa-1 :rt, 8 < :n:,-1 S-1 l 

Let j = 0 if r = -1, j = p' if r > 0. First suppose that s > k, then either 1X111,(t) > 0 
or 'nts(t) > 0 (or both), otherwise we would have 0/.,.1i,(t) = 0 by (5.1. 8) and Lemma 6. 1. 
Now -r,.,.(t) = (e1 - mo)P"nfa(t) modp"nts<t>+\ 2 < el - mo < pb-l' 0/.,.,.(t) + b-1 < s 
( cf. (6. 3. 5)). We can therefore apply Lemma 7. 6 (with g = b -1, f = 0/.,.1,(t)) to con
clude 

(8. 1. 16) s?:k,i>j. 
30* 
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(8. 1. 17) r:,.1, (t) ~ <lr&J, (t) > C01 t,~), i >0, b < s < k. 

It follows that for b < s < n 

(8. 1. 18) 

j 
+oo 

-r,.1,(t) - C;t(S) > (e1 - m0 ) (ph + 2) p"'nJ.Ct>, 

0',.1,(t) - c1,(s) > (e1 - m0) (ph + 1) p"n1,<t>, 

= c,,(s) I 
= Omodp•-1 

ex-(p-1) (m0 + 1) +· pe.,, 
< pi-1 pi-1 

<1n1,(t) 

l > p•-1 
< (e1 -mo) 

Tn/s (t) 

= 0 modp'-1 

I = ( •• - m,,) p .., •• 

( e, < 1 if i > 1; e, < p-; 1 if i = 1; cf. (7. 1)) 

This is most easily seen by looking at the picture drawn above. Use s > b + ix,,,1,(t), 
cx,.1,(t) > 0 and condition (8. 1. 3) of the proposition. That the relative position of -r,,,1,(t), 
an1,(t) and c,7(s) with respect to points = 0 modp•- 1 is as indicated, follows from the 
following facts: 

cif(s) < <1'n1,(t) < -rn1,(t) (8. 1. 16), (8. 1. 17) c,1(s) = 0 modp'- 1 if i > j > 0 

( ) _ ex - (p-1) (m0 + 1) ep modp•-1 
c,o s = - . 1 - . 1 pi- pi-

where O < s < 1, if O < i < ph-l (cf. 7. 1) and ex -(p-'-1) (m0 + 1) > 0. 

Finally for b < s < n we have 

( _ ) .. ,,,1, > ( _ ) > eg-(p-1) (m0 + 1)_ + pe-1 
e1 mo p = e1 mo = pi - 1 . pi - 1 

which in view of (8. 1. 16) shows that the picture represents things correctly and thus 
establishes (8. 1. 18). It is now a matter of some straightforward calculations to prove 
(8. 1. 14) for b < s < n. This is done in 8. 6 below. 

Now let s < b; let r0 be the smallest natural number such that pr•> (e1 - m0). 

Note that r0 < b because of (8. 1. 4). Because °'nJk,.(t> > 0 we know that b < k = kn(t). 
It follows that 

(8. 1. 19) 
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Using (8. 1. 19) one checks directly that (8. 1. 14) holds for b > s > b - r0 • Cf. 8. 8. 

Now suppose that 1 < s < b - r 0 • Because -r,.16 (t) is of the form XbJo(b') for some b' 
(cf. the proof of (i) above), we have that 

{8. 1. 20) 

It follows from this that (because u,.1,(t) > -r,.1,(t) - (e1 -m0 ) and p,.• > (e1 - m0)) 

(8. 1. 21) 

To prove (8. 1. 14) for s < b - r0 it therefore suffices to show that 

(8. 1. 22) 

and this follows from 7. 8 because s > 1, eK > (e1 - m0), (e1 - m0) > p. 

We have now proved (8. 1. 14) for all 1 < s < n, in the case °'n/t,.(t) > 0. As to 
(8. 1. 15) we remark that 

(8. 1. 23) 

Using this it is not difficult to prove (8. 1. 15) for s > b. Cf. 8. 9 below. To prove (8. 1. 15) 
for b > s > b-r0 , where r 0 is again the smallest natural number such that pr•> (e1-m0), 

we use the fact that 

(8. 1. 24) 

which follows from tb/b(un/b(t)) = -1. Cf. (8. 1.19). To check that (8. 1.15) holds for 
n > s > b - r0 is now straightforward. Cf. 8. 10 below. 

Finally for s < b - r 0 we have that •ni,(t) = <1"1,(t) (cf. (8. 1. 21) above); more
over 1:,.1,(t) is of the form xn1,(t') for these s. So that 

(8. 1. 25) 

and this proves (8. 1. 15) for s < b - r0 • We have now proved (8. 1. 15) for all 1 < s < n. 
Note that the hypothesis °'nJk,.(t) > 0 has not been· used in the proof of (8. 1. 15). 

We are now in a position to prove statement (iv) of the proposition in case A; 
i. e. in case °'nJk,.(t) > 0. 

Let n be a unif ormizing element of K; and let :n:,, s = 1, 2, ... , n be uniformizing 
elements of K,, s = 1, ... , n, chosen such that N,1,_1 (1r,,) = n,_ 1 , N 110 (n1) = :n:. Let 
x E AK; it follows from (8. 1. 14) and (8. 1. 15) that for s > k,.(t) = k 

(8. 1. 26) 

where 

(8. 1. 27) 

Norm (x1r,1 ) = b x"• + b x"•-1 + · · · + b x + b modn"-1.CI) n/• n - "• u8-1 1 0 • 

bu,= z,:n:!<•>, t(s) = p"'nfa<t>t, z, E AK, v,(bu,) = •111,(t) = <1111,(t), 

v,(b,i) > <1,.1,(t), i = 0, 1, ... , u, -1, u, = l"+ 1 + • • • + l•+1+1 

if t11/i : r1, j = n, ... , s +, 1. 

This can e. g. be seen as follows. One uses induction. Suppose (8. 1. 26), (8. 1. 27) have 
been proved for s + 1. Because 1:,.1,+1 (t) = e1111,+i (t) > p"'nt,+i<t> (e1 - m0) we also have 
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Nt,rm,.1,(:r~) ~;,; Norm, 111.(b",i 1.t"•+t) + • • • + Norn\, 11"(&0) m.'Od:t~l•<t> 
F F 

aud hence 

Norm,.,,,(xn'11) = Norm,+ 11,(b., 1 x"•+1) + · · · + Norm,+ 11,(b0) modn!"'.C'>. 
. •+ 

Now let t,,1,+1 (t) = ra+ 1 , then we have using (8. 1. 14), (8. 1. 15) 

Norm+ 1 (b x"•+1) = b x"•+ · · · + b' x + b' modn"-1,<t> 
• 1 • "10+1 u, l O • 

with v,(b;) > e111I,(t), and for i = 0, 1, ... , us+ 1 -1 

Norm (bx')= b"x•·+ · · • + b",.. + b" mod-"-1,<'> 1+11, ' - ;.• 0 .., 0 -~. 

where i' < p"1+1+1 + i < u, and v,(b;') > 0'111,(t). This proves the induction step. 

For s < k = k,,(t) one sees from (8. 1. 14) and (8. 1. 15) that 

(8. 1. 28) 

We now use the trace lemma of Section 4 above to keep track of what happens to 
the "leading coefficient" of (8. 1. 26). We have · 

(8. 1. 29) b < s < k = k11 (t) 

if v (z ntC•>) - -r t(s) - p..,,,1,<'> t t(s - 1) - p- 1t(s) - p"'11l•-1<'> " EA a a • - n/11 - ' - - ' ,.,, K• 

This follows directly from proposition 4. 1 and condition (8. 1. 3). Cf. 8. 11 below. 

From (8. 1. 26), (8. 1. 27), (8. 1. 28), (8. 1. 29) and (5. 1. 5) we obtain for b < s < k 

(8 1 30) N ( _t) - b " + b u-i + · · · + b + b d ",.,,<'> . . orm,,1, x:1o,, = .,x u-ix 1x O mo n, 

where u - u - p"11+1 + · · · + p".1:+i+i b - z -nf!.•> t(s) - p"'nt,<'>t v (b ) - -r (t) - .I: - , " - , • , - , • u · - n/1 , 

v,(b-1) > 0',,1,(t), i = 0, 1, ... , u-1, b < s < k. In particular we have that 

(8. 1. 31) Norm (xn1 ) = c x" + c x"- 1 + · · · + c x + c modnc111/6<t> n/b ,. - u u- 1 1 0 6 

u = Ui;, c., = z6~ 6>, t(b) = t, vb(c.,) = -r,.16 (t), v6(c,) ~ a,.16 (t), i = 0, 1, ... , u-1. 

Now -r,.16 (t) is of the form x610 (t') for some t'; further 

vb(c,) > (11&/b(t) > Tn/b(t) - (el - mo) > Tn/b(t) - p6, i = 0, 1, ... , u-1. 

It follows that 

Vo(Trb/o(Cu)) = A.b/o(Tn/b(t)) = -r,,,o(t) = 0'11/o(t), 
(8. 1. 32) 

v0(Tr610 (c1)) > il.610 (r1116 (t)) = -r1110 (t) = 0'"10 (t), i = 0, 1, ... , u-1. 

Putting (8. 1. 31), (8. 1. 28) and (8. 1. 32) together yields 

N ( _t ) - , " + ... + , +. , d ,,,11,o<t> orm,.10 xnn = c.,x c1x c0 mo n , 

v0 (c~) = a,,10 (t), v0 (c;) > 0'1110 (t), i = 0, 1, ... , u-1 
(8. 1. 33) 

and this proves statement ('iv) of the proposition in the case that tx,,11e11<tl > 0. 
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Now suppose that we are in case B; i.e. ix,.fk(t) = 0 where k = k,.(t). Then 
tn1,(t) = 0 for s = n, ... , k + 1; tn1,(t) = -1 for s = k, k -1, ... , 2, 1; b = k. It is 
not difficult to check that the proof given for (8. 1. 14) in case A for n > s > k also 
works in case B provided s > k. (The hypothesis G¥ni1:(t) > 0 is used twice: to establish 
(8. 1. 16) in case s = k and to establish (8. 1. 19) in case s = b.) The arguments used to 
prove (8. 1. 14) for s < bin case A also remain valid, except in the cases= b (cf. 8. 1.19). 
In the cases= b = k we have instead of (8. 1. 16) (cf. Lemma 7. 6 exceptional case) 

(8. 1. 34) Tn/b (t) = <1n/b (t) > ci0 (b), i > 1; Tn/b (t) = 0'11/b (t) > c10 (b). 

There are therefore two possibilities in case B. 

Br 1,'n/b(t) > c10 (b) in which case (8.1.14) also holds .for s = k = b (cf. (8.12)). 

B 2• 1,'n/b(t) = c10 {b) in which case (8. 1. 14) fails to hold for s = k = b. 

Formula (8. 1. 15) has been proved above without any hypothesis on Gt,.11,(t). We are now 
in a position to prove (iv) also in case B. Exactly as above one shows that 

Norm (xnt) = b x" + · · · + b x + b mod1/n11c<1> "fl: n - ,. 1 0 k 

V1:{b,.) = 1,'n/1:(t) = a,.11:(t); v(b,) > <1"1l:(t), 
(8. 1. 35) 

i = 0, 1, ... , u -1, u = (11, - k)p. 

Applying Norm1:/l:-l to this we find 

(8. 1. 36) 

where u' = up in case B2, and then Vi:_ 1(c,..) = -,;n/l:-i(t) = a,.11:_1 (t) because Gtn/1:(t) = 0 
and -,;,.,i:(t) = c10 (k); or u' = u in case B1 and then Vi:_ 1(c,.,) = -,;,./J:-i(t) = an/J:-i because 
1,'nfk(t) is of the form XJ:/o(t') for some t'. Also in both cases V1:_ 1(c1) ~ 11111l:_1 (t). Using 
(8. 1. 36) instead of (8. 1. 31) one obtains in the same way as in case A that 

(8. 1. 37) 

v0 (c~.) = 1,'1110 (t) = a1110 (t); v0(cD > -r,.10 (t) = a,.10 (t), i = 0, 1, ... , u' -1 

which proves statement (iv) of the proposition in case B. 

8. 2. Lemma. Let (F, K 00/K) be a nice pair, let G¥,.1,(t) = i-b, i >b and 
,,.1,(t) = -1, Then 

Xi/b(rn/b(t)) = (p•-b - 1) (e1 - mo)+ 't'n/,(t). 

(Note that x,,lr,.jb(t)) is defined, because i,,b(-,;,.,,(t)) > 1,'n/b(t), from which· we also 
see that x,i1,'n/b(t)) > 1,',.,.(t)). ' .. 

Proof. According to Lemma 8. 3 below we have 
i-11 1 

x.1b('t'n/b(t)) = (-,:,.1b(t)- p"ex.(i-b)- m0)p'-" + m0 + eg p P ~ 

and because t,.1,(t) = -1 and G¥n1dt) = i- b we have that 

-,:,.1,(t) = p•-"-,:,.1b(t) - (i-b)p'e.x 

(by the definition of the functions -r,.1l:). q. e. d. 
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s. s. unuua. Ut (F, Koci A) bt a 'f'tlM' p«ir. lf t"ke f»,nrtfon X,ri, I i >), ~ de.f'inl'd 
for a certain s, then · 

t-11 1 
x,11>(s) = (s- p"eg(i -b)-m0)p'-11 + m 0 + eg p -;_ 

p-

(and x,fb(s) is defined for alls for which this expression is positiPe). 

Proof. For calculations like this the following fact is useful. If a1 , a2 , ••• , ar is 
a series of integers, t E JR and we define 

t' = a,.+ t 
r p ' 

then t, = [t;]. Using this we find 

[ 
b • m0 1 --{i-b) p'1- 11 - 1 t ] 

J..i/b(t) = p eK(i-b) + m0- p•-b + 1- p•-b -egp p + 1 + pH • 

The lemma follows from this. 

8. 4. Proof of (8. 1. 6). Because v,(x) > (p<•-1J> -1) (e1 - m0) + 1 and Lemma 8. 2 
we have that v,(x) ~ x.,11 (-r11111 (t)) + 1 which implies J..,111 (v,(x)) > Tn/b(t) + 1 = d111b(t) 
which implies (8. 1. 6) because i111, (t) = -1, i,.1,_1 (t) = - 1, ... , 'nfb+i (t) = -1. 

8. 5. Proof of (8. 1. 13). We have 

0 , eg - dp,. °'nt,<t> 
'n1,(t) = r > ' 7:nf,(t) = p pr+1 -1 - P (e1 - mo) 

and we must show that a111,_1 (t) > cpro(i-1) + 1. First, suppose that O < r < h-1, 
then dpr > 1 and we find 

a111,_1 (t)-cpro(i-1)-1 = t'n/i-i(t)-c,.,.0(i-1)-1 

> i+r e.K - a,,,.. ,. °'nfi(t) ( ) 
P -----=-,..--p p e -m0 = . pr+l-1 1 

+ d ,-1 _ i-1 eg - d,,, + eg - (p - 1) (m0 + 1) 
,.,.p P pr+l _ 1 pr+l -·1 

because p"- 1 > p"+"'ni,<t>(e1 -m0) as r + tX,.1,(t) = tX111,_1 (t) < i-1-b and p"> e1-m0 

and 

rH eg - d,,, i-1 eg - d,,.. 1 > 0 
P pr+l-1 -p pr+l-1' 

(because (pr+i -1)-1(eg -d,,,) is an integer > 0). 
Now let r = h -1, then d,.,. = 0 and we find 

O' • (t) - C (i -1) -1 > pHh-1 eg -ph-lp"'nJ;(t) 
nf•-1 pro - ph - 1 • 

_ p 1_ 1 eg + eg "7" (p -1) (m0 + 1) _ 1 
ph-1 ph-1 

> p (p" -1)p•-1 p" ~ 1 p°'n/1-1<f/ (e1 - mo+ 1) > 0 

because p" > e1 - m0 and tX111,_1 (t) ::;;; i - 1 - b. 
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8. 6. Proof of (8. 1. 14) in the case rxn/kn<t> > O, n > s > ln(t) = b. Let 
n > s > l,.(t) = b. First suppose that r = in1,(t) > 0, let j = p", and i > j then 

a!1,_1 ( O'n/s(t))- a!,._1 ( c1,(s)) = i( O'n/, (t) - c1,(s)), 

at•-l ( O'n/s(t)) - o-!1,_1 ( cii(s)) = p"( a,.1, (t) - cit (s)), 

and a!,,_1(0-n/•(t)) = an1,_1(t), a!,._1(cfi(s)) = o-!1._1(c1,i(s)). 

It follows that 

o-!1._1 (a,.1,(t))-o-1118_ 1 (t) = (i-pr) (o-n1,(t)-cii(s)). 

Using (8. 1. 18) and (6. 2. 5) we see that for i > j 

o-!,.-1 ( O',.,,(t))- •nJs-1 (t)) > (i- Pr) (e1 - mo) (p" + 1)p"'nta<t) - (e1 - m0) 

> (ph + 1)p"'nts<t> (e1 - mo) - (e1 - mo) 

> p"+"'nJa<t> (e1 - mo) > p"'nfs-1<t> (e1 - mo) 

which proves (8. 1. 14) for the case r > 0, pr < i < ph-1, b < s < n. 

Now let r = i,.1,(t) = -1, then for i > 1 

a!1,_1 ( o-,.1, (t))- e1!1,_1 ( c,0 (s)) = i( ""''' (t) - c,0 (s)) 
and 

o (a (t))- O'o (c (s)) = [ (m, + 1) (p-1) + C1n1,(t) 'j-[ (m, + 1) (p-1) + Crn(s}] 
a,/s-1 n/s •l•-1 to p p 

< (m, + 1) (p-1) + O'n/s(t) (m,+ 1}(p-1) + c,0(s) + 1 
= p p 

= p- 1 (0-,.1,(t) - c,0(s)) + 1. 

It follows that a!1,_1(<1nf•(t))-a,.1,_1(t) > (i-p-1) (0',.1,(t)-c,0 (s))-1 and hence 

a!1,_1(a,.1,(t))- •nfs-l (t) > (1-p-1) (p" + 1) (e1 -m0)p"'nts<t) _ 1- (e1 - m0) 

= (p -1) (ph + 1) (e1 - m0)p"'n/s-i<tl _ 1-(e1 -.m0) 

= ((p-1) (ph + 1)p"'nf1-1<t) - 1) (e1 - mo)-1 

> php"'n/s-1<t\e1 - mo) -1 > p"'nf,-1(t)(e1 - mo) 

which proves (8. 1. 14) for the case r = -1, 1 < i < ph-1, b < s < n. 

It remains to prove (8. 1. 14) for b < s < n, i > ph-1• We have (cf. 8. 7 below) 

(8. 6. 1) 

For i > p"- 1 we have 

a!1,_1 ( an/• (t) )- •nJ•-l (t) > a!1,_1 ( o-,.1, (t))- O'nfs-l (t) - (e1 - m0) 

> a!,,-1 ( a,.,.(t))- O':,~=~c O'n1,(t))-(e1 - mo) 

> (i-p,._1)an1,(t) - (e1 - m0) > an1,(t)- (e1 - mo) 

> p"'nts<t)t- (e1 - mo)> p"'n/,-1{t)(e1 - mo) 

Journal fUr Mathematik. Band 268/269 31 
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because t > (p• + 1) (e1 - m0), act,ordin~ t.(1 ron<litiou (~. t. 2). This ,'on11lmh~!\ t.h11 pr,,,1f 
of (8.1. 14) in case °'nfi"(t) > 0, n ~ s > l,.(t) "'-•· b. 

8. 7. Lemma. If b < s < n, b = l"(t) > 0, then e1"1,(t) > p""1•<'lt. 

Proof. This is obvious ifs> k,.(t). Using a~1,_1 (t') > e1~1,_1 (t) if t' > t, it therefore 
remains to show that a~1,_1 (pt') > t' which follows from the definition of e1~1,_1 • 

8. 8. Proof of (8. 1. 14) in the case °'nrt,.<t> > 0, b > s > b -r0 • If i is not a 
multiple of p"-1 we have 

a!1,_1 ( a,.1,(t))-T,.18_1 (t) > a!1,_1 ( a,.1,(t))- a111,_1 (t) - (e1 - m0) 

> a!1,_1 ( a,.1,(t))- a~1,_1 ( a,.1.(t))- (e1 - m0). 

And because a,.1,(t) > ezp' - (e1 - m0 ) this is larger than or equal to (cf. (8. 8. 1) below) 

o-!1,_1 (ezp" - (e1 - m0))- e1~1,_1 (ezp" - (e1 - m0))- (e1 - m0) 

> egp 8 -(e1 -mo)+ p•-l_ p- 1 (eKp"-(e1 -mo)+ (p-1) (m8 + 1))-(el - mo) 

> ezp' - (e1 :.._ mo) + ps-1 

- p-1(egp• - (e1 - m0) + p 8 ex - eK + (p-1)m0 + (p-1))- (e1 - m0) 

p-1 > p•- 1 -(e1-m0) + p- 1 (e1 -m0 ) + p- 1eg-p- 1(p-1)m0 - p -(e1 -m0) 

p-1 b 
=p8 - 1 -(e1-m0) P > p _,.•-(e1 -m0 + 1) > 1 = d,.1,_1 (t)--r,.,,_1 (t) 

because of conditions (8.1. 4) and (e1 - m0) ~ p. 
If i is a multiple of p"- 1 we have as above 

cr!1,_1 ( a,.1,(t))- -r,.1,_1 (t) > e1!1,_1 ( ezp' - (e1 - m0)) 

- a~1,_1 ( exp' - (e1 - m0))- (e1 - m0) 

which is larger than or equal to 

p"- 1(ezp'-, (e1 -m0))-2egp8- 1 -(e1 - m0 ) 

· > p"-1(ezp'-(e1-m0))-eKp'-(e1-mo) 

= (p"- 1 -1) ( exp• - (e1 - m0))- 2 (e1 - mo) 

> exp'-3(e1 -m0) > pb-r,+ 1 -3(e1 -m0) > 1 

because of (8. 1. 4). Note that we have used 

This is obvious from the definitions of o-!1,_1 , ai,11_1 if j > 1. If j = 0 to prove (8. 8. 1) 
one uses 

0 t' -t-1 
cr~/s-l (t') < cr,1,_1 (t) + 1 + p , 

a!,._1 (t') = a!1,_1 (t) + i(t' - t) (i > 0). 

8. 9. Proof of (8. 1. 15) for n > s > b = l,.(t). Ifs> b then (cf. Lemma (8. 7)) 

(8. 9.1) 
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Using (8. 1. 23) and (8. 1. 2) we see from this that 

a~1,_1 (2 a,.1, (t) )- ,,.18_1 (t) > 0'~1,_1 (2 a,.1, (t))- a,1,_1 ( <1111,(t))- (e1 - m0) 

> a~1,_1 (2 a,.1, (t) )- a~1,_1 ( a,.1, (t) )- (e1 - m0) 

> p-1 p"'nta<t> t - (e1 - mo) - 1 

> p-1p"'n1a<t>ph+1(e1 - mo) + p-1 p"'nts<t> p(e1 - mo+ 2) - (et - mo) -1 

> p . p"'nfs-1(t\e1 - mo) > p"'nfa(t) (el - mo). 
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8. 10. Proof of (8. 1. 15) for b > s > b - r0 • Using (8. 1. 23), (8.1. 24), (8. 1. 4) 
we see that 

a~/s-1 (2an/• (t) )- "n/s-t (t) > ~/•-t (2a,.,,(t))- a~/•-1 ( a,.,.(t))- (e1 - mo) 

> p-1a,.1,(t) -1 - (e1 - m0) > p-1(exp 8 - (e1·- m0))-1- (e1 - m0) 

> egps-1 _ e1-;; mo -1- (e1 - mo)> egpb_,.. -2(e1 - mo) -1 > 1 

= dn/s-1 (t) - 'nfs-1 (t). 

8. 11. Proof of (8. 1. 29). Because b < s < k = k,.(t) we have ,x,.1,(t) > 0 so that 
t(s) is a multiple of p. We can therefore apply proposition (4. 1) to obtain (using that 
z. E Ak) 

where r 8 = p- 1 [(m, + 1) (p - 1) + 1]. It therefore only remains to show that 

v,_ 1 (z,) + 2r. + p- 1 t(s) + 1 > d,.1,_1 (t). 

Now v.(z,) + t(s) = ,,.1,(t), so that V8 _ 1 (Z8) + p- 1t(s) = , 1111_1 (t)-p'- 1 ex which means 
that we roust show 

2r. + 1-p•-leK 2 p"'nfs-1<t) (e1 - mo)· 

Because cx,.1,_1 (t) = s -1 - b we have 

2r + 1-p•-1 e > 2p•- 1 e - 2(p- l) (e -m) + ~ + 1-p•- 1e 
s K- K p 1 0 p K 

> p•-leK - 2(e1 - mo) > p"'n1,-1(t)(pb - 2(e1 - mo)) 

> Pctn/s-i<t>(e - m) = l 0 

because pb > 3 (e 1 - m0) according to condition (8. 1. 3). 

8. 12. Proof of (8. 1. 14) for s = k,.(t) = b in case Br Because (8. 1. 16) holds in 
case B1 we have (8. 1. 18) 

,,.1,(t) > c0i(s) + (ph + 1) (e1 - m0). 

Further because we are in case B, a,.1, (t) = ,,.1, (t) for all s. As in 8. 6 we now see that 

a!1,_1 ( a.,1,(t))- a,.1,_1 (t) > (i - p- 1) ( <T,.1.(t) - c0i(s))- 1 
1 > (1- p- 1) (ph + 1) (e1 - m0) -1 > 2 · (2 + 1) · 2-1 > 1, 

which proves (8. 1. 14) in this case because d.,1,_1 (t) = -r,.1._1 (t) + 1 = <T111,_1 (t) + i (the 
case i > ph- 1 follows from the case i = ph- 1). 

31"' 
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9. ~kulatlon of a,._'O(t). 't., 1,(t) l\nd l.(t) 

In this section we shall assume that K 00 /K is an e:ttenshm such that 

9. 1. Lemma. If tn1,(t) < h- 1, then tn/s-,,-i (t) = -1, where c is the smallest 
integer such that pc > e K. 

Proof. If tn1,(t) = -1 then tn1,.(t) = -1 for all u < s. (Cf. Lemma 6. 1.) Now 
suppose -1 < tn1,(t) < h-1 and let j = p'nfa<O. Then 

because di > 0 as 1 < j < ph-i. Let u be the largest integer such that tn1,.(t) = -1. 
Suppose that u < s - c -1, then 

However (cf. (7. 1. 3)), for i = 1, 2, ... , ph-i 

s-l ( + l) _ (ex - d1)p"+1 _ eK - (p-1) (m0 + 1) 
p > Co; U - . 1 . 1 pi- pi-

pe 
pi-1' 

because s -1 > u + c. This shows that t,.+ 11,.+ 1 (t') = tn/u+i (t) = -1 contradicting 
our assumption that u < s - c-1. Therefore u > s - c -1. q. e. d. 

Let J .. (t) be the number of indices< n such that t,.1,(t) = h-1 (cf. (5.1.13)). 

9. 2. Lemma. For e()ery integer b > 0 there is a constant t0 (b) independent of n such 
that t > t0 =+-Jn(t) < h-1 (n-b). 

Proof. j .. (t) > s - t,.1 .. (t) = h-1 = · · · = t,.1,._,(t) = h-1 - i 11111_,(t) = h-1. 
Hence if j n ( t) > s then (J n/n-• ( t) = PB(h-l) t, and 'nJn-, ( t) = h - 1 then means 

Ps(h-l)t < C- - (n - S) iph 1 , i = 0, 1, 2, ... , ph-l -1, 

and this implies in particular 

n-s 
,ch-1) ( ) exp 

p t < Coph-1 n - s = ph - 1 

9. 3. Corollary. 

ex - (p - 1) (m0 + 1) 
ph-.e.1 

where the constants a,.,1 are bounded independently of t and n. 

pe < e pn-• 
ph-1 = K 

9. 4. Corollary. For e()ery b > 0 there is a constant t0 E 1N independent of n such that 

ln(t) > b for all t > t0 • 

Proof. This follows from 9. 2 and 9. 3. 

9. 5. Lemma. Lett be a fixed integer > 0. Then as n varies we ha()ejn(i) = h- 1n + c,. 
where the en are a bounded sequence. 
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Proof. Note that 

i = 0, 1, 2, ... , p"- 1 -1; ti = o, 1, ... , s 

·u = 0, 1, ... , s 

u = 0, 1, ... , s. 

The lemma follows because the di are constants > 1 for i = 1, 2, ... , p"-1 -1. 

9. 6. Corollary. Let t be a constant integer > 0. Then as n ()aries we ha()e 

- h-1 
1:11,0 (t) = -h- neg+ b11,;, 

where the b11,i are bounded independent of n. 

Proof. It follows from 9. 5 and 9. 3 that l,.(t) = d,. where the d,. are a bounded 
sequence. Let k(n) = k,.(t) be the largest integer k such that 'ntk(t) = -1. Then 
k(n) = n - j,.(t) -d~ where the d~ are bounded by c + 1 according to Lemma 9. 1. 

Applying 9. 1 again we obtain from the definition of 1:n/• 

.. (t) = tpCh-l)i,.(t)+c;. + c" 
n/k(n) n 

where (c;) and (c~') are bounded sequences. Therefore if l,.(t) > 0 

•n/!11(i)(t) = t + ((h-1)j11 (t) + c~)eK • p111.<t) + p-<k-l)i,.(i)-c; • c;:, 

•n1o(t) = Az11(t)/o( •ntl,.(t) (t)) = ((h-1)j11 (t) + c~)eK + b;: = (h-;;_ i) · · n · eg + bn,i 

where the b;; and b11,i are bounded sequences (use the fact that l11 (t) is bounded and 9. 5)' 
If l 11 (t) = 0 then 

- -k(n) (-) k h - 1 b •nto(t) = P •ntk(n) t + (n)eK = -k- n · eg + n,i 

where (b,.,i) is a bounded sequence because k(n) = n - in(t) - d~ where (d~) is bounded, 
and j,.(t) = h- 1 n + d11 where (d11) is bounded. 

9. 7. Corollary (= easy half of Theorem 3. 1). Let K 00/K be any I'-extension; F 
a one parameter formal group oCJer AK. Then there exists a constant c1 such that . 

F-Norm,.10 (F(K11)) c::: F°'n(K) 

where et,.= h- 1(h-1)exn-c1 • 

Proof. Take b > 0 large enough so that m,. = (1 + p + · · · + p"- 1)ex + m.0 

for n > b. The I'-extension K 00/Kb satisfies the condition !,tated in the beginning of 
this section so that we can apply 9. 6 to find a constant c~ such that 

e1,.1b(1) > 1:,.11>(1) - (e1 - m0) > h- 1 (h-1)eKpl>n - c~. 

It follows from this that, for large enough n, o-,.10 (1) = .A.010 (0-010 (1)). The corollary 
follows from this because, for fixed b, .A.010 (t) = p-bt + c; where (c1) is a bounded 
sequence. 
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10. Proof of tht' t.hNlrNu in tht' nirt' «•ast' 

In this sootion (F, K 00/ K) is a nice pair such that e1 - m0 ::::: p and e..B. ;:.;: e1 -- m0 • 

To prove Theorem 3. 1 by means of proposition 8. 1 we must show that there are enough 
irttegefl!I t to which 8. 1 applies. 

10. 1. Lemma. Let n EN be fixed and let t0 EN be such that ln(t0) > O; let s0 = i-,.10 (t0). 

Then for eµery s > s0 there ex;.sts an integer t > t0 such that 

(i) t.is of the form Xz,.<t>to (t'), t' E lN, (ii) i-,.10 (t) = s. 

Proof.• Let! l0 = l,.(t0) > 0. Then A-1010 ( i-,.11.(t0)) = s0 and hence x410 (s0) > Tniz.(t0). Let 

(10. 1. 1) 

If l,.(t1) = l,.(t0) = l0 , then t1 satisfies (i), (ii) above for s = s0 • If l,.(t1) =l= l0 , then 
l,.(t1) > l0 • We want to show that 

(10. 1. 2) 

This can be done as follows. Let t0 < t(1) < t(2) · · · < t(r) be the integers between 
t0 and t1 (t1 included) where l,.(t) changes value. I. e. t(1) is the smallest real number larger 
than t0 such that l,.(t(1)) > l,.(t0), etc .... One has t0 < t(1) < · · · < t(r) < t1 • Let 
l(i) = l,.(t(i)), l1 = l,.(t1), then l0 < l(1} < · · · < l(r) < ll' 

One has ( cf. the definition of e and (6. 3. 3), (6. 3. 6)) 

(10. 1. 3) 

e .. ,z.(t(1))-e .. ,z.(to) = t(1)-to, 

e .. ,1.(t(2))- e .. ,1.(t(1)) = (t(2) - t(1))pi.....zcl), 

e .. ,z.(t(3))- e .. ,1.(t(2)) = (t(3) - t(2))p1°-Z<2>, 

e .. ,z. ( t (r))- e .. ,,. (t(r -1)) = ( t (r) - t(r - 1))p'•-l(r-l), 

e .. ,z.(t1)-e .. ,1.(t(r)) = Ct1 -t(r))p'•-l(r) 

(note that l,.(t(1) - e) = l,.(t0), thus e,.11.(t(1) -e) -e,.11,(t0) = t(1) -e - t0 , taking 
the limit as e ➔ 0 gives the first of the formulas above because e,.H(t) is a continuous func
tion of t; the other formulas of (10. 1. 3) are proved similarly). Adding the formuias 
(10. 1. 3) and using l(i) > l0 , i = 0, 1, ... , r gives 

e .. ,1. (t1) - e .. ,,. (to) < t1 - to 

and hence (cf. (6. 3. 6), (6. 2. 5)) 

't'n//0 (t1) < en/lo (t1) < en/lo (to) + t1 - to =;. Tn/l, (to) + t1 - to 

which proves (10. 1. 2). Using (10. 1. 1) we see 

Tnfl, (t1) < 't'n/10 (to) + (to + Xi.to (so) - Tn/10 (to))- to = X10/o (so)· 

Now 

A-11110 (-r,.,11 (t1)) = T,.11. (t1) ~ Xi.10(80) 

which implies i-,.111 (t1) ::;; x1110 (s0). Now let 

(10. 1. 4) 
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If l,.(t2) = l,.(t1) = l1 then t2 satisfies (i) and (ii) of the lemma for s = s0 ; if not then 
ln (t2) = l2 > l1 and we construct a t3 from t2 as we constructed t2 from t1 • This process 
must terminate because l 0 < l1 < l 2 < · · · < n. This proves the lemma for s = s0 • 

One proceeds by induction. Let t, satisfy (i} and (ii) for s > s0 • Let l = l,.(t,), then 
z110 (s + 1) is larger than -r:,.11 (t8 } = z110 (s). Let 

t1 = t, + z110 (s + 1) - -r:,.11 (t,). 

If l,.(t1) = l, then t1 satisfies (i} and (ii} for s + 1. If not then l,.(t1} > l,.(t) = l .... (same 
argument as above) . . . . q. e. d. 

10. 2. Proof of theorem 3. 1 in the nice ease. We have that (F, K00/K} is nice, 
e1 - m0 > p, ex> e1 - m0 • Now choose b E lN such that pb > p(e1 - m0) (p11 + 3) and 
pb > 2pr•(e1 - m0 + 1) where r0 is the smallest natural number such that p"• >. (e1 -m0). 

According to 9. 4 there is a constant t1 such that l,.(t1) > b for all n. Let 

t0 = max{t1 , p11+i(e1 - m0) + p"0+1 (e1 - m0 + 2)}, s0 = T,.10 (t0). 

According to Lemma 10. 1 above there exists for every s > s0 a t, > t0 such that 
•n1o (ts) = s, •ntln<t,l (t,) is of the form Xz,.ct,l/O (t') for some t' E lN; further l,. (t,) ~ b for all 
s > s0 because t, > t0 • We can therefore apply proposition 8.1 with t = t, for alls~ s0 • 

This proves (cf. [3], Lemma (3. 2)) 

Norm,.10 (F1•(K,.)) = F'•(K). 

According to 9. 6 there exists a constant c2 such that T,.10 (t0) > h h 1 nex-c2 !or all n. 

This proves the righthand inclusion of 3. 1. The lefthand inclusion was proved in Corol
lary 9. 7. 

11. Proof of Theorem 3. 1 

In view of 10. 2, 9. 7 and 3. 5 it suffices to show that given a I'-extension K 00/K 
and a formal group F over Ax there exists a finite extension LJK such -that 

(i) L • K ""'/L is a I'-ex:tension, 

(iii) eL > e1(L)- m0(L), 

(ii) e1(L)-m0 (L) > p, 

(iv) (L · K 00./L, F) is a nice pair 

(where Fis considered as a formal group over AL and e1 (L), m0 (L) are the numbers of 
the I'-extension L · K 00 /L corresponding to e1 and m0 for K 00/K). 

11. 1. Lemma. Let K'/K and L/K be two totally ramified galois extensions of prime 
degree p and p' respectively such that m(K'JK) > m(L/K). Let L' = L · K', then L'/L and 
L' / K' are both totally ramified (galois) of degree p and p' respectively and 

m(L'/L) = m(L/K) + p(m(K'JK)-m(LJK)), m(L'JK') = m(LJK). 

Proof. Let M be the maxim.al unrami
fied extension of K contained in L · K'. 
If M =t= K, then L · M = L · K' = K' M, 
which because M/K is unramified implies 
m(L/K) =m(LM/M)=m(K M/M)=m(K'/K), 

K'--L' = LK' = K' M = LM 

----M 
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respectively. 

The statement on m(L'JL) and m(L'/K') now follows from the 
fact that we must have 

K' -------.. 1,' 

I 1 
K---L 

where the P PJQ are the Herbrand P-functions. Cf. [9]; if PJQ is totally ramified, galois 
of degree p then PPJQ(t) = t if t < m(P/Q) and lJIP/Q(t) = m(P/Q) + p(t-m(P/Q)) 
if t > m(P/Q). q. e. d. 

Let Keo/ K be a I'-extension; L/K a finite extension. We write L 00 for L · K 00 • If 
L 00 /L is again a totally ramified I'-extension let m0 (L) denote the natural number such 
that m(L11/L 11_ 1) = (1 + p + · · · + p 11 - 1)eL + m0 (L) for n large; we write e1 (L) for 
(p- 1)-leL. 

11. 2. Lemma. Let K 00 / K be a I'-extension; q1 , ... , qr a fi~ite set of integers. Then 
there exists a finite extension Lf K such that 

(i) L 00/L is a totally ramified I'-extension such that 

m(L,.{L,._ 1) = (1 + p + · · · + p"- 1)eL + m0 (L) for all n. 

(ii) q, diPides eLJK = vL(:n:x), i = 1, ... , r. 

(iii) e1(L) - m0 (L) > p. 

(iv) eL > e1 (L) - m0 (L). 

Proof. Let q' be the smallest common multiple of the qi and let q' = p 8 q where 
(p, q) = 1. Let b E N be such that 

m(Kn/K,._ 1) = (1 + p + · · · + pn- 1)ex + m0 for n >- b. 

Take £<1> = Kc where c = max(b, s). Then L<;l/£<1l satisfies (i) and p 8 I eL<i>,x• Let 
£<2>/£<1> be the extension of £<1> obtained by adjoining a root of Xq - :n:L<l)' The 
extension LC';), /£<2> then satisfies (i) and (ii). This follows from Lemma 11. 1 above. Re
placing L<2> with L';> if necessary we can also assume that 

Let r = 3 if p = 2 and r = 2 if p > 2. There exists a totally ramified (galois) extension 
£<3l/£<2> of degree p such that m(L<3>/£<2>) = r. (E.g. a socalled Artin-Schreier extension 
(cf. [2] (6. 5.)) for example.) It follows from Lemma 11. 1 that L''!,>{£<3> still satisfies (i) 
and (ii). Further also according to Lemma 11. 1 · 

m(L13>/L<3>) = mo(L<3l) + eL<s> = r + p(m(L12>/L<2>)-r) 

= pm0 (L<2>) + peL<2> + (1 ~ p)r 

which gives us m0 (£<8>) = pm0 (D2>) + (1 - p)r and hence 

e1(£<3>)-mo(£<3l) = pe1(D2>)- pmo(L<2>) + (p-1)r > P 

i. e, L<;jJL<3l also satisfies (iii). Finally we get e1 (L~3>)-m0 (Li3>) = ei(D3>)-m0 (£<3>) 
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as is easily checked. To get an extension I' such that (i)-(iv) hold we can therefore take 
L = Li3> for i E 1N sufficiently large. q. e. d. 

11. 3. I>roof of Theorem 3. 1. Apply Lemma 11. 2 with 

{j - i I 1 < i, j < ph- l} V {p i - 1 I i = 1, 2, ... ' PA-l} V {p - 1} 

as the set of the q;, Now apply 10. 2, 9. 7 and 3. 5. 

12. Concluding remarks 

12. 1. The Proof of Theorem 3. 1 is except for some technical complications the 
same as the proof of the main theorem of [3] as given in [3]. This is a main reason why 
we proved the main theorem of [3] as we did. There does exist in fact an easier proof of 
[3], Theorem 6. 1. Let F be a formal group over Ag. The formal group Fis isomorphic 
over Ag to a formal group F' with a logarithm of type fi(X); t1 , t2 , ••• E Ax, where 

fp(X) = X + .I '!__!_f~>(XP;) E (Q[T1 , T 2, ••. ] [[XJ] where f~> is obtained from fT by 
p 

raising all the parameters T1 , T 2, ••• to the p'-th power and fi(X) is obtained from fT(X) 
by substituting ti for Ti; cf. [4]; h(F') = h iff Vg(t1) > 1, i = 1, ... , ~ -1, Vg(t1i) = 0. 
If K is an unramified local field (i.e. vg(p) = 1), then one shows relatively easily that 
if h(F') = h, F'(X, Y) = fi-1 (f,(X) + f,(Y)) where f, is as above, and 

co • 

f,(X) = .I a;XP', a0 = 1, a; EK 
i=O 

then 

i = 0, 1, ... , h - 1, 

(12. 1. 1) 

nh < i < (n + 1)h. 

Now let K 00 / K be the cyclotomic I'-extension and consider the commutative diagram 

F'(Kn) __ l_i_-+ Kt 

F-Norm l l Tr.,, 

F'(K) --~-'-"'? K+ 

(.K;; is the additive group of K,.). 

Using (12. 1. 1) and the trace lemma of [3] it is not difficult to calculate the image of 
Trn/o of,. Finally f, is an isomorphism of F'(K) with the subgroup pAg c::: K+. This 
provides another proof of [3], Theorem 6. 1. 

12. 2. The same method as sketched above in 12. 1 gives the same result as in 
Theorem 3. 1 in case K 00/K is_ any I'-extension, Ka l~cal field with perfect residue field 
and F a formal group defined over Aw(i> where W(K) is the maximal unramified sub
field of K. 

12. 3. It should be possible to use the method of 12. 1 to obtain another (and 
easier) proof of Theorem 3. 1. The problem is that (12. 1. 1) is not necessarily true if K 
is not unran1ified. 
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