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Abstract. A significant difficulty of standard multigrid 
methods for 3D problems, when compared to application 
to 2D problems, is that the requirements to be imposed 
on the smoother are much more severe. As a remedy, we 
investigate three different possibilities of multiple semi­
coarsening: full, sparse and semi-sparse. Numerical re­
sults are presented for a standard 3D transonic test case. 
The good parallel computing properties of the sparse-grid 
and the semi-sparse-grid approaches are also investigated. 
The first speed-up results are promising. The paper con­
tributes to the state-of-the-art in efficiently solving 3D 
fluid-flow equations. 

1 INTRODUCTION 

With standard multigrid methods, the total amount of 
work on the coarse grids is relatively smaller in the 
3D case than in the 2D case. However, the reverse side 
is that in 3D only a relatively small amount of error 
components can be annihilated by the coarse-grid cor­
rections. When cells are used as grid elements, in 3D, 
standard coarsening implies restriction from each set of 
2 x 2 x 2 cells to a single cell only. Because the set 
of eight cells can support more high-frequency errors 
than the two-dimensional 2 x 2-set, 3D standard multi­
grid imposes stronger requirements on the smoother than 
2D standard multigrid. Standard multigrid may not per­
form satisfactory for 3D generalizations of 2D prob­
lems, for which it does perform well. A fix might be 
found in deriving a more powerful smoother, keeping the 
other components of the numerical method the same. A 
more natural remedy is not to apply standard, i.e., full 
coarsening, but to use multiple semi-coarsening instead 
(Figure 1 ). When multiple semi-coarsening is applied 
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to solve a system of equations defined on the single, 
finest grid Oz....,l"llmax;11max, and when all coarser grids 
01 m n, level: l + m + n < lmax + 11'lmax + Tlmax con­
tribute to the solution process, we speak of full-grid­
of-grids semi-coarsening [14). A disadvantage of full­
grid-of-grids semi-coarsening is that many grid cells are 
needed in total. With N3 the total number of cells on the 
finest grid Oi...,,_, ,l'lnwi, in 3D, asymptotically standard 
multigrid uses {~ grid cells versus 8N3 cells for the 
full-grid-of-grids approach. An efficiency improvement 
can be achieved by thinning out the grid-of-grids, e.g., by 
deleting fine grids. This may lead to the sparse-grid-of­
grids and the semi-sparse-grid-of-grids approaches, to be 
discussed in this paper. 

Figure 1. Two types of 3D coarsenings, 
left: full coarsening, right: multiple serrtl-coarsening. 

The contents of the paper is as follows. In Section 2, 
we briefly describe the 3D discrete equations and the 3D 
test case to be considered throughout the paper. In Sec­
tion 3, we describe the four different multigrid strate­
gies to be compared: (i) standard multigrid, (ii) full­
grid-of-grids multigrid, (iii) sparse-grid-of-grids multi­
grid and (iv) semi-sparse-grid-of-grids multigrid. Per type 
of multigrid strategy, we illustrate the performance for the 



test case chosen. Finally, in Section 4, we exploit the good 
parallelization properties of the sparse-grid and the semi­
sparse-grid method. 

2 TESTSET 

2.1 Equations 

The steady, non-isenthalpic, 3D Euler equations of gas 
dynamics are considered. The equations are discretized 
in their integral form. The computational domain n is 
divided, in a regular manner, into cell-centered finite vol­
umes. These finite volumes are arbitrarily shaped hexa­
hedra. Following the Godunov approach, along each cell 
face the flux vector is assumed to be constant and to be 
determined by a uniformly constant left and right state. 
To solve the resulting 1 D Riemann problem, we apply the 
3D extension of the 2D P-variant [9] of Osher's approxi­
mate Riemann solver [ 17]. For the left and right cell-face 
states, we take the first-order accurate approximations. 
At a later stage, these approximations can be replaced 
by higher-order accurate ones, in which case also limiters 
can be introduced. We emphasize that the major challenge 
is to know how to solve first-order accurate discretized, 
steady 3D Euler equations at efficient, grid-independent 
convergence rates. Once this is known, solving higher­
order accurate discrete, steady 3D Euler equations can be 
done by a standard procedure, e.g., by a defect correc­
tion method as outer and the efficient multigrid method 
as inner iteration [11, 12]. 

2.2 Flow problem 

As test case we consider the ONERA-M6 half-wing at 
Moo = 0.84, a= 3.06°. The grids used are ofC-O-type. 
(Graphs are given in [14].) The wing as well as the grids 
are symmetric with respect to the plane through the wing's 
leading and trailing edges. In the results to be presented 
hereafter, the finest grid considered is a 64 x 16 x 16-grid. 

3 MULTIGRID METHODS AND 
RESULTS 

3.1 Standard multigrid 

3.1.J Method 

First we briefly describe the standard 3D multigrid al­
gorithm. The multigrid methods to be described here­
after are based on it. We use the 3D generalization of 
the optimal 2D multigrid approach, that was originally 
described in [8, 9). As the smoothing technique for the 
first-order discrete Euler equations, collective symmetric 
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point Gauss-Seidel relaxation is applied. The four differ­
ent symmetric relaxation sweeps that are possible on a 
regular 3D grid, are performed alternatingly. At each vol­
ume visited during a relaxation sweep, the system of five 
nonlinear equations is solved by Newton iteration. 

As standard multigrid method we apply the nonlinear 
version (FAS, [3, 6]), preceded by nested iteration (FMG, 
(3, 6]). For this we construct a nested set of grids such that 
each finite volume on a coarse grid is the unionof2x2x 2 
volumes on the next finer grid. Let rlo,Q1, .•. ,n>....., be 
the sequence of such nested grids, with Q0 the coarsest 
and n,1."""' the finest grid. Then, nested iteration is applied 
to obtain a good initial solution on n>.,..., whereas nonlin­
ear multigrid is applied to converge to the solution on the 
finest grid, q>.max. The first iterand for the nonlinear multi­
grid cycling is the solution obtained by nested iteration. 
We proceed by discussing both stages in more detail. 

Nested iteration The nested iteration starts with a user­
defined initial estimate for /JJ, the solution on the coarsest 
grid. To obtain an initial solution on a finer grid Q>.+1, 
first the solution on the coarser grid !l>. is improved by a 
single nonlinear multigrid cycle. Hereafter, this solution 
is prolongated to the finer grid n>.+I · These steps are 
repeated until the highest level (finest grid n>.max) has 
been reached. 

Nonlinear multigrid iteration Let N;.. ( q>.) = 0 de­
note the nonlinear system of first-order accurate dis­
cretized equations on n>.. Then, a single nonlinear multi­
grid cycle is recursively defined by the following steps: 

1. Improve on n;.. the latest obtained solution q,1. by ap­
plication of llprc relaxation sweeps. 

2. Compute on the next coarser grid n>.-I the right-hand 
sider>..-1 = N,1.-1(q>.-1)-J;- 1N>.(q,1.),wherel{- 1 

is a restriction operator for right-hand sides. 
3. Approximate the solution of N>..-1(q>.-1) = T>.-1 by 

the application of 7'lFAs nonlinear multi grid cycles. De­
note the approximation obtained as 1.z>.-!, 

4. Correctthecurrentsolutionby: q>. = q>.+l{- 1 (1.z>.-I - q;.._ 
where l{_ 1 is a prolongation operator for solutions. 

5. Improve again q,>. by application of 1,,ost relaxations. 

253 

Steps (2),(3) and (4) form the coarse-grid correction. The 
restriction operator 1;- 1 and the prolongation operator 
J;_ 1 are the usual operators that are consistent with the 
piecewise constant approximation (for more details, see 
[ 14]). 
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3.1.2 Results 

Convergence results are given in Figure 2. In both graphs, 
the residual ratio is defined as IIRillLJIIR1IIL1, where 

R; is the mass defect of the discrete Euler equations and 
where i refers to the status after the i-th iteration. For the 
standard multigrid convergence results presented in Fig­
ure 2b, we took l'¼,re == 0, 1lpost == 1, i.e., sawtooth-cycles. 
Though - of course - to a lesser extent than the single­
grid convergence results (Figure 2a), the standard multi­
grid method's convergence results appear to be rather 
grid-dependent (Figure 2b). As mentioned in Section 1, 
the expected cure is to apply multiple semi-coarsening in­
stead of standard, i.e., full coarsening. In the next sections 
we proceed by discussing this alternative coarsening. 

10 

relaxation cycles 
• 

PAS-cycles 

Figure 2. Convergence behaviors of two solution methods, 
ONERA-M6 half-wing at M00 = 0.84, a= 3.06°, 

il>..,.. = (8 x 2 X 2) X 2>---grid, Amax= 1,2,3., 
left: single-grid, right: standard multigrid. 

3.2 Full-grid-of-grids multigrid 

3.2.1 Method 

Pioneering work has been done by Mulder [ 15], who has 
introduced multiple semi-coarsening as a fix to the poor 
convergence results observed in computing nearly grid­
aligned flows governed by the steady, 2D Euler equations. 
In [ 18], Radespiel and Swanson embroider on Mulder's 
approach for the steady, 2D Euler equations. Here we con­
sider multiple semi-coarsened multigrid for the steady, 
3D Euler equations, and pay particular attention to the 
prolongation operators. 

Also in the case of the semi-coarsened multigrid method 
we use FAS as the basic multigrid algorithm, and on each 
grid collective symmetric point Gauss-Seidel relaxation 
is applied as the smoothing technique. As mentioned in 
Section I, in the semi-coarsened multigrid method, the 
sequentially ordered set of grids !l>.,A = 0, ... ,Amax, is 
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replaced by a partially ordered set of grids 01,m,n, l = 
0,1, ... ,lmax, m = 0,1, ... ,mmax, n = O,l, ... ,11max, 
with Oo,o,o the coarsest and nlmax,mmax,nm .. the finest 
grid. In the full-grid-of-grids variant of multiple semi­
coarsening, all grids 0 1,m,n play a role in the solution 
process. The nesting and the semi-coarsening relation be­
tween these grids and more data structure aspects are 
described in [1 OJ. 

Nested iteration Also with semi-coarsening, nested it­
eration (FMG) is applied to obtain a good initial solution 
on the finest grid. We proceed to discuss the present nested 
iteration and nonlinear multigrid iteration in more detail. 
The nested iteration starts with a user-defined initial es­
timate on the coarsest grid, Oo,o,o, which is improved by 
relaxation. To continue, the following two options exist: 

• The approximate solution 'll,o,o is prolongated to all 
grids up to and including level 3, with the 3D prolon­
gation according to formula (37) in [7] (see [14] for 
the implementation in the present 30 Euler context). 
Next, the solution q1, 1, 1 is improved by a single non­
linear multi grid cycle and prolongated to all grids up 
to and including level 6. For simplicity, we assume that 
lmax = rTlmax = rlmax, Then, the above process can be 
repeated in a straightforward manner up to and includ­
ing level 3Zm.,.. Notice that solution improvements are 
only made at !lo,o,o,n1,1,1,n2,2,2, ... 

• The approximate solution (}),o,o is prolongated to the 
three grids !11,0,0, Oo,1,0 and Oo,0,1 on the next level, 
with the same 3D prolongation as mentioned above. 
Next, the three solutions q1,o,o, (}),1,0 and (}),0,1 are 
first improved by a single· nonlinear multigrid cycle 
and then prolongated to all six grids on level 2. The 
above process is repeated up to and including level 
lmax + mmax + rlmax, Notice that here, as opposed to the 
previous strategy, solution improvements are made on 
all grids, level-by-level. 

Nonlinear multigrid iteration A single nonlinear multi­
grid cycle on level l + m + n is recursively defined by 
the following steps: 

I. Compute the same right-hand sides as in standard 
multi grid, on all grids at the next coarser level ( l + 
m + n) - 1, but use as restriction operator the natu­
ral one described in (14] (natural because it just sums 
defects over the sub-cells). 

2. Approximate the solutions on the coarser level ( l + 
m + n) - 1 by the application of a single nonlinear 
multigrid cycle. 
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3. Correct the current solutions on level l + m + n by 
one of two alternative correction prolongations. The 
first prolongation can be seen as an extension to 3D 
and to systems of equations, of the prolongation due 
to Naik and Van Rosendale [16]. It uses prolongation 
weights that are proportional to the absolute values of 
the restricted defect components. The second correc­
tion prolongation is the hierarchical one proposed in 
[7], equation (36). It has a-priori known prolongation 
weights + I and - I. 

4. Improve the solutions on level l + m + n by the ap­
plication of 'l1pos1 relaxation sweeps. 

3.2.2 Results 

We first compare the two correction prolongations just 
mentioned: the one with defect-dependent weights and 
the one with fixed hierarchical weights. The nested itera­
tion applied is the first one described in Section 3.2. Con­
vergence results are shown in Figure 3. In the two graphs, 
the residual ratio is defined as II R;FAS IIL1 /II R1 IIL1, where 

R;FAS is the first component (i.e., the mass component) of 
Ni_. mm.. ...,.,.,. ( q7As ) and where iFAS refers to 

' ' lffilXJTT'lmax,fl:ow, 
the status after the iiaAs-th t'AS-cycle. Similar as for the 
standard multigrid convergence results (Figure 2b), here 
we also used sawtooth cycles ( r;,rc = 0, l'lpos1 = 1 ). The 
improvement of both semi-coarsened multigrid methods 
with respect to the standard multigrid method is signifi­
cant. Of both methods, the one with the fixed hierarchical 
prolongation weights (Figure 3b) performs better than the 
one with defect-dependent prolongation weights (Figure 
3a). 

The convergence results may still be further improved. 
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Figure 3. Convergence behaviors of two semi-coarsened 
multigrid methods, ONERA-M6 half-wing at Moo = 0.84, 

a= 3.06°, 0.z...,.,111.max,Tlmax = (8 X 2lmax) X (2 X 2fl'lmax) X 

(2 X 2Tlmax )-grid, lmax = 1Tlmax = 'llmax = I ,2,3, 
left: with defect-dependent prolongation weight, 

right: with fixed prolongation weights. 
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In Figure 4 we present results for the same solution 
strategy as that of Figure 3b, but now with V-cycles 
(llprc = 11po51 = 1) and with the more elaborate, level­
by-level nested iteration described in Section 3.2. 

8 10 

PAS-cycles 

Figure 4. Convergence behavior of semi-coarsened multigrid 
method with fixed prolongation weights, V-cycles and 

level-by-level nested iteration, for ONERA-M6 half-wing at 
Moo = 0.84, a = 3.06°, 

0.z.,..,fl'lmax,Tlmax = (8 X 2lmax) X (2 X 2171max) X 

(2 X 27lmax)-grid, lmax = 17lmax = l'lmax = 1,2,3. 

3.3 Sparse-grid and semi-sparse-grid 
multigrid 

3.3.1 Methods 

As mentioned in Section 1, a disadvantage of full-grid-of­
grids semi-coarsening is that 8N3 grid cells are needed in 
total (N3 being the number of grid cells on Oz....,m...x,nmax)­
An efficiency improvement can be achieved by deleting 
fine grids. Then, if no finest grid is available anymore, 
accurate approximations can still be constructed either 
by extrapolation or by the use of hierarchical bases. Most 
ambitious is the sparse-grid-of-grids approach. With the 
full grid-of-grids depicted as a cube in Figure 5, the cor­
responding sparse grid-of-grids is the subset under the 
dashed line, only grids 01,m,n, level:5 lmax contribute. 
The reduction in the numbers of grid cells is enormous. 
The computational complexity of the sparse-grid-of-grids 
approach is O(Niog2 N), i.e., almost the complexity of a 
1D problem only. Theoretically, the sparse-grid-of-grids 

10 approach has the best ratio of discrete accuracy over num-
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ber of grid points used [5], the loss of accuracy is only 
a logarithmic factor when compared with the full-grid­
of-grids approach. In practice, although very fast, the ac­
curacy of the sparse-grid approximations is slightly dis­
appointing. It appears that more accurate approximations 
are obtained not by only increasing the number of levels, 
but also by dropping the cells with extreme aspect ratios. 
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This leads to the compromise of the semi-sparse grid-of­
grids. This uses the family of grids nl,m,n• level::; 2/max, 
max(l,m,n) ::; !max (Figure 5, under the dotted line), 
which (asymptotically) still has a computational complex­
ity which is smaller than that of the single-grid approach, 
viz. CJ(N2 log2 N), i.e., almost the complexity of a 2D 
problem. So, though to a lesser extent than the genuine 
sparse-grid approach, it still is a cure to cubic complexity, 
the 'curse of 3D'. 

/ max 

" m 

Figure 5. Cubic, full grid-of-grids and the corresponding 
sparse (dashed) and semi-sparse grid-of-grids (dotted). 

3.3.2 Results 

The numerical ingredients of both approaches are identi­
cal to those in the full-grid-of-grids approach applied in 
obtaining Figure 4. Exactly the same method is applied, 
with as the only difference that in the sparse-grid case 
the multi-level semi-coarsening solver stops its work at 
level lmax- From there the solution is prolongated to the 
very finest grid at level 3ln,.,. The prolongation is done 
by the 3D extension of the combination extrapolation 
given on p. 290 in [19]. ln the semi-sparse-grid approach 
the semi-coarsened multi-level algorithm is only stopped 
at level 2lmax and from there, by the same combination 
technique, the finest-grid solution at 3/max is computed. 
A particular advantage of the semi-sparse-grid approach 
as compared to the sparse-grid approach, is that the 3D 
extrapolation rule can be applied for all remaining grids 
to be filled, including the grids along the boundaries of 
the grid-of-grids. In the sparse-grid approach this is not 
possible. There, for all boundary grids in between lmax 
and 2lmax one has to make a compromise, for instance, 
by applying a 2D combination extrapolation, which will 
inevitably result in some additional loss of accuracy. 

In [13], we give an impression of the accuracy of the 
numerical solutions, obtained by the three different grid-
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of-grids approaches depicted in Figure 5. In Table I we 
give the relative computing times used. 

Table 1. Cost (for the ONERA-M6 case) of the three types of 
grid-of-grids methods. 

grid-ofgrids method full semi-sparse sparse 
(scaled) CPU time 150 35 1 

4 PARALLELIZATION OF 
SPARSE-GRID AND 
SEMI-SPARSE-GRID MULTIGRID 

The pre- and post-relaxations, steps I and 5 in the non­
linear multigrid iteration (Section 3.1 ), are done by a 
procedure for performing a user-defined operation on all 
grids n1 m n at grid level l + m + n. In this case, the user­
defined pr~cedure is the point Gauss-Seidel relaxation on 
all cells of grid n1 m n. Because the relaxation subroutine 
only reads and writ~s data concerning its own grid, the 
relaxations can be done directly in parallel for all grids 
visited at a certain grid level. Given the fact that almost all 
computing time consumed by the total program, is used 
in the relaxations, parallel implementation is expected to 
pay off. 

Parallelization is done through the MANIFOLD coordi­
nation language. MANIFOLD is a language for managing 
complex, dynamically changing interconnections among 
sets of independent, concurrent, cooperating processes 
[1]. MANIFOLD is based on the IWIM model of commu­
nication [2]. 

Details of the parallel implementation in MANIFOLD 

can be found in [4]. Here, we further restrict ourselves to 
giving some results of performance measurements. The 
speed-up results for the sparse- and the semi-sparse grid 
approach are given in Table 2. They show the elapsed 
time versus the grid level. To even out such unpredictable 
effects as network traffic and file server delays, etc., we 
have run the two versions of the application on each of the 
three levels close to each other in real time, and for each 
version of the application, a few times on each level. From 
Table 2, where the average times are given, it appears that 
the parallel version takes good advantage of the paral­
lelism offered by the four processors of the machine. For 
the sparse-grid and the semi-sparse-grid application, the 
parallel computing times are about 3.25 and 3.75 times 
smaller, respectively, than the sequential-code times. So, 
in both cases we have obtained a nearly linear speed-up. 
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Table 2. The average elapsed times (in 
hours:minutes:seconds) for the sparse- and 

semi-sparse-grid-of-grids approaches. 

level sparse semi-sparse 
I 11.24 50.43 

sequential 2 1:37.42 18:02.10 
3 9:15.56 4:36:08.54 
I 5.84 27.33 

parallel 2 34.06 5:58.72 
3 2:47.40 1:14:44.04 

5 CONCLUSIONS 

The intrinsically low computational complexity of sparse­
grid and semi-sparse-grid techniques, plus the additional 
gains in computing time by parallelization, make both 
methods challenging for very computing-intensive work. 

An interesting possibility for future research is the ap­
plication of local 3D semi-refinement. For this, the rela­
tive truncation errors that are available between all grids 
on two consecutive grid levels, can serve in the grid­
adaptation criterion. Work in this direction is in progress. 
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