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Abstract. The present work concerns the numerical simulation of inviscid, compressible 
and immiscible liquid-gas {water-air) flows in a gravitational field. The flows are described 
by the Euler equations of fluid dynamics with a source term due to gravity. The effects 
of this source term are analyzed. The specific form of the source term allows an elegant 
numerical splitting technique. Numerical results are presented for a tube filled with water 
and air. The water-air interface is captured using a ghost-fluid algorithm. For computing 
the separate water and air fluxes a linearized Godunov scheme is applied. For an accurate 
distinction between water and air a level-set technique is used. 
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1 INTRODUCTION 

The motivation for this research is an interest in developing a new approach for com
puting flows which are partially bounded by a freely moving surface. As an example of 
such flows one may think of water flows around ship hulls with surface wave making. 
In this case, the solution of the free-surface problem may consist of the solution of the 
Navier-Stokes equations on the interior of some domain coupled with the determination 
of the location of the freely moving boundary. Over the last few decades a wealth of 
numerical techniques has been devised for problems involving free surfaces. 

These techniques can be categorized into surface-tracking methods, of which the Marker
And-Cell method [1] and the Volume-Of-fluid method [2] are the most prominent ones, 
surface-fitting methods, see, e.g., [3] and surface-capturing methods, see, e.g., [4]. It is 
generally acknowledged that if the free boundary is smooth, in particular if the surface 
can be represented by a so-called height function, surface-fitting methods are unsurpassed 
in accuracy and robustness. This is the reason that surface-fitting methods have received 
much attention from the ship-hydrodynamics community. A major difficulty with surface
tracking and surface-fitting methods occurs when the free surface forms a singularity or 
when a topological change takes place. These aspects increase the complexity of the 
method, in case of surface tracking, or even render the method useless, as is the case with 
surface fitting. A method which is capable of dealing with singularities and/ or topologi
cal changes is preferable. The capturing method offers a more flexible approach, at least 
theoretically, through solving the flow equations on both sides of the interface in such a 
manner that the solution (automatically) satisfies the proper interface conditions. How
ever, this method is also not without drawbacks, see for instance [5] on the phenomenon 
of pressure oscillations in multicomponent Euler flows. Furthermore, capturing methods 
tend to smear large density gradients over several cells. We will advocate a special cap
turing method, called the ghost-fluid method, that will keep the density jump across the 
interface sharp. 

In the current paper we consider the computation of inviscid, compressible and immis
cible liquid-gas (water-air) flows in a gravitational field. The dynamics of both fluids is 
described by the Euler equations. Through the assumption of compressibility the gravity 
force enters the equations as a source term, resulting in a non-homogeneous hyperbolic 
system. The effects of this non-homogeneity will be investigated, which will lead to an 
efficient way of implementing the source term into the numerical scheme. All this will be 
demonstrated on a lD model problem. 

2 EQUATIONS OF MOTION 

2.1 Fluid motion 

Our prime interest is the case in which one of the fluids is a liquid (e.g., water) and 
the other a gas (e.g., air). The existence of both fluids in one domain allows a stable 
equilibrium in which the heavier fluid, water, is underlying the lighter fluid, air. The 
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fluids are separated by the free surface. Across this interface the density is discontinuous. 
It is this discontinuity which is generally not well represented on a fixed grid. Our aim 
is to develop a method which captures the interface and does not smear the (large) 
discontinuity in the density across a number of cells. 

Throughout the remainder of this paper, for convenience, the investigation is focussed 
on a model problem with one spatial dimension. One may consider this case as a rep
resentative model for more complex water-air flows. Note that the resulting numerical 
method is easily extended to multiple spatial dimensions. But for now all variables are 
functions of (x, t) only. This has also the advantage that some nice analytical properties 
can be obtained. 

Let us write the lD system of Euler equations, on some open interval I c JR, in 
conservation form, i.e., as 

Otq(x, t) + 8xf(q(x, t)) = Qq(x, t), 'v(x, t) EI x JR+, (1) 

where 

The vector q(x, t), a function from Ix JR+ into n, with n c JR2 , contains the conserved 
quantities and the function f: n ➔ IR2 , f E C1(0), is called the flux function. Q is the 
matrix due to the presence of the gravity force. 

The variables x and t are space and time, and p, u,p are the density, velocity and 
pressure. The parameter Fr= J:c is the Froude number, U and L being a characteristic 
speed and length, and g the acceleration of gravity. The system of equations (1) describes 
the conservation of mass and momentum for both fluids. The distinction between the two 
types of fluid is made in the way the system is balanced by an equation of state. 

In this paper Tait's equation of state [6] has been adopted for this purpose. This 
equation has the form 

p + Bpo ( p )' 
Po(l + B) = Po ' 

(3) 

where B, p0 and 'Y are constants depending on the type of fluid and Po is the reference 
pressure for both fluids. The index O refers to some characteristic reference state. Since 
shock waves have been excluded the only discontinuity in the solution will occur across 
the interface. Also cavitation is not included in this model. 

2.2 Interface motion 

Now that the governing equations of motion for the fluids have been established, it 
remains to specify the location of the free surface. A level-set method has been selected for 
this purpose. See, for instance, [4] and [7] and the references in there for an introduction 
to level-set methods. In this paper only a brief description of the level-set method, as 
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used in this work, will be given. The general idea of level-set methods is that an interface 
can be represented as a smooth hypersurface r(t) E JR_n embedded in a smooth JR_n+I 

dimensional function c/J(x, t) for which it holds 

r(t) = {x E JR.n, t > 0: c/J(x, t) = O}. (4) 

Thus the motion of the interface r(t) is matched with the evolution of a function¢>. Note 
that in our lD model problem the interface r(t) is reduced to a point on the x-axis. First 
we will construct the initial value </J(x, 0). A fairly straightforward way of constructing 
¢>(x, 0) is to let it be a signed-distance function. This is done through setting 

</J(x, 0) = x(0) - x, (5) 

where x(O) is the location of the free surface at t = 0. Note that c/,>(x, 0) does not necessarily 
have to be a distance function, see, e.g., [7]. Secondly the time evolution of c/,>(x, t), and 
therefore also the interface location, is described by 

8tc/>(x, t) + u(x, t)8x¢>(x, t) = 0, V(x, t) E I x JR.+, (6) 

with u(x, t) the underlying velocity field. Alternatively, this equation can be combined 
with the mass conservation equation to give 

(7) 

This equation can be incorporated into (1) which then has a state vector q(x, t) = 
(p, pu, pc/> f and flux function f ( q) = (pu, pu2 + p(p, ¢>), puc/J )I'. Note that now p = p(p, ¢>), 
this is what is referred to as feedback [7]. 

3 ANALYSIS 

In this section some analytical aspects of the lD model problem will be explored. First 
the case where the level-set function ¢> has not been incorporated into system (1) will 
be considered. (Incorporating the level-set function into the system does not alter the 
results which are obtained below.) The level-set equation results in an additional (linearly 
degenerate) eigenvalue A= u. As stated previously the dynamics of both fluids is governed 
by system (1), which is closed by the convex equation of state (3). The system of equations 
is strictly hyperbolic as can be observed from the eigenvalues of the flux Jacobian f'(q). 
These are A1,2 = u ± c. Note that Q does not share any of the eigenvalues of the flux 
Jacobian. Furthermore a closer inspection of Q reveals that dim(N(Q)) = 1, where N(Q) 
is the null space of Q. This means that at least one quantity is conserved in this system. 

3.1 Dispersion analysis 

A dispersion analysis of the system is useful in understanding the behaviour of the 
system. This is important not only from a physical point of view but also from a numerical 
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point of view, because the discrete system should-ideally-have the same characteristics to 
accurately approximate the (continuous) solution. Also stability of the numerical scheme 
largely depends on the wave speeds in the system. By inserting a single Fourier mode 
with wave number k, 

q(x, t) = qei(kx-w(k)t), (8) 

into the quasi-linear form of system (1) the following dispersion relation is obtained 

w(k) = k ( u ± cJI - iFr,1kc') , i2 = -1. (9) 

This relation tells us that the fastest waves in the system travel with the phase velocity 

v = w(k) = u ± c JFr2kc2 
P k 2{!1 + (Fr2kc2)2 

From the phase velocity, it can be concluded that the system is dispersive due to the 
presence of the gravitational field. Note that for Fr2 t oo both acoustic modes are 
recovered. Here, short waves ( k » 1) travel faster than long waves ( k << 1). This 
effect is dependent on the speed of sound of the medium through which the waves travel. 
Also, it can be seen from (10) that the long waves travel at a speed 

1 
Vp ~ U ± 2FrJkc2 , (11) 

which, for subcritical flows (Fr< 1), is less than Vp = u±c, i.e., the speed for short waves. 
Therefore the stability condition of our explicit time-integration method is satisfied as long 
as the CFL number a = v_;;.~t, vp = u ± c is smaller than 1. 

3.2 Homogenization 

In dealing with non-homogeneous systems of PDE's a number of different approaches 
has been developed. For instance in [8] it is shown that by incorporating the source term 
into the flux function, as opposed to evaluating the source term in some straightforward 
manner, improvements in both accuracy and convergence rate are accomplished. This 
result justifies the search for transformations through which the source term can be in
corporated into the flux function. In the remainder of this section we will investigate a 
transformation which does precisely that. 

Consider the following change of dependent variables 

q(x, t) = 0(w(x, t)) tj, 0(w(x, t)) = etQw(x, t), (12) 

where w : J x JR.+ ➔ lR2 is the vector of the transformed dependent variables. It is 
important to note that det(0'(w)) = 1 which renders the transformation non-singular. 
Application of (12) to the system (1) changes this into 

OtW + OxG(w, t) = 0, (13) 
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where 
(14) 

represents the transformed flux function. Note that partial differentiation w.r.t. x has no 
effect on the exponential term. The set of equations (13) is a system of conservation laws 
with as the conserved quantities w = (w1, w2 f. From an inspection of the flux Jacobian 
G'(w, t), it follows that it has 

(15) 

as eigenvalues and eigenvectors. Because both eigenvalues are real and distinct, (13) is 
(still) strictly hyperbolic. Also the effect of the source term becomes apparent through the 
explicit time dependence of the eigenvalues. Finally, it can be shown that (13) possesses 
the following Riemann invariants in state space 

,T, _ W2 2c( w1) 
':l!k--=f---, 

W1 "( -1 
k = 1,2. (16) 

These Riemann invariants are useful for the construction of simple wave solutions of the 
Riemann problem. This Riemann problem is formed by (13) supplemented with the initial 
conditions 

w(x, 0) = {w c S1: Wz,X < 0, Wr,X > 0}, 

where w 1 and Wr are constant states. 

3.3 Steady-state solution property 

It can be easily shown that the stationary solution of (1) must satisfy 

H = -u + - + Fr x - x , 1 2 J dp _2 ( _) 

2 p 

(17) 

(18) 

where x denotes the free-surface location, and where H is a constant specified at some 
reference point. Relation (18) holds for every inviscid barotropic flow. The pressure 
integral can be evaluated with the use of (3) resulting in 

J dp = c(p) 2 ' 

p "( - 1 
(19) 

where c is the speed of sound. Note that H is also discontinuous at the free surface. 

4 NUMERICAL METHOD 

We use the level-set function to locate the interface. The zero of the level-set function 
denotes the interface, while positive values correspond to one fluid and negative values 
correspond to the other fluid. As mentioned before the discretization of the level-set 

6 



Barry Koren, Mervyn R. Lewis 

equation can be done independent of the two sets of Euler equations. This has the 
advantage that this equation can be discretized through a discretization different from 
the one used for the system of Euler equations. Many discretizations have been explored 
for the Hamilton-Jacobi equation which the level-set equation is, see [9]. In [9], Hamilton
Jacobi-type equations are solved by using techniques common for hyperbolic conservation 
laws. In the present work equation (6) is discretized as follows : 

(20) 

where ,\ = f;. The discretization of the system of Euler equations is obtained through a 
first-order finite-volume discretization, which, omitting the source term, reads 

(21) 

The numerical flux function F is calculated using the linearized Godunov scheme. Details 
of this scheme can be found in [10]. 

The source term in the Euler equations is dealt with in the following manner. Trans
formation (12) has the following important property. For t --1,. 0, the solution of (13) 
converges to the solution of (1) with Q = 0. This property inspired us to a two-stage 
solution algorithm for the non-homogeneous system, in which we do the following per 
time step: 

1. For a time step flt, solve (1) with Q = 0. This can be done with one's own preferred 
time integrator. 

2. Multiply the solution q obtained from step 1 with I+ fltQ. Here the property that 
Q is nilpotent of index 2 is exploited. 

This procedure may be categorized as a splitting method [11]. However, it is not a 
standard splitting method. Per time step, it requires the solution of a single initial
boundary value problem only, as opposed to the two initial-boundary-value problems 
that need to be solved in standard splitting methods. 

The water-air interface is captured using the ghost-fluid method [12]. The method 
essentially works as follows. Given some level-set function, the computational domain is 
divided into two separate domains for the two fluids. To calculate the solution at the new 
time level, so-called ghost cells are defined in the computational domain. As the ghost 
cells we define those cells in which there is a material interface (i.e., a zero of the level-set 
function). We consider these cells in an ambiguous way, i.e., as fully filled with water and 
- also- as fully filled with air. Then, across the two walls of a ghost cell both water and 
air fluxes are computed. On the basis of the difference between the two fictitious (ghost) 
water fluxes, the fictitious (ghost) water solution in the interface cell is updated. The 
(ghost) air solution is updated in a similar fashion. Expressed in ( u, p )-variables, these 
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two new ghost solutions will probably not differ very much, particularly not the water and 
air velocities. Due to their (density-dependent) dependence on gravity, the water and air 
ghost pressures will differ more strongly. To remove the solution ambiguity in the ghost 
cells, we propose the following. From the updated level-set solution, the volume-of-fluid 
fraction a in the ghost cell can be computed. Then, the solution in the ghost cell is made 
unique with 

(22) 

There are no physical or mathematical arguments for applying this weighting, other 
choices are possible. For details about this approach, particularly about the computation 
of the ghost fluxes, we refer to [13]. 

5 NUMERICAL RESULTS 

The numerical test case considered in this paper is the steady-state solution of (1) on 
the interval I= { x : x E [O, 1]} for the initial solution 

u(x, 0) = 0, p(x, 0) = 1, Vx EI, (23) 

with the free surface initially set at x(O) = 0.5, for Fr= 0.5, Pw(x, 0) = 1 and Pa(x, 0) = 
0.001. The boundary conditions imposed are u(0, t) = 0 and p(l, t) = l. So, at x = 0 
the tube is closed and at x = l it is open. For the exact analytical solution it holds 
u(x, t) = 0. A very good approximation for the exact pressure at the bottom of the tube 
(x = 0) is 

(24) 

where (la)init and (lw)init are the lengths of the initial air and water columns, respectively. 
Note that for the initial solution chosen, (24) gives the exact bottom pressure value up to 
and including the third decimal digit: p(x = 0) = 3.002. Integration of the hydrostatic 
pressure equation ~~ = -Fr-2p(p), with p(p) given by (3), yields for water and air, 
respectively, 

(25) 

(26) 

Equating both pressure distributions yields the location of the free surface x. For the 
exact values at hand, this means: Xexact = 0.49998. Knowing these exact velocity and 
pressure distributions, the solution errors can be calculated. The method as proposed 
in this paper is tested on three different grids, viz. with .6..x = 1/40, 1/80 and 1/160. 
The distributions of the pressure and velocity are plotted in figures 1 and 2. (Note that 
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40 -9.56 X 10-3 

80 -12.32 X 10-3 

160 -16.80 X 10-3 

Table 1: Relative error in free-surface location. 

figure 2 also represents the error in the velocity distribution.) The distribution of the 
pressure error !:lp = Pnum - Pexact is plotted in figure 3. Inspection of the pressure
error distributions indicates that the pressure in pure water, and in the interface cell is 
resolved with first-order accuracy. Also notice the perfect first-order accuracy behaviour 
of the velocity. For each of the three numerical solutions, table 1 still gives the relative 
error in the location of the free surface, ~; = xuum~;exact, with Xexact = 0.49998. The 
free-surface location for the numerical solutions, Xnum = X4>=o, has been determined by 
linear interpolation of the discrete values found. Its order of accuracy seems to converge 
to ½· Finally, figure 4 shows the distribution of the bulk density on the different grids. 
The bulk density is defined according to (22). These figures reveal that the large density 
jump is confined to one cell. 

6 CONCLUSIONS 

In this paper we have computed the steady-state solution of a flow in a lD tube, open 
at one side and containing two immiscible fluids, water and air. Most delicate feature in 
this problem is the water-air interface with its large density jump (Pw/ Pa = 1000). Our 
computational method, built up out of numerical ingredients such as a level-set technique, 
a finite-volume discretization, a linearized Godunov scheme, a ghost-fluid approach and a 
splitting technique for the source term, appears to work fine. Applying first-order accurate 
state interpolation in the approximate Riemann solver, it yields first-order velocity and 
pressure accuracy in all finite volumes filled with water and also in the finite volume with 
the interface. The minor solution wiggle near the interface nicely converges to zero at an 
O(h) rate. Most important: our computational method does not smear the jump in the 
density; the large density jump is captured within one cell. Of possible interest for future 
research is the fact that the source term leads to characteristics which are curved in the 
(x, t)-plane. 
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Figure 1: Pressure distribution for grids with .6.x = lo, lo and 1~0 (o,+ and◊, respectively), and exact 
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Figure 2: Velocity distribution for grids with .6.x = lo, lo and 1~0 (o,+ and◊, respectively). 
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Figure 4: Bulk-density distributions for grids with ~x = lo, lo and 1~0 . 
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