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ENIGE NADERE INFORMATIE OVER DE STUDIEWEEK "STAPELEN EN OVERDEKKEN" 

(Packing & Covering). 

Bereikbaarheid van het MC. 

Het Mathematisch Centrum is als volgt met het openbaar vervoer te bereiken: 

vanaf het Centraal Station met de buslijnen 5 en 55, vanaf het Muiderpoort­

station met tramlijn 3, en vanaf het Amsteistation met buslijn 5 of de 

metro (treinkaartjes uit de richting Utrecht naar het C.S. zijn ook geldig 

op het metrotraject Amstelstation-weesperplein). Verder is het MC ook 

direct te bereiken met de tramlijnen 6,7 en 10, en de CN-buslijnen uit het 

Gooi. 

Voordrachten en pauzes. 

De voordrachten worden gehouden in de grote collegezaal; deze bevindt zich 

op de 3e verdieping. 

Om 11.00 en 14.45 uur wordt gepauzeerd voor koffie, resp •. thee. 

Overigens hangt een koffieautomaat op de 2e verdieping. 

De lunch kan worden gebruikt in de kleine collegezaal (2e verdieping). Ook 

degenen die geen lunch hebben besteld zijn daar uiteraard welkom, en kunnen 

er (gratis) koffie drinken. 

De bibliotheek van het Mathematisch Centrum bevindt zich op de le verdieping. 

Syllabus. 

Aan de deelnemers wordt een syllabus met de uitgewerkte teksten van de voor­

drachten uitgereikt. Deze syllabus is tevens een voorlopige versie van een 

te verschijnen deel in de serie Mathematical Centre Tracts (suggesties ter 

aanvulling of verbetering worden daarom graag ontvangen). 

Bijeenkomst werkgemeenschap discrete wiskunde. 

Op donderdag 8 juni wordt een bijeenkomst belegd waarop het toekomstig 

functioneren van een "werkgemeenschap voor de discrete wiskunde" zal worden 

besproken. Deelnemers aan de studieweek zijn ook op deze bijeenkomst wel­

kom (tijd: 15.00-16.00 uur; plaats: grote collegezaal). 
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This "syllabus" collects the elaborated texts of lectures to be delivered 

during the study week "STAPELEN EN OVERDEKKEN" (Packing & Covering), June 

5-9, 1978, organized by the Mathematical Centre. 

The lectures aim at introducing the participants to various parts of 

combinatorics, considered from a "packing & covering" point of view. The 

main goal of the texts is to present the participant whose interest has 

been roused, a more extensive discussion of the respective subjects. 

Partially, the material in the present volume still has a more or less 

provisional form. We hope that remarks, suggestions and criticism 

obtained during the week result~ in a number of corrections, improvements 

and additions. After processing the amendments a revised edition will 

be published in the series Mathematical Centre Tracts. 

If you have any comments, please send them directly to the paper's author 

or to: 

A. Schrijver, 
Mathematical Centre, 
Tweede Boerhaavestraat 49, 
Amsterdam. 
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SOME COMBINATORIAL CONCEPTS 

Throughout this syllabus we assume familiarity with basic concepts from 

combinatorics; here we mention some of them. 

A ~raph is a pair (V,E), where Vis a finite set and Eis a collection of 

pairs in V (pairs are allowed to occur more than once in E). The elements 

of V and E are called vertices (or points) and edges, respectively. 

Two vertices are adjacent if they form together an edge. The adjacency matrix 

of a graph G = (V,E) is a IVl~lvl-matrix with ones in positions "corresponding" 

with adjacent vertices, and zeros in the other positions. 

The degree, or valency, of a vertex is the number of edges containing that 

vertex. The graph is regular (of degree k) if all valencies are equal (to k). 

The complete graph Kn is a graph having n points, each two of them being 

adjacent. 

A subset V' of Vis called stable or independent or a cocliqu~ if V' contains 

no edges; a clique is a subset V' of V such that each pair of vertices in V' 

forms an edge. ~.(G) and W(G) denote the ·maximum size of any coclique and 

of any clique in G, respectively. The complementary graph G of G has the 

same vertex set as G, but G has, as edges, exactly those pairs of vertices 

which are not an edge of G. So ~(G) =W(G). 

~(G) is the colouring number of G, i.e., the minimum number of colours needed 

to colour the vertices of G such that no two adjacent points have the same 

colour; so t<G) is the minimum number of stable subsets of V needed to cover V. 

It is easy to see that 

( 1) and 

A graph G = (V,E) is bipartite if ~(G)~2, i.e., if V can be split into two 

sets V' and V" such that each edge has one point in V' and one point in V". 

If E = f{v' ,v"}I v' I: V' ,v"cV"} then G is called a complete bipartite graph_, 

denoted by K if lv'I = m and lv"I = n. m,n 
The subgraph <v:>of G = (V,E) induced by V'c v, is the graph with vertex set 

V', two vertices being adjacent in (V') iff they were adjacent in G. 

A directed graph or digraph is a pair D = (V,A), where Vis a finite set and 

A is a collection of ordered pairs of elements of V, i.e., A c. V ,. v. The ele­

ments of V and A are called the vertices (or po_~l}:t.§1) and ~ of D, respect­

ively. 



2 

A k-(sub)set is a (sub)set having exactly k elements. 'l)k(X) denotes the 

collection of all k-subsets of a set X. 

A hypergraph is a pair H = (V,l\s) consisting of a finite set Vanda collection 

.llsof subsets of V (again, a subset·is allowed to occur more than once in<k,). 

The elements of V and~ are called the vertices (or E?J:..n_!§) and ..§Q51~§._ of H, 

respectively. 

H is called k-uniform if each edge of H has k elements, i.e., ;Ji:, c'P k (V) . So 

a graph is, by definition, a 2-uniform hypergraph. His called complete 

k-uniform if~= 'Pk(V). A complete k-uniform hypergraph with n vertices is 
k 

denoted by Kn. 

For a hypergraph H = (V,~), the hereditary closure is the hypergraph H 

where£= {v• j V'c V" for some V"f:J;:.}. 

The _dual hypergraph H,;. has vertex set ;E and edges all sets { E f ~ i v f E} C If:: 

for VE V. 

For a hypergraph H (V ,;I;:) we denote 

(2) ()((H) max { \v'I I V'cV, IV' n E\~1 for all E €~}, 
~(H) min -l 1r ·II ;IS' c:lE., Ul:: 1 = v}, 

l:(H) min { \v'I I V' cV, lv'nEl"?l for all E d:1, 
Y(H) max {/~'II ~•ct, El n E2 = 0 for all distinct E11 E2 t~"}. 

So J)(H) = ()((Hil<) and l((H) = l:(H*). 

The line graph L(H) of a hypergraph H = (V,~) has vertex set:f, two elements 

of lE: being adjacent if their intersection is nonempty. 

The incidence matrix of H = (V,~) is a jVIAl~j-matrix with a lor O in the 

positions depending from whether or not we have v € E for the "corresponding" 

v €. V and E dlS. 

A t-(v,k,A)-design (or an SA(t,k,v)) is a pair (X,~), where Xis av-set and 

~ is a family of k-subsets of X such that each t-subset is contained in 

exactly A sets of J3 . The elements of X and S are called the points and 

blocks, respectively, of the design. If A=l the design is called a Steiner 

system; if t=2 it is called a balanced incomplete block design (BIBD) (or 

a B(k,)-.;v)). 

If Xis a finite set, a subset C of Xn is called a code, over the alphabet 

X, of length n. The Hamming-distance dH(x,y) of two elements x and y of Xn 

is the number of coordinate-places in which x and y differ. In case O €. X, 



the weight w(x) of an element x EXn is the number of nonzero coordinates 

of x. 

If X = fo,1} a code over Xis called binary. If Xis a finite field and C 

is a linear subspace of Xn, then C is a ~inear code.(Note that a (unique) 

finite field with q elements (denoted by GF(q)) exists, if and only if q 

is a prime-power.) 

For more combinatorial background information we refer to: 

c. BERGE, Graphs and Hypergraphs, North-Holland, Amsterdam, 1973. 

J.A. BONDY & U,S.R. MURTY, Graph Theory with Applications, Macmillan, 

London, 1976. 

M. HALL, Jr, Combinatorial theory, Blaisdell, Waltham, Mass., 1967. 

F. HARARY, Graph theory, Addison-Wesley, Reading, Mass., 1969. 

J.H. van LINT, Coding Theory, Springer Lecture Notes in Math. 201, 

Springer, Berlin, 1973. 

F.J. MacWILLIAMS & N.J.A. SLOANE, The theory of error-cor£ect:i.n9codes, 

North-Holland, Amsterdam, 1977. 

3 
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SOME BACKGROUND INFORMATION FROM LINEAR ALGEBRA 

by 

A. Schrijver 

In this chapter we collect some results from linear algebra (in particular 

from the theory of inner product spaces) which we shall need frequently in 

other chapters. We assume familiarity with basic linear algebraic concepts 

and manipulations like vectors, matrices and their multiplication. 

First we present some notations and conventions. Rn and en denote the 

n-dimensional real and complex vector spaces. For a matrix A, the matrices 

At and A• are the transpose and conjugate of A, respectively; i.e., A• arises 
t t from A by replacing each entry of A by its complex conjugate. For a vector 

x, xt and x* have a similar meaning. 

Identity matrices are denoted by I, and zero vectors by 0. (x,y► is the 

usual inner product of vectors x and y, i.e., <x,y) = x*y. By using expressions 

like <x,y), .Ax and ytA, where x and y are vectors and A is a matrix, we 

implicitly assume correctness of sizes. 

In this chapter we restrict ourselves to complex-valued matrices and 

vectors; moreover, in sections 3 and 4 matrices and vectors are assumed to 

be real-valued. 

The subjects we shall discuss here are: 

1. Normal matrices, 

2. Hermitian and positive semi-definite matrices, 

3. Closed convex cones, 

4. Mathematical programming. 

1 • NORMAL MATRICES 

A non-zero vector x and a complex number X are called an eigenvector 

and an eigenvalue, respectively, of a matrix A if Ax= AX. So~ is an eigenvalue 

of A if and only if the matrix A-AI is singular. The function det(A-)\l) in 

the variable~ is the characteristic polynomial of A. So the zeros of the 

characteristic polynomial of A coincide with the eigenvalues of A. This implies 

that the sum of the eigenvalues of A, counting each eigenvalue a number of 

times according to its multiplicity in the characteristic polynomial, is 
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equal to the trace TrA of A (being the sum of the diagonal elements of A). 

Call a set of vectors {x1 , •.. ,xn~ orthonormal if (x.,x.) = d .. for 
1 J lJ 

all i,j = 1, .•. ,n. A matrix Xis called orthogonal if xx"'= X,.X = I, i.e. 

if X-l = X~(that is, if the set of columns of X forms an orthonormal set 

of vectors). 

An interesting question is the following: when does a n ,. n-matrix A 

have an orthonormal set of eigenvectors fx 1 , •.. ,xn} which is a basis for 

the vector space ~n? If, for a certain matrix A, such a basis exists, let 

X be then xn-matrix with columns x 1 , ••. ,xn; then Xis orthogonal. Furthermore, 

D = X~AX is a diagonal matrix (i.e., D has zeros on off-diagonal positions), 

with the eigenvalues of A on the diagonal. Hence D~D = DD~, which implies 

A~A = AA~, that is, by definition, A is normal. So if A satisfies the claim 

formulated in the question then A is normal. The content of the so-called 

"spectral theorem" is the converse implication. 

THEOREM 1 (Spectral theorem). !!tl A be an n x n-matrix. Then there exists 

an orthonormal basis consisting of eigenvectors of A, if and only if A 

is normal. 

PROOF. Let A be normal, with distinct eigenvalues A1 , ... ,,\k. It is easy 

to choose, for each i = 1, .•. ,k, an orthonormal set of eigenvectors which 

span the subspace { x I Ax = ,\. xJ. To show that we obtain, by joining these 
1 

sets, an orthonormal basis, it suffices to prove (i) that (x,y) = 0 if 

Ax= A.x, Ay = A.y and if j, and (ii) that the set of eigenvectors spans 
1 J 

the whole space. 

~o prove (i), suppose if j, Ax ,\. x and Ax 
1 

we know 

follows 

If 

<<A-AI) y, (A-i\I)*y} = 

<<A-,\I) (A-,\I)lky,y) = 

<<A-AI)~(A-)\I)y,y} = 

<(A-,.\I)y, (A-,\I)y) = 0, 

that A"y = >,jy. Therefore, 
- .,. 1\X Y 

that (X,Y/ = xi,y = o. 
(ii) would be false, the subspace 

xii<A"'y 

\x. Since 

T.x"y. As !-. 
J 1 

S fy l<x,y1= 0 for each eigenvector x of A·t 

f '\ 
it 
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contains a non-zero vector. Now if y £ S then also Ay f S. (This follows 

from the fact that if xis an eigenvector of A then also A•x is an eigen­

vector, since AA*x = A"'Ax = AA1tx for some A. Hence, if yE s, (x,Ay> = 

(A~x,y) = 0 for all eigenvectors x.) Therefore,A works as a linear trans­

formation on the space S; consequently, S contains at least one eigenvector 

of A, contradicting the definition of s. 0 

Otherwise formulated: a matrix A is normal iff x•Ax is a diagonal 

matrix for some orthogonal matrix X. 

A subsequent question is: when do n x n-matri:es A1, ... ,Al r.ave common 

eigenvectors x1, ••• ,xn forming an orthonormal basis? That is, when does 

there exist an orthogonal matrix X such that, for each i = 1, ••• ,l, x*A.X 
1. 

is a diagonal matrix? 

Clearly, necesssary conditions are that each Ai is normal and that 

A.A.= A.A. for i,j = 1, ••• ,n (since diagonal matrices commute); these 
1.J Jl. 

conditions are also sufficient. 

THEOREM 2. Let be given 11 le n-matrices A1, ••. ,At. Then there exists an 

orthonormal basis consisting of common eig~nvectors of A1, .•. ,At, if and 

only if A1, ..• ,At are normal and commute with each other. 

PROOF. We proceed by induction to l , the case l = 1 being theorem 1 • 

Suppose we have normal n x n-matrices A1 , ••. ,Al+l' pairwise commuting. So 

there exists an orthonormal matrix X such that X~A1x, ,x•AtX are 

diagonal matrices (our induction hypothesis). Now the set of indices 

(1, ... ,n} may be uniquely partitioned in~classes such that indices i and j 

are in the same class iff no matrix X~AkX (k = 1, ... ,l) has different 

entries on the i-th and j-th diagonal positions. 

So, if i and j are not in the same class, some X~¾X has different 

elements on i-th and j-th diagonal positions, hence the (i,j)-th entry 

of x*Af+lx is zero (otherwise x*At+lx would not commute with X~¾X). Hence 

x*A!+lx may be written in the following form: 

Bl 0 ......... 0 

I D B2 ....... 0 
ill 

X At+lX 

0 0 •.•.•.• : -~m / 
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(possibly after permuting rows and columns), where the division into blocl<.s 

accords with the partition into classes (a zero stands for an all-zero 

matrix). Since X~Al+lX is normal, the matrices B1 , ... ,Bm all are normal; so, ,. 
by theorem 1, there are orthogonal matrices Y1 , ... ,Ym such that Y1 B1Y1 , 

••• , y'f< B Y are diagonal matrices. Taking 
m mm 

y 

( 

y1 0 ....•... 0 \ 

0 y2 ••••••. 0 \ 

0 0 y ! 
m' 

we have that Y~(Xll<Al+lX)Y is a diagonal matrix. Since, in each of the classes, 

the diagonal entries of the diagonal matrices X~A1x, ,X~AtX have constant 

value, we also know that Y*(X~A1X)Y, ,Y~(X~ALX)Y are diagonal matrices 

(in fact, they are equal to X#A 1X, , x•AlX). Since XY is orthogonal we 

arrive at the desired conclusion. 0 

2. HERMITIAN AND POSITIVE SEMI-DEFINITE MATRICES 

Examples of normal matrices are the hermitian matrices: these are matrices 

A with the property that A= A~. If A is hermitian, x~Ax is real for each vector 

x, since (x"Ax)• = x-,.Ax. One easily derives 

THEOREM 3. A matrix A is hermitian iff A is normal and has only real eiqenvalues. 

PROOF. If A is hermitian, then, obviously, A is normal; hence there exists an 

orthogonal matrix X such that X~AX is a diagonal matrix. As X .. AX again is 

hermitian, all of its diagonal elements, being the eigenvvalues of A, are real. 

Conversely, suppose A is normal and has only real eigenvalues. Then 

X~AX is a real-valued diagonal matrix, for some orthogonal matrix X. Hence 

A = xx*Axx"' = x(x~AxJ"'x*= xx*A~xx* = A ... 0 

A consequence is that real symmetric matrices only have real eigenvalues. 

Now let A be a hermitian n n-matrix, with orthogonal set of eigenvectors 

{ x 1 , •.. , xn t and corresponding eigenvalues \ ';/ . . . .;J.n. Furthermore let 1 ~ k-!; n. 

Then: 
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PROPOSITION 4. For each vector x in the subspace generated by {x1 , ••• ,~} 

({~, ••• ,xn}, respectively) we have that 

x11;Ax > \x•x cx•Ax (. ~x 11x, respectively) • 

PROOF. Left to the reader (use (x. ,x.) = ~ .j). D 
l. J l. 

So the largest and smallest eigenvalue of a hermitian matrix A are 

equal to 

x*Ax 
max -- and 
xf0 x•x 

respectively. 

Call a square submatrix B of A a principal submatrix of A if the 

diagonal of Bis part of the diagonal of A. So principal submatrices of 

hermitian matrices are hermitian again. The next theorem relates the eigen­

values of a hermitian matrix with those of ots principal submatrices. 

THEOREM 5, Let A be a hermitian nxn-matrix, with orthogonal set of Eliq:eu- .. • 

vectors { x1 , ... , xn l , and corresponding eigenvalues Ai )- . . . ), ,\ n. ~ 

B be a principal (n-1) A(n-1)-submatrix of A, with orthonormal set of 

eigenvectors {y1, ••• ,yn-i1• and corresponding eigenvalues v1 ~ ••• ~"n-l" 

Then 

PROOF. Let 1 '-k <n. We show that >.k ~ .vk. By proposition 4, for each vector 

x in the (n-k+l)-dimensional subspace s1 of ~n spanned by ~, ••• ,xn we have that 
l n-1 x~Ax ~ -1cx•x. Similarly, for each vector yin the k-dimensional subspace s2 of C 

spanned by y1 , ••• ,yk we have that y~By} ~ky*y. By embedding appropriately 

cn-l in a:n we obtain a k-dimensional subspace s3 of G:n such that xl'Ax) '1kx:ax for all 

vectors x in s3 • 

Since the sum of the dimensions of s1and s3 equals n+l, there is a 

non-zero vector x in s1 n s3 , satisfying 
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therefore\~ Vk. In the same way one proves Vk~ )..k+l" D 

A hermitian matrix A is called positive semi-definite if ~Ax~ 0 for 

each vector x. The foregoing theory yields the following characterization. 

THEOREM 6. A normal matrix A is positive semi-definite iff A has only 

nonnegative real eigenvalues, or, equivalently, iff A= B•B for some 

matrix B. 

PROOF. Left to the reader (use theorem 1 and proposition 4). 0 

If A is a real-valued positive semi-definite matrix then A BtB 

for some real matrix B. 

3. CLOSED CONVEX CONES. 

In the sections 3 and 4 of this chapter we restrict ourselves to real 

vector spaces and matrices (for a more general setting see BERMAN (1]). 

A closed nonempty subset C of ~n is called a closed convex cone if 

Ax + p y f. C whenever x, y e C and ).., p ~ 0, A powerful result is the following, 

intuitively clear theorem. 

THEOREM 7 • ~ C c (Rn be a closed convex cone and let x 4 C. Then there 

exists a vector w such that (w,x> <. 0 and (w,c) :;i,. 0 for all c inc. 

PROOF. Since C is closed and nonempty, there exists a vector v in C which 

has, among all vectors inc, minimal (euclidean) distance to x. Elementary 

geometric arguments gives us that, by the convexity of c, the angle between 

the vectors x-v and c-v is not acute, for each vector c inc. That is, for 

all c in C, <v-x,c-v) ~ 0. Since O €C and 2ve C we have that <v-x,2v-v) ~ 0 

and <v-x,0-v) ~ O, whence (v-x,v) = 0. This implies that w = v-x has the 

required properties. 0 

By calling a set of the form {y E: iRn I <w, y) ? o} a closed half-plane, 

theorem 7 asserts that each closed convex cone is the intersection of closed 



half-planes. 

Now define for each subset C of IR.n the dual cone C ii: of C by 

C"' = { w c /Rn / ( w, c '> ~ 0 for all c in C}. 

Clearly, c~ is a closed convex cone. The following theorem is a straight­

forward corollary of theorem 7. 

THEOREM 8 (Duality theorem). A subset.C of iRn is a closed convex cone if 

and only if C = cc•)•. 

PROOF. Two assertions do not need arguments: (i) if c = cc•)• then c is 

a closed convex cone, and (ii) C is a subset of (CA)*. It remains to 

argue that if C is a closed convex cone then cc•>• cc. To obtain a 

contradiction suppose x e(c•)• is not an element of the closed convex 

cone C. Then, by theorem 7, there is a vector w such that 

(w,x> < 0 ( (w,c) 

for all vectors c in c. Hence, by definition, w & c•. However, x £(Ci<)*, 

so, contradictorily, (w,x> ~ 0. ti 

Examples of closed convex cones and their duals are: 

(i) 

(ii) 

(iii) 

IR.n , 
IRn 

+' 
cone 

PSD, 

with dual cone {o}; 
the cone of nonnegative real-valued vectors, with dual 

IRn· 
+' 

the cone of real-valued (symmetric) positive semi-

definite n ~n-matrices (conceived as vectors of length n2), 

with dual cone 

11 

PSD"'= {A jA is an nxn-matrix such that xtAx)O for xEIRn}. 

This last example needs some argumentation (cf. Hall [ 31). The inner 

product of the n "n-matrices A .. (aij) and B = (bij), conceived as vectors 

of length n2 , is as follows: 

(A,B) 
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Now suppose A€ PSD:11, that is, (A,B) ~ 0 for all real-valued positive semi­

definite matrices B. Let Xf IRn and consider the positive semi-definite 

n "'n-matrix B = xxt. Since 

0 ~ (B,A) 

certainly xtAx ~O. Conversely, if A is an n x n-matrix such that xtAx ~ 0 for 

all x E Rn, then also Tr (BtAB) ~ 0 for all real matrices B. Hence Tr (BBtA) = 

<BB\A> ~O for all matrices B, whence, by theorem 6, AcPSD*. 

Note that A is in PSD if and only if A is a symmetric element of 

Psn•. 

4. MATHEMATICAL PROGRAMMING. 

We finally pass on to a useful application of theorem 8, called the 

"Duality theorem of linear programming". First two propositions are needed. 

(To facilitate notations we shall sometimes identify vectors with their 

transposes.) 

PROPOSITION 9. ~ Cc IRn be a closed convex cone and let A ~ m >< n­

matrix. Then the closed convex cone { Ax j x € C} _has as dual cone the set 

{w E IRm j wtA EC •J. 

PROOF. By definition, w E: { Ax I x ~Ci"" if and only if wtAx ~ 0 for all x € c. 

This last is equivalent to the condition: wtAE cit. D 

PROPOSITION 10 (Farkas' lemma). Let cc !Rn be a closed convex cone, let A be an 
m m t t 

m >< n-matrix and let z E IR . If I for all w,; IR , w A,; c"' implies w z)O, then z = Ax 

for some x e C. 

PROOF. If(w,z) ~OwheneverwtAEC._, then, by definition, ze{weRm I 
wtA1a:c,-.}". Hence, by proposition 9, z e{Ax jxtC}. tJ 

The duality theorem of linear programming is fundamental to the 

theory of mathematical programming and optimization; it asserts that a 

certain maximum is equal to a certain minimum. We present the theorem in 

the following (general) form. 
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THEOREM 11 (Duality theorem of linear programming) • .bfil CC!Rn and D clRm k 
m n 

closed convex cones, let b € IR and c e IR , and let A be an m x n-matrix. Then 

max { ( c , x) j x e. C ; b-Ax E D 1 

provided that b-Ax £D for some x €C, or that yA-c EC"" for some y€ o•. 

PROOF. By symmetry we lose no generality by assuming that b-Ax 1:,D for 

some X€C. 

It is easy to check that the maximum is not greater than the minumum: 

To prove the converse inequality, suppose the minimum is at least k. 

This means: 

(1) 

or, which is the same: 

(2) 9 (y,b) ~ tk. 

The existence of x E. C such that b-Ax e D yields 

(3) YE. D-'#, yAE. C »< ~ (y,b) = (y,Ax) + (y,b-Ax;;> = <YA,x'J + (y,b-Ax) ~ 0. 

Combining (2) and (3) yields 

or, by joining vectors, matrices, and cones, respectively, 

(5) (y,t) ( ~ A 

-c (y,t) {_~) ~ 0. 

Application of proposition 10 implies the existence of vectors w ~ D and 

xe:c ands ~O (since (D-llt,xc•111R )~ = D><C ,c.R) such that 
+ + 
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(6) 
A 

-c 

i.e., b = w + Ax and -k =-ex+ s. 

So xE.C, b-Ax = wED and cx~k, or: the maximum is at least k. 0 

By specializing cones C and D we obtain: 

(i) taking C 

(ii) taking C 
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Eigenvalue methods 

by 

Willem Haemers 

1 • INTRODUCTION 

A packing of a finite collection of sets is a subcollection, consisting 

of mutual disjoint sets. This can be reworded in graph theory as follows. 

Let G be the graph whose vertices are the sets; two vertices are adjacent 

iff the sets have an element in common. Now a packing corresponds to an 

induced subgraph of G having no edges. Such a subgraph is called an inde­

pendent set or a coclique. 

If we have a number of packings, covering all sets in the collection 

we may as well assume that these packings have no set in common. This cor­

responds to a colouring of G, that is, a colouring of the vertices of G 

such that adjacent vertices have different colours (i.e. a par:t:.i:tion of the 

vertices into cocliques). 

Naturally we are mainly interested in large cocliques and few colours. 

We denote the maximal size of a coclique in G by a(G). The minimal number 

of colours one needs to colour G is the colouring number of G, denoted by 

y(G). Let G denote the complement of G. Then we easily have: 

THEOREM 1. 

(i) y(G) ~ a(G); 

(ii) y(G) ~ a~)' where vis the number of points of G. 

From now on we take without loss of generality {1, ..• ,v} to be the vertex 

set of G; so v := IGI. The adjacency matrix of G is the vxv matrix A defined 

by 

{
1, 

(A) .. = 
J.J o, 

iff i and j are adjacent, 

otherwise. 

Note that A is symmetric with zero diagonal. The eigenvalues of Gare the 
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eigenvalues of its adjacency matrix. We denote these eigenvalues by 
*) 

\ 12 •.. 2\v (we may do so because of th. 0.3 ). Of course isomorphic graphs 

have the same eigenvalues, although their adjacency matrices may be different. 

A graph is regular of degree kif all vertices have degree (valency) 

k. A graph G is bipartite if y(G) 2. The following theorems are well-

known (mostly consequences of Perron-Frobenius' theorem on nonnegative 

matrices), cf. [7]. 

THEOREM 2. Let G be a connected graph on v vertices with adjacency matrix 

A and eigenvalues \ 12 .•• 2\v. Then 

(i) If G is regular of degree k then k = \ 1; 

(ii) \ 1 has an eigenvector consisting of only positive coordinates; 

(iii) \ 1 2 I \vi; equality holds iff \i = -\v+l-i for all i E [1,v], i.e. 

iff G is bipartite. 

In this chapter we will look for bounds for y(G) and a(G) in terms of the 

eigenvalues of G. A first result due to D. Cvetkovic in this direction is 

a direct consequence of th.0.5. 

THEOREM 3. (Cvetkovic [15]). 

a(G) $ min(l{i I Ai$ O}I, l{i I A. 2 O}I). 
1. 

PROOF. If B is a principal submatrix of A with eigenvalues v 1 , ••• ,va, then 

on applying th.0.5 repeatedly we get \. 2 V 
n-a+i 

for all i. If B = 0 then 
1. 

vl = V = o, hence \ 2 0 and \ $ o. This proves the theorem. 
a a n-a+l 

A different type of bound is due to A.J. Hoffman. 

THEOREM 4. (Hoffman [16]). If G is regular of degree k then 

-\ 
a(G) 

V 

$ V k-Av 

□ 

PROOF. A and J commute with each other. By th.0.2 A and J have a common 
k-\ 

basis of eigenvectors. Hence the smallest eigenvalues of A - __ v_ J is\ 
k-\v k-\ v v 

Now A - -- J has a principal submatrix - __ v_J of size a(G);this submatrix 
v k-Av v k-\v 

has eigenvalue - -v-a(G).On applying repeatedlyth.0.5 we get- -v-a(G)2\v, 

which yields the desired inequality. D 

*) 
''th.0.3" refers to theorem 3 of chapter 0 "Some background information on 
linear algebra". 
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In future sections we 

convenience we define 

prove theorems which have th. 4 as a 
-:\v 

S(G) = v k-A for a regular graph of 

corollary. For 

degree k. 
V 

EXAMPLE Let G be the pentagon: 0 
Then we see G G, a. (G) 2, y(G) 3, 

0 1 0 0 1 

1 0 1 0 0 

A 0 1 0 1 0 

0 0 1 0 1 

1 0 0 1 0 

AJ 
2 t 2J, A AA = J + I - A. 

Hence (A + (l:i + !:!Is) I) (A + (l:i-l:iv's) I) (A-2I) = 0. Now, since Tr A = 0 and 

det A € :?.Z:, we have A1 = 2, A2 = A3 = -l:i + l:i{S, A4 = As = -l:i - 1:irs. Th.3 

gives a.(G) s 2. Theorem 4 gives a.(G) s ✓5 = S(G). Combining theorem 3 with 

1 we obtain y(G) ~ 21:i. Combining theorems 1, 2 and 4 gives: 

COROLLARY 5. (Hoffman [5]). If G is regul.ar then 

y(G) 

In the next section we shall see that corollary 5 holds for arbitrary 

graphs. This result is due to A.J. Hoffman. 

2. INTERLACING OF EIGENVALUES 

Let A and B be two square matrices having only real eigenvalues 

Al~ ~An and v1~ ~vm' respectively (ms n). If for all 1 sis m 

we have Ai~ vi~ An-m+i' then we say that the eigenvalues of B interlace 

the eigenvalues of A. Theorem 0.5 implies that this property holds if Bis 

a principal submatrix of the hermitian matrix A. This we used in proving 

theorems 3 and 4. We shall now prove interlacing of eigenvalues in other 

cases, in order to obtain further bounds for a.(G) and y(G). 

LEMMA 6. Let S be a complex mxn matrix such that ss* =I.Let A be a hermi­

tian nxn matrix. Then the eigenvalues of SAS* interlace the eigenvalues of 

A. 



18 

PROOF. Let T be a (n-m)xn matrix such that its rows form an orthonormal 

basis for the orthogonal complement of the row space of s. So R := [;] 

satisfies R* R-1 • Now 

* RAR 
. SAT**] 

TAT 

, hence 

SAS* is a principal submatrix of the hermitian matrix RAR* Thus we have 

interlacing of the eigenvalues. Now since RAR* is similar to A the lemma 

has been proved. □ 

Remark that if S (I 0) then SAS* is a principal submatrix of A. Hence 

theorem 0.5 is a special case of lemma 6. We are now able to prove the 

announced generalization of corollary 5, due to A.J. Hoffman [SJ. 

THEOREM 7. For any graph G 

y(G) 

PROOF. Let c1, ••• ,Cy represent the partitioning of the vertices of G accord-

ing to the different 

eigenvector belonging 

(S) ij 

colours of 

to Al. We 

if i Ii; C 
j 

if i C € j 

a colouring. Let X = (x1,:: .. ,xv) be an 

define they XV matrix S by 

'::'t ....,....,t 
So S j x, S S D, where D is a diagonal matrix with positive diagonal 

-I:!~ t entries, because of th. 2 (ii). Puts:= D s. Then ss = I and lemma 6 

implies: 

(1) The eigenvalues of SASt interlace the eigenvalues of A. 

From the definition of Sit is clear that: 

(2) All diagonal entries of SASt are zero. 

Furthermore SAStD~j = SA:stn~~D~j = SAx = A1Sx 

(3) Al is an eigenvalue of SASt. 

Let v1~ •.• ~Vy be the eigenvalues of SA~t· Then (1) and (3) imply Al= v 1 . 

Together with (2) and (3) this implies E v = -v =-A. By (1) we have 
V i=2 i Al 1 1 

v.~A +i'hence E. A.~-A 1.Thusy~1-,v· D 
i v-y i=v-y+2 i A 
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Using theorem 2 we see that if G is bipartite we have equality in theorem 7. 

The way corollary 5 follows from theorem 4 suggests that the generalization 
-Av 

of theorem 4 for nonregular graphs would be a(G) s Ai-Av. This, however, is 

not true. The star provides a counterexample. Indeed, the eigenvalues of a 
-A 

star are Al= /v-1, Al=._..= Av-l = O, Av= -/v-1, hence v Al-~v = ~v, 

whilst a(G) = v-1. Later in this section we prove a generalization of theo­

rem 4 for nonregular graphs. In order to do so we need another theorem on 

the interlacing of eigenvalues (see [2]). 

THEOREM 8. Let A be a hermitian nxn matrix, partitioned into m2 block 

matrices Aij' such that all Aii are square matrices: 

Let B denote the mxm matrix whose ijth entry equals the average row sum of 

A .. , for all i,j € [1,m]. Then the eigenvalues of B interlace the eigen-
l.J 

values of A. 

PROOF. Let di denote the size of Aii for all i € [1,m]. We define the mxn 

matrix S 

1. .. 1 o ••• o o ••• o o ••• 0 

o ••• o 1. •• 1 o ••• o o ••• o 
s = o ••• o o ••• o 1. •• 1 o ••• o 

o ••• o o ••• o o ••• o 1. •• 1 .......,...., "-v-' .......,...., "-v-' 

d1 d2 d3 d m 

. ~~t -1~ ~ -~~ 
Put D diag(d1 , ••• ,dm), then S S = D, B = D SAS • Define S := D S then 

sst =I.Now lemma 6 implies that the eigenvalues of SASt interlace the 

eigenvalues of A. On the other hand SASt = D-~SA~D-~ = D-~ = D~BD-~, which 

is similar to B. This proves the theorem. D 

THEOREM 9. ([2]). For any graph G with minimal degree kmin we have 

-Al Av 

PROOF. We apply th.8 with m = 2 on the adjacency matrix A of G. 
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where 0 has size a(G). Now for the matrix B of theorem 8 we may write 

where 

Det B 

Hence 

B 

b21 = a(G)b12/(v-a(G)). Let v1 2 v2 be the eigenvalues 

= -b12 b21 = -b~ 2 a(G)/(v-a(G)) = v 1v2 • Th.2.8 implies 
2 

b 12 a(G)/(v-a(G)) $ - AlAv' so 

-\Av 

2 
b12-A1Av 

a(G) 

Using kmin $ b 12 we obtain the required result. D 

of B. Then 

-vl v2 $ -Al Av· 

In the above proof we only used part of theorem 8, namely Al$ vi$ Av 

for all i E [1,m]. This in fact is well known and commonly used under the 

name "Higman-Sims technique", see [4]. 

-Al Av 
If G is a star, then v - 2----

kmin-AlAv 

v-1, so in this case the bound of th.9 

is sharp. If G is regular of degree k we have Al= k = kmin; hence in this 

case theorem 9 reduces to theorem 4. If we take m = 1 then theorem 8 implies 

that the average row sum of a hermitian matrix cannot exceed the largest 

eigenvalue. This result can be used in proving the following inequality due 

to Wilf [14]. 

THEOREM 10. y(G) $ 1 + Al. 

PROOF. Let r be an induced subgraph of G having the smallest possible num­

ber of vertices such that y(f) = y(G). Assumer has a vertex x of degree 

< y(f) - 1. Discard x to obtain f. Now y(f) = y(f) - 1, but xis adjacent 

to less than y(f) vertices of r, hence at least 1 colour does not occur 

among the neighbours of x. But then we can give x that colour, which contra­

dicts y(r) = y(G). Thus the minimal and hence also the average degree of r 

is not smaller than y(f) - 1. If v1 is the largest eigenvalue of r we now 

know: y(f) - 1 $ v1 $ A1. D 
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3. ASSOCIATION SCHEMES 

So far we have obtained several bounds for ~(G) and r<GJ in terms of the eigen­

values of the adjacency-matrix of the graph G. The problem remains that, given 

a graph G, it is not alway_s easy to compute the eigenvalues. In this section we 

shall discuss special types of graphs for which the eigenvalues are relatively 

easy to obtain; so the derived bounds are useful here. However, it will turn 

out, that, because of the special situation, we can find other bounds. Almost 

all results of this section can be found in DELSARTE's thesis [1] (cf.-Mac­

WILLIAMS & SLOANE [8]). 
A set of graphs G1, ••. ,Gn forms an association scheme if their adjacency 

matrices A1 , ••. ,An satisfy the following conditions: 

n 
( 1) i~1 A. = J - I, 

1. 

n 
0 l (2) A.A. 1=1 for all i,j 1, .•. ,n, for integers e 

Pill + Pil' some pij" 1. J 

Condition (2) means: if two vertices x and y are adjacent in Gt, then the 

number of vertices z adjacent 

the constant p~. (independent 

toxin G. and adjacent toy in G., is equal to 
1. J 

1.J 

for i,j,l = O, ... ,n. For convenience 

from which adjacent pair of Gewe have chosen), 

Observe that Gi is regular of degree 

of Gi are on the diagonal of Af. The 

other; indeed, (2) implies 

(3) A.A. 
1. J 

we put A0 := I. 
0 

pii' because the degrees of the vertices 

matrices A0 , ••• ,~n commute with each 

Clearly, the matrices A0 , ... ,An span a commutative (n+1)-dimensional algebra 

~, the so-called Bose-Mesner algebra of the association scheme. Another basis 

for f-, the basis of minimal, orthogonal idempotents, is given in theorem 11. 

THEOREM 11. There exists a basis J 0 , ..• ,Jn for f, such that JiJj 

for all i,j = 1, ... ,n. 

PROOF. By theorem 0.2 there exists an orthogonal matrix S (whose rows are 

eigenvectors of A.) and diagonal matrices D. such that SA.St= D., for i 
1. 1. ,.... 1. 1. 

1, ... ,n. It is clear that o 0 , ... ,Dn span an algebra f isomorphic to f. 
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Write 

(4) 

where v0 , .•. ,Vm are the common eigenspaces of D0 , .•. ,Dn. Define the diagonal 

matrices r0 , ... ,rm by 

(5) 1 

0 

where e. denotes the j-th unity vector. Then these matrices are linear independent 
J 

and any matrix in ~ is a linear combination of r0 , ... ,[m. 

Let D £ f be a matrix with m+l different eigenvalues. We know that 

n 
(6) jfo ailj' 

for some coefficients a .. , for all i ~ 0. Hence 
1.J 

(7) 

for some coefficients bj. This implies that D has at most n+l distinct eigen-

values, hence m ~ n. 

Thus r , ... , f form a basis for 4 , so m 
o m I' n. Putting, for i 1, ... ,n, 

(8) 

we have the required Ji's. D 

we easily see that l.J must be one of the J. 's; without loss of generality we 
V 1. 

setJ =!.J. 
0 V 

Let us express the two bases we have for~' in each other: 

n 
(9) A. i~O Pj(i)Ji' 

J 
for j 0, ... ,n, 

n 
(10) vJ. 

J i~O Qj(i)Ai' for j 0, ... ,n. 

Formulas (9) and (10) define the numbers P.(i) and Q.(i). In fact, P.(0), ... ,P.(n) 
J J J J 

are the eigenvalues of Aj, for (9) implies 



(11) A.J. = P.(i)J., 
JJ. J J. 

for i,j = o, ... ,n. 

We define the matrices P and Q by 

(12) and (Q) ij ;= Qj (i). 

Then (9) and (10) imply PQ = QP = vI. 

Put 

(13) I) ·= r i · 

23 

rank Ji. 

PROOF. P0 (i) = 1 and Pi(0) = vi follow from (11). Q0 (i) = 1 follows from (10). 

Taking traces on both sides of (10) yields Qj(0) = trace Ji= rank Ji= Yi· D 

n 
THEOREM 13 . . r:0 v.Q.(i)Q1(i) = vr. d .,. 

i= J. J ~ J Jt 

PROOF. Use J .J1 = J. 6 ·t and (10) to obtain 
J " J J 

(14) 

Take traces on both sides to get the required identity. Q 

Theorem 13 is a so-called orthogonality relation. Such a relation also holds 

for the P. (i) 's: 
J 

n 
(15) Jo l'1iPj(i)Pt (i) = v.vj. bje 

This is an immediate consequence of PQ = QP I. In particular it follows 

that 

( 16) Q.(i) =b.P.(j). 
J Vi J. 
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Let Y c{l, ... ,vJ, where { 1, ••• ,vJ is the (common) vertex set of the graphs 

Gi. Define for each i = 1, •.• ,n,ai to be the average degree of the subgraph 

of Gi induced by Y. That is 

(17) 
IE. " (Y )( Y) I 

l. 

IYI 

where Ei is the collection of adjacent pairs (x,y) in Gi. Put a 0 1. Then 

(18) 

The vector a= (a0 , ••. ,an)t is called the inner distribution of Y. The follow­

ing theorem is due to DELSARTE [1]. 

t THEOREM 14. If a is the inner distribution of a set Y, then Q a.)-0, z., 
equivalently, 

n 
(19) i~O aiQj (i) ~ 0, for all j O, ••• ,n. 

PROOF. Let y t (y1 , .•• ,yv) be the characteristic vector of Y then 

(20) 

Using (10) we have 

(21) 

We say that a graph Gisin an association scheme if its adjacency matrix 

is in the Bose-Mesner algebra ~, that is, if the edge set of G is the union 

of the edge sets of some of the Gi's. Let us write 

if Ac.{1, ... ,n} , and G is the "union" of the Gi with i ,A. 
If Y c: { 1, ..• ,vj represents a coclique in GA then, clearly, ai 

i c A. So theorem 14 directly implies: 

0 whenever 



THEOREM 15. ~ .6c{l, ... ,n}, one has 

n 
O((G4 ) ~ max f i~O ai j a 0 = 1, aj O if j E~, a. ~ O and 

J 
n 

itOaiQj(i) ~ 0 for j = 1, •.. ,n}. 

By the duality theorem of linear programming (theorem 0.11) the maximum 

of theorem 15 is equal to 
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n n 
(23) minf l;o bi\ b 0=1, JobiPi(j)~ o if jtf:C:.u{o}, bj~o for j=O, ... ,n}. 

This bound on <X(G4 ) therefore is called the linear programming bound. One 

can apply linear programming techniques to obtain its value. 

A more direct upper bound for cocliques in graphs of an association scheme is 

given by the following theorem. 

PROOF. Define Ll~:= diag(~0 , ..• ,pnl and Av := diag(v0 , •.• ,vn). Then we can 

rewrite theorem 13 as v A~ = Qt .1 vQ• With PQ = vI this implies 

(24) 

Let Y and Z denote the vertex sets corresponding to ~(GA) and ~(GA), with 

inner distributions a (a0 , ... ,an)t and b = (b0 , ... ,bn)t, respectively. 

0, so 

(25) 
t 4 -1 

a vb, 

since v 0 1. Hence 

(26) V 

on applying (24). Now write 

(27) 
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because of theorem 14. Lemma 12 gives that the first column of Q equals j, 

hence 

(28) .t .tb 
J aJ □ 

Now let us look at some examples of association schemes. 

Let X be the set of vectors of length n, with entries from {o, ... ,q-1}. 

We define the Hamming distance of two vectors x and y from X to be the 

number of coordinate places in which x and y differ. Let Gibe the graph 

with vertex set X, two vertices being adjacent iff their Hamming distance 

is i. Then G1 , ... ,Gn form an association scheme; schemes obtained this way 

are called Hamming schemes. The eigenvalues Pi(j) of Gi are given by 

(29) 

Ki(x) is the Krawtchouk polynomial of degree i in the variable x (see fl]). 

A second example is obtained by taking for X the set of all (0,1)-vectors 

of weight n and length m; the Johnson distance of two vectors x and y from 

Xis, by definition, half of the Hamming distance. Let Gibe the graph with 

vertex set X, two vertices being adjacent iff their Johnson distance is i. 

The eigenvalues of these "Johnson schemes" are: 

(30) f: i-i(n-l) (n-j) (m-n+t-j) 
L=O(-ll k-t t l · 

Ei(x) is the Eberlein polynomial of degree 2i in the variable x (see [1JJ. 

If G is a non-trivial graph in an association scheme with two classes (i.e., 

n = 2), then G is a so-called strongly regular graph. It can be seen that 

the linear programming bound of a strongly regular graph equals ~(G); 

moreover, in this case, ~(G) ~(G) = v. (For other association schemes the 

bounds of theorem 15 and 16 are mostly better than ~(G6 ).) 

The pentagon is an easy example of a strongly regular graph. 
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4. THE SHANNON CAPACITY 

Let be given graphs G and H, with vertex sets V = {1, ••• ,nJ and W = {1, •.• ,m}, 

respectively. We define the product G.H to be the graph with vertex set V~W, 

two vertices (v' ,w') and (v" ,w") being adjacent iff 

(1) v'=v" or v' and v" are adjacent, and w=w" or w' and w" are adjacent. 

Let Gt denote the product of l copies of G. Clearly (X(G t) ~ lvl t, so we may 

define 

(2) 

This number, first defined by SHANNON [13], is called the Shannon capacity of 

G. 

If we consider the vertices of Gas letters in an alphabet, two vertices being 

adjacent iff the letters are "confoundable", then we can interprete o<(Gt) as 

the maximum number of l-letter messages such that any two of them are incon­

foundable in at least one coordinate place. 

Clearly OC(G)~ t}(G), and 0(G) can be diff~rent from ~(G). Indeed, let G be 

the pentagon. Then o<(G) = 2, and <X(G2) = 5, hence 0(G)~'{s. 

We shall see that for any regular graph we have 8(G)~ f<G). In case of the 

pentagon we saw ~(G) = 1/s', thus 8(G) = VS. The determination of the Shannon 

capacity of the pentagon was an unsolved problem for over twenty years, until 

LOVASZ [6] solved this problem by proving the mentioned upper bound. 

Let G = (V,E) be a graph, with V 

follows. 

(3) min f max --1- 2-
i (cui) 

f1, ••• ,n}. LOVASZ [6] defined ~(G) as 

c,u1 , ••• ,un are unit vectors in any euclidean 

space such that u.u. = 0 if i and j are 
l. J 

distinct non-adjacent vertices}. 

In this expression cui and uiuj denote inner products. Lovasz showed that 

~(G) is an upper bound for eCG) as follows. 

LEMMA 17. O((G)~ ~(G). 



(a) 

(b) 

(c) 
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PROOF. Suppose c,u1 , ... ,un achieve the minimum (3). Let, without loss of 

generality, {1, ... ,k\ be a stable set in G such that k = ~(G). 

Now, by Pythagoras' theorem, since u1 , ••• ,~ are pairwise orthogonal: 

(4) 1 
2 k 2 

C ~ L ( cu . ) ~ k/ ~ ( G) , 
i=l l.· 

which implies the desired inequality. 0 

Let,for vectors a= (a 1 , ••• ,ak) and b (b1 , .•• ,bl) the _Kronecker-product aob 

be the vector of lenght kl: 

LEMMA 18. ~(G.H) ~~(G) .!t(H). 

PROOF. If c,u1, •.• ,un and d,v1, •.. ,vm achieve the minimum (3) for G and H, 

respectively, then c•d,u1ov 1 ,u1 ov2 , ... ,u1ovm,u2°v1 , •.......•..... ,un"vm 

satisfy the contions mentioned in (3) for the graph G.H. Since furthermore 

(6) 1 1 1 
ma}J: 

((cod) (u . .,v.)) 2 
max ---2 max 

(dv. ) 2 l.,J i (cui) j 
l. J J 

it follows that ~(G.H) -S: 5!)-(G). ~ (H). □ 

Now one can immediately deduce from lemmas 17 and 18: 

THEOREM 19. 6(G) ~ ~ (G). 

C l L 
PROOF. 0(G) = sup ~~sup V :=t(Gtj ~ sup ~t = ~ (G). U 

t t ( 

The following theorem gives several descriptions of ~(G). (cf. LOVASZ [ 6j). 

THEOREM 20. ~(G) d~f 

min{m~x--1- 2 I c,u1 , ••• ,u are unit vectors such that 
1. (cui) n 

u.u.=O if ifj,{i,jf4E} 
l. J 

min{levA I A= (a .. ) is a symmetric n;,.n-matrix such that 
l.J 

a .. =1 if f i,jJ 'f d = 
l.J 

maxt~ bij \B=(bij) is a symmetric p.s.d. matrix such that TrB=l,and bij=O if{i,j}E'I 



Here levA denotes the largest eigenvalue of A, and p.s.d. means positive 

semi-definite. 
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PROOF. (a)~ (b). Suppose A achieves the minimum of (b), and let A= levA. 

Hence AI-A= wwt, since AI-A is p.s.d. Suppose W has rows w1, ••• ,wn, and let 

c be any unit vector such that wci=0 for all i. Set 

(7) 

straightforward checking shows that c,u1 , ••• ,un satisfy the claims of (a), 
2 

and that levA imi\lx 1/(cui) • 
1 

· (b) ~ (c). Expression (c) is equal to 

where MIIIN = Tr(M~) and E .. is the (0,1)-matrix having ones only in the (i,j)-th 
1) 

and (j,i)-th positions. By the duality theorem of convex programming (theorem 

0.11) we find that (c) is equal to 

(9) min {}.jA,fiJ'61R (for fi,j}~E) such that Ar+ 2.f.jE .. - Je-Psolltf. 
i,j 1 1) 

Putting A = J - .L. f .. E .. , this is easily seen to be the same as: 
1,J 1) 1) 

(10) min{A/AilR, A=(aij) is a symmetric ni.n-matrix such that aij=1 whenever 

{i,j}4 E, and Ar - A is positive semi-definite} 

which, in turn, equals (b). 

(c) , (d). Let B be achieving the maximum in (c) and set B = wwt (this is possible 

since Bis positive semi-definite). Let W have rows w1, ••• ,wn. Set 

(11) 
wi Lwi 

vi = /1wift ' and d = UI.wir 

Now d,v1 , ••• ,vn satisfy the claim of (d). Moreover,straightforwardly, 

(12) 
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(the inequality follows from the Cauchy-Schwartz inequality). 

(d) (a). If d,v 1 , ••. ,vn and c,u1 ,.,.,un achieve the maximum (d) and 

minimum (a), respectively, then 

(13) 
·~ 2 4- ((c•dl (u,ov.) ~ (c,d) 

l. l. l. 

(the inequality follows from the fact that the vectors uiov:i are pairwise 

orthogonal). (13) implies the required inequality. 0 

From theorem 20 many properties of ~(G) can be derived. 

THEOREM 21. If G is regular, then ~(G) ~ ~(G). 

PROOF. If Dis the adjacency matrix of a regular graph, then D and J commute, 
An 

so A= J -~ has largest eigenvalue ~(G). Moreover, A satisfies the 
1 n 

claim mentioned in (b) of theorem 20. D 

Since ~(G) ~ ~(G), · theorem 4 follows. 

THEOREM 22. If G is the pentagon, then 6(G) 'vs. 

PROOF. ~(G) for the pentagon equals fs'. IJ 

Moreover Lovasz derived from theorem 20: 

(14) ~(G.H) = ~(G).~(H); 

(15) ~(G). ~ (G) ~n, with equality if G is vertex-transitive; 

(16) ~(G) = ~ (G) g G is regular and edge-transitive. 

From (16) it follows that, for odd n, 

(17) 
n.cos(n/n) 
l+cos (11/n)' 

where en is the circuit with n points, and 

(18) ~(K(n,k)) 



31 

where K(n,k) is the graph with vertices all k-subset of a fixed n-set, two 

of them being adjacent iff they are disjoint (K(n,k) is "Kneser's graph"). 

Since K(n,k) is a graph in a Johnson scheme its eigenvalues, and hence its 

!%-value, can be derived from the Eberlein-polynomials. As a corollary of 
n-1 

(18) we have the Erdos-Ko-Rado theorem, saying that (X(K(n,k)) = (k_ 1 ), i.e., 

the maximum number of pairwise intersecting k-subsets of an n-set is (~=il 
(cf. the chapter "Uniform hypergraphs"). By (15) we have 

(19) 

It is an open problem whether,in.general, 0(K(n,k)) 

"Uniform hypergraphs"). 

n/k (see the chapter 

In [3] the existence of graphs G with 6(G) <<ill(G) is shown as follows. 

THEOREM 23. Let G = (V,E) be a graph, with vertex set f1, ... ,n3, and let A= (aij) 

be an n x n-matrix (over any field) such that aii = 1, for all i, and aij = 0 

if f i,j1 ff E. Then 6(G) ~rank(A). 

PROOF. Since, if O((G) = k, A has an identity submatrix of size k, it follows 

that o<(G) ~ rank (A) • In the same way l Ill t one shows that c,.(G ) ~ rank(A ) , where 
Eel 

A denotes the Kronecker product of t copies 
Eel l of A. As rank(A ) = (rank(A)) 

we conclude that 8(G) ~ rank(A). f1 

Theorem 23 generalizes a result of LOVASZ [6]. 

Now if G is the "Schlafli-graph" (having 27 vertices, cf. SEIDEL [12]), the 

matrix A= I - D (where Dis the adjacency matrix of G) has rank 7, whereas 

~(G) = 9. So 0(G)<~(G). 

For an approach unifying both Delsarte's linear programming bound and Lovasz' 

~-function, see McELIECE, RODEMICH & RUMSEY [9) and SCHRIJVER [111 (it turns 

out that for graphs G in an association scheme the "convex programming 

bound" ~(G) can be determined by linear programming, in a way similar to 

Delsarte's linear programming bound). 

See ROSENFELD [10] for relating ~(G) with "distance geometry". 
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UNIFORM HYPERGRAPHS 

by 

A.E. Brouwer & A. Schrijver 

INTRODUCTION 

Let X be a fixed n-set (an n-~ is a set having n elements). Consider the 

set 'Pk(X) consisting of all k-subsets of X. There are various problems of 

a "packing & covering"-nature offered by the set 'j) k {X) • In this chapter we 

shall deal with some of them, mainly grouped round the following four 

questions: 

1. What is the maximum number of pairwise disjoint sets in ?k{X) ? 

2. What is the maximum number of pairwise intersecting sets in 'Pk{X) 

3. What is the minimum number of classes into which <pk(X) can be 

split up such that any two se.ts in any class are disjoint? 

4. What is the minimum number of classes into which ?k(X) can be 

split up such that any two sets in any class intersect? 

We shall first give, in brief, the answers to these questions; they are 

treated more extensively in the section 1-4. To streamline answers we assume, 

for the moment, that n is at least 2k (for smaller n the questions are not 

problematic) . 

The answer to the first problem is trivially n 
liZJ ( LX J and r x l · denote the lower 

and upper integer part of a real number x, respectively). 
n-1 

The answer to the second question is easily seen to be at least (k_ 1): take 

all k-subsets containing a fixed element of X. The content of the Erdos-Ko­

Rado theorem (1961) is that yoµ cannot have more: (n-l) indeed is the answer 
k-1 

to question 2. 

The answer to the third question must be at least 

( 1) 

since each of the classes partitioning the (~) elements of Yk(X) contains at 

? 
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most Ln/kJ elements. In 1973 Baranyai proved that indeed <j)k(X) can be split 

up in this many classe~onsisting of pairwise disjoint sets. This is particularly 

interesting in case n is a multiple of k: then this splitting yields (~=i> 
partitions of X, containing each k-subset exactly once. 

In a similar manner we have that the answer to question 4 must be at least 

(2) rcl k . 

An upper bound for the answer is given by the following construction (where 

we may suppose, without loss of generality, that X = {1, ••• ,n}): let Ki be 

the collection of k-subsets of X whose smallest element is i (i=1, •.• ,n); 

then 

(3) K n 

are n-2k+2 classes of pairwise intersecting k-subsets of X, with union <j)k(X). 

So the answer to problem 4 is at most n-2k+2. Kneser conjectured in 1955 

that n-2k+2 indeed is the answer; in 1977 Lovasz was able to prove this 

conjecture, using homotopy theory and topology of the sphere. 

We may set the problems described above in the language of graphs. The graph 

K(n,k), usually called a Kneser-graph, has, by definition, the set cpk(X) as 

vertex set, two vertices being adjacent iff they are disjoint (ask-subsets). 

Now let, for any graph G, ot.(G), W(G) and i<G) be its stability number, clique 

number and colouring number, respectively. It is easy to see that 

(4) W(G) = 11,(G), <,J(G) ~ 6(G) and O(~G) , d(G), 

where vis the number of vertices of G. The solutions to the problems 1-4 

above may be translated as follows. 

1. ot (K(n,k)) Ln/kJ, 

2. CX.(K(n,k)) n-1 
ar-1>, 

3 a'(K(n,k)) n:jj 
(k)//JZJ, 

4. tJC-K(n,k)) n-2k+2. 

In particular, if k divides n, the inequalities in (4), for G K(n,k), pass 

into equalities. 
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In this chapter we shall discuss the above mentioned and related problems. 

In sections 1,2,3 and 4 we go further into the problems 1,2,3 and 4, respect­

ively. 
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1. COLLECTIONS OF PAIRWISE DISJOINT SETS. 

Let n and k be natural numbers such that k < n. Let X be an n-set. In this 

section we consider problems asking for the maximum size of collections of 

disjoint or "almost" disjoint sets in 'Pk(X), and in some derived collections. 

The first question which rises is easy to answer: what is the maximum number 

of pairwise disjoint sets in <rk(X)? Answer: L~J- However, this question has 

some more difficult and more interesting generalizations. 

A first direction of generalization investigates the maximum number D(t,k,n) 

of k-subsets of X such that no two of them intersect int or more elements. 

So D(l,k,n) = Ln/kj. The problem to determine D(t,k,n) is a genuine packing 

problem: D(t,k,n) is the maximum number of pairwise disjoint sets <j)t(Y) for 

YE 'Pk (X). Its covering pendant is the problem to determine C (t,k,n) being 

the minimum number of k-subsets of X such that each t-subset is contained in 

at least one of them. So C(t,k,n) is the minimum number of collections 'Pt(Y) 

(for Yt,>k(X)) covering the collection <pt (X). 

It is easy to see that D(t,k,n) = C(t,k,n) if and only if there exists a 

t-(n,k,1)-design (i.e., a collection of k-subsets of X such that each t-subset 

is in exactly one of them). 

The investigations into the functions C(t,k,n) and D(t,k,n), and their design­

theoretical aspects have assumed such large proportions that they will be 

dealt with in the separate chapter "The Wilson theory and packing and covering". 

In that chapter, usually, when considering C(t,k,n)-problems, t and k are 

assumed to be fixed, while the behaviour of C(t,k,n) as a function of n is 

viewed. Now C(n-k',n-~',n) is the minimum number of (n-t')-subsets of X cover­

ing each (n-k')-subset. !Passing to complements, one can conceive this as 

Turan's problem: what is the minimum number T(n,k',t') of t'-subsets of X 

such that each k' subset contains one of them as a subset? So 

( 1) C(n-k' ,n-t' ,n) T(n,k',t'). 

The distinction between the investigations 

analytic fundaments but consists only of a 

into C and,, into T does 
r-' 

differe~t in approach: 
"~.,_ 

will be considered mainly as a function of n (fixing ,k and t). 

not rest on 

T(n,k,t) 

We may view the problems to determine O(2,k,n), C(2,k,n) and T(n,k,2) as 

graph-theoretical problems: O(2,k,n) is the maximum number of pairwise edge­

disjoint complete graphs¾ in Kn; C(2,k,n) is the minimum number of complete 
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subgraphs¾ in Kn covering all edges of Kn; and T(n,k,2) is the minimum 

number of edges in a graph on n vertices containing no k pairwise nonadjacent 

poin!s. So (~) - T(n,k,2) is the maximum number of edges in a graph on n 

vertices containing no clique of size k. 

The Turan-like problems will be considered more extensively in the chapter 

"Turan theory and the Lotto problem". 

Now look at a second generalization of our main problem. Call a subset 

Y1 ~ .•• x Yd of X " •.• ,.,x = Xd a k-hypercube if IY11 = ••. = jydj = k. Now 

we may ask for the maximum number H(d,k,n) of pairwise disjoint k-hypercubes 

in xa. So H(l,k,n) Ln/~. Furthermore 

n 
PROPOSITION 1. H(d+l,k,n) '- uz-H(d,k,n)j. 

PROOF. Suppose there are h pairwise disjoint k-hypercubes in Xd+l. The number 
d+l of points contained in the union of these k-hypercubes equals h.k . For 

any xi.X, the number of points contained in Xd ><{x} is at most kd'.H(d,k,n). 

So the total number h.kd+l is at most n.kd.H(d,k,n), which implies that 

h :(&.H(d,k,n~. Q 

COROLLARY 2. n n n 
H(d,k,n) ~ Lk/JZ LkJJ\· ,, / 

d times 

By a straightforward construction one sees that, if k divides n, H(d,k,n) 

(~)d, so in those cases the inequality passes into equality. This happens 

also if d = 2. 

n n 
THEOREM 3. H(2,k,n) = LI L2JJ" 

PROOF. Suppose X = {o, ... ,n-11, and let z = R/2n be the circle of length n; 

so z2 is a torus. We identify Z with the interval [O,n), in which we count 

modulo n. Let n = ak + b, where a and b are integers such that O ~ b ~k-1. 

Let 

(2) 

2 Choose in Z the squares [x,x+k) l<-[y,y+k) with 
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(3) (x,y) (0 0) (an ~) 2 (an ~) , , p 'p , p 'p , (p-1) (~ ~) p 'p , 

respectively. That is, the vertices (x,y) lie equidistantly on a spiral of 

the torus with a rotations. In the following figure a copies of the torus are 

unrolled and glued together. 

I Il A 

Inspection of the figure yields that disjointness of the squares follows from 

, 
(4) (i) ~ ~k, ! and (ii) a. an ~ n. 

p p 

(i) implies that square numbered 1 is disjoint from square numbered 0. (ii) 

implies that square numbered a still has points in torus copy I. (i) again 

gives that square numbered a is "high" enough to be disjoint from square 

numbered 0'. 

Now we have p disjoint squares, of side k, in z2. Since X2c.z2, the inter-

section S n x2 is a k-hypercube in x2 , for any square s. So the intersections 

of the squares with x 2 form a packing of pk-hypercubes in x2. 0 

Again, problems of dimension 2 can be formulated in the language of graphs. 

H(2,k,n) can be conceived as the maximum number of edge-disjoint ~,k's in 

K • BEINEKE [s]showed that the maximum number of edge-disjoint subgraphs n,n 
K t of K k, m,n (such that the "k-sides" of ~,l coincide with the "m-side" of 

K ) equals 
m,n 

(5) min f LlzLIJJ , LTLlzJJ 

that is, the maximum number of k1<(-rectangles (i.e., sets Y1 I\ Y2 such that 

IY 1j = k andjY21=l) in a set x1 ll. x2 with lx11 = m andlx2j = n, is equal to (5). 

This can be proved in a manner similar to the proof of theorem 3. 

Theorem 3 proves equality in corollary 2 ford= 2. This cannot be generalized 
5 5 5 5 

to arbitrary d, since it can be shown that H(4,2,5) < 30 = L2l2L2l2jj1J (note 
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that H(3,5,2) = 12). In fact it can be shown that if k is not a divisor of 

n, then the inequality of corollary 2 is strict for some d. 

d It is straightforward to see that H(d,k,n) = ~(K(n,k) ), where the product 

graph is defined in the cqapter "Eigenvalue methods". So 

(6) sup \J,_H_(_d_,-k-,-n""')• 

d 

~ d~ sup 0((K(n,k) ) 

d 

equals the Shannon-capacity of K(n,k). In the chapter "Eigenvalue methods" 
n e---an upper bound of k for (K(n,k)) is given, but it is still an o~en problem 

whether this upper bound can be actually reachedi so we have the 

PROBLEM. Is sup O H(d,k,n)1 = ~ ? 
d 

The answer is obviously "yes" if k divides n, but for no other values of k 

and n we know an answer, For k=2,n=S, the simplest unknown case, K(k,n) 

is the complement of the Petersen-graph. To calculate (6) in this case we 

cannot adapt the construction of the proof of theorem 3 too straightforwardly: 

that construction yields "connected" k-hypercubes of {O, ••• ,n-1} • (i.e., the 

projections onto the components are connected in the cyclic ordering). The 

maximum number of disjoint connected 2-hypercubes of {o, ... ,n-l}d is equal 

to 

where en is the circuit on n vertices. LOVASZ [s1J (cf. "Eigenvalue methods") 

showed that, for odd n, 

(8) 8(C) d~f sup~ 
n d n 

n.cos (11'/n) n 
1+cos(7r/n) < 2' 

whence 9cc5) = '(s. Since this number is smaller than 5/2 we cannot use the 

construction of theorem 3 to answer the problem affirmatively for k=2, n=S 

(for some calculations of o((C~) see BAUMERT, et al.(7] ). 



42 

2. INTERSECTING FAMILIES 

2.1. The Erdos-Ko-Rado theorem 

Let k and n be natural numbers such that 2k ~ n, and let X be a n-set. The 

base of this section is the following theorem of ERDOS,KO & RADO [3i] 

THEOREM 1 (The Erdos-Ko-Rado theorem). The maximal number of pairwise inter­
n-1 

sectinq k-subsets of an n-~ (k_ 1). 

n-1 PROOF. Evidently, the bound (k_ 1) can be reached. 

Let f be a subset of <j)k (X) such that no two sets in ~ are disjoint. Let C 

be the collection of all cyclic orderings of the set X; so jej = (n-1)! 

Make a (0,1)-matrix M, with rows indexed by C and columns indexed by ~, 

as follows. The entry of Min the (C,A)-position is a one if and only if 

the set A occurs consecutively in the cyclic ordering C; that is, if and 

only if A induces a (cyclic) interval on C (C €. I::, AG. r). 
It is easy to see that the sum of the entries in any column of M equals 

k! (n-k) ! So the total number of ones in Mis equal to tr\.k! (n-k) ! 

We are ready once we have proved that the number of ones in each row is 

at most k, since it then follows that the total number of ones is at 

most k. \C:\ = k. (n-1) ! , which yields 

I ~l-k! (n-k) ! ~ k. (n-1) ! , 

i.e .. , 

So let C EC be the index of an arbitrary row. We may suppose that X = 

{1, ... ,n1 and that C represents the usual cyclic ordering of {1, ... ,n\ 

modulo n. We have to prove that there are at most k sets in ~ occurring 

as an interval in C. To this end, underline any number from 1, ... ,n which 

is the first element (mod n) of an interval, of length k, being an element 

of~. Moreover, encircle any number j whenever j-k (mod n) is underlined; 

thus encircled numbers are numbers directly following the last element of 

an interval in ~. So no number will be both underlined and encircled, 

since f contains no disjoint sets (n ~ 2k) . 

Now view any encircled number, say, j. Then the n-2k subsequent numbers 

j+l, •.. ,j+n-2k (mod n) cannot be underlined since any interval starting in 
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one of these points is disjoint from the interval starting in j-k (which is in 

~). It follows that there are at least n-2k numbers neither underlined nor 

encircled. Since the number of underlined numbers is equal to the number 

of encircled numbers, there cannot be more thank underlined numbers, i.e. 

the sum of the entries in the row indexed with C is at most k. 0 

This method of proof is due to KATONA [s0,52] (for a generalization, see GREENE, 

KATONA & KLEITMAN 1.ii.2] ; for a proof using the "Kruskal-Katona theorem", see 

DAYKIN fz?I; for a proof using eigenvalues, see I/JVASZ [57] (cf. chapter 1 ) ) • 

The proof may be easily adapted to show that we may replace the condition 

~ c cpk(n) by: all sets in~ have at most k elements, and no two of them 

are contained in each other. 

FRANKL £33] generalized the proof above to obtain that IP I~(~=!> whenever 

~ c 'Pk (N) , ik/ ( i,-1) ( n, and any i sets in ~ have nonempty intersection. 

2.2. Sharper bounds 

Elaboration of the proof also shows that, in case 2k < n, the bound(~=!> 

only can be achieved by "stars", i.e., by _collections consisting of all 

k-subsets of X containing a fixed element of X. HILTON & MILNER[47] (answer­

ing a question of ERDOS, KO & RADO [3ij ) proved that collections ~ of 

pairwise intersecting k-subsets of X which are not a star (that is,np. ~), 
n-1 n-k-1 have at most 1 + (k_1) - ( k-l) elements (this bound can easily seen to 

be attained; Hilton & Milner also showed that all collections achieving the 

bound are isomorphic). 

MEYER [sg] asked for the minimum size of a maximal (under inclusion) collection 

of pairwise intersecting k-subsets of X; he conjectured that the set of 

lines in a finite projective plane achieves this minimum. 

2.3. Larger intersections 

ERDOS, KO & RADO [3 tj also proved the following extension of theorem 1 • Let 

0 ( t ~ k. The maximal number of k-subsets of X such that any two of them 
n-t intersect in at least t elements, is equal to (k-t), provided that n is 

large enough (with respect to k and t). Let n(k,t) be the smallest number 

such that for all n) n(k,t) the maximum is attained only by collections 

of k-subsets of X containing a fixed t-subset of X. So n(k,1) = 2k+1. 
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After earlier estimates given by ERDOS, KO & RADO [3ij and HSIEH [4BJ , 

FRANKL [35] determined n(k,t) for t ~ 19; he found that n(k,t) is about 

(k-t+l) (t+l)+l if t ~ 19, and that, for all t, (k-t+l) (t+l)+l ~ n(k,t) 

~ 2 (k-t+l) (t+l)+l. 

A related conjecture of Erdos, Ko & Rado is that, if k is even and n = 2k, 

the maximum number of k-subsets of X which pairwise intersect in at least 
n k 2 

two elements is equal to ½((kl - (½kl ). 

KATONA [s2J observed that if a t- (n,k, 1 )-design exists (i.e. a collection 

'D of k-subsets of X such that each t-subset of X is in exactly one set 

of :0 ; cf. chapter ) , then certainly the maximum cardinality of a collect­
n-t 

ion of k-subsets, pairwise intersecting in at least t elements, is (k-t). 

For let~ be such a collection and let al be a t-(n,k,1)-design. So 

n. . (n-t+l) 
k. . (k-t+l). 

For each permutation ll of X let 11l) be the design { 11 A [ A 6 :I)} , where 

rrA = {rrx j x6 A}. 

So ~~TID contains at most one set, for any permutation TI, since any two 

sets in ~'l) have intersection at most t-1; hence 

where 1T ranges over the set of permutations of X. The right hand side of 

this inequality is equal to the number of triples A E~, D c'v , 1T permutation, 

such that~D =A.For fixed A and D the number of permutations~ such that 

11D = A,is equal to k! (n-k) ! Therefore 

n! ~ \~\ . \a)\ .k! (n-k) ! . (n-t+l) k' ( -k)' 
. (k-t+l) . . n . ' 

and the required upper bound fort follows. 

The following question was asked by FRANKL [:33] : does there exist an f) 0 

such that if k ~(½+E.ln, ~c "Pk(n) and \A~BnC\~2 whenever A,B,C Iii f, then 

I~ I $, <~=~ i 7 

FRANKL [341 elaborated the following problem of Erdos, Rothschild & Szemeredi: 

given t and 0 < c < 1, what is the maximum cardinality of a collection f of 

k-subsets of X such that I An BI~ t whenever A,B e; f, and for all x EX: 



2.3. The Hajnal-Rothschild generalization 

HAJNAL & ROTHSCHILD[44] generalized the Erdos-Ko-Rado theorem as follows. 

Let~ be a collection of k-subsets of X such that each subcollection f' 
of~ with more than r elements, contains two sets which intersect in at 

least t elements; then 

provided that n is large enough with respect to k,r,t, i.e., n ~ n(k,r,t). 

Clearly, in case r = 1, this result reduces to the Erdos-Ko-Rado theorem. 

If we put t = 1, Hajnal & Rothschild's theorem passes into: if ~ c. 'Pk (n) 

contains no r+l pairwise disjoint sets then 

provided that n ~ n(k,r,1); ERDOS 26 conjectures that for all n 

this was proved for k = 2 by ERDOS & GALLA! [29] • 
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ERDOS [261 showed that n (k,r, 1) ~ ck .r, and KATONA[52] conjectured that 

n(k,2,1) = 3k+l (taking all k-subsets of a fixedµk-1}-subset of X in case 

n = 3k, shows that 3k+l is the smallest number we may hope for). 

2.4. A relation with Turan's theorem 

CHVATAL [2o] has designed the following framework generalizing both the 

Erdos-Ko-Rado theorem and Turan's theorem (cf. chapter ). Call a collect-

ion~ of sets m-intersecting if any m sets in~ have nonempty intersection. 

Let f(n,k,m) be the maximum cardinality of a collection~ of k-subsets of 

X such that for all ~· c r: ~' is m-intersecting implies f is (m+ 1) -inter-

secting. 
n-1 So f(n,k,1) = (k_ 1), for n)2k, is equivalent to the Erdos-Ko-Rado theorem; 

f(n,2,2) = L¼n2J, is the content of TURAN's theorem[Gs,66] and TUR.AN [67] 

asked (in another terminology) for the number f(n,k,k). 

CHVATAL(?o] proved that f(n,k,k-1) = (~=~) if n ~ k+2. EROOs[27) wondered 
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whether f(n,k,2) = (~=il if k> 2 and n ~~; CHVATAL [20] extended Erdos' 

question to the conjecture that f(n,k,m) = (~=il whenever k)m and 

n ~ m+l .k. So this has been proved for k = m+l, and for m 1. For some 
m 

more results see BERMOND & FRANKL[i3J • 

2.5. Some further related problems and results 

HILTON [46] showed that, if 1 ~ h ~ k -$ n, h+k ~ n, and f consists of pairwise 

intersecting subsets A of X with h ~IA I ~ k, then 

KLEITMANE3] proved that if h+k ~ n and ~ and S consist of k-subsets and h­

subsets, respectively, of X such that A (I B cf !II for A E ~ and B ~ $ , then 

1r1 ~ (~=il implies I~\~ (~=il; HILTON!fls] generalized this result. 

KATONA J51) (cf. TARJAN [64]) proved the following conjecture of EHRENFEUCHT & 

MYCIELSKI [2s): let Al, ... ,Am be k-subsets of X, and let Bl, ... ,B be 
h+k m 

h-subsets of X, such that Ai (\ Bj cf !II iff i cf j; then m ,;;; ( k ) . 

ERDOS & RAD0[32)proved that, given natural numbers c and k, there is a 

number ~c(k) such that if~ is a collection of k-sets with ~c(k) elements, 

then ~ has a subcollection f of cardinality c with the property: if 

A,B e: f then An B = ('\ ~• . They conjectured that one can take 

t (k) < (cc') k for a certain absolute constant c' . SPENCER[62] proved an 
c k 

upper bound for ~c (k) of order about c .k! (cf. ERDOS [281 ) . 

2.6. Permutations 

An analogue of the Erdos-Ko-Rado theorem, due to FRANK & DEZA [361 is: 

let Tr be a collection of permutations of X such that for all 111 , Tf 2 G lT 
there is at least one x e: X such that 1T1 x = lT2x; then I TI I ~ (n-1) ! 

More general is the conjecture of Deza & Frankl: if for any two 111 , 1T 2 € TI 
there are at least t distinct elements x 1 , ••. ,xt in X such that 

1T1xi = 1T2xi, for i 1, ... ,t, then ITTI f (n-t) ! 

In a way similar to Katona's method using t-designs mentioned above, one 

can derive this bound fort= 2 from the existence of a collection P of 

permutations of X such that for all distinct x 1 ,x2 ~ X and for all distinct 

y 1 ,y2 i..x there is exactly one permutation~ in P such that ~_x1 = y 1 and 
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~x2 = y2 • The existence of such a collection Pis easily seen to be equivalent 

to the existence of a set of n-1 mutually orthogonal latin squares of order 

n; so the conjecture is true, in case t = 2, for prime powers n. (See also 

BANDT [1] .) 

Above we have considered mainly intersection problems for collections of 

sets with a fixed size. For a more extensive survey of (also more general) 

intersection problems and results we refer to ERDOS & KLEITMAN[3ciJ , 

KATONA[S21, GREENE & KLEITMAN[43] • 

For a more general approach of intersection problems - see DEZA, ERDOS & 

FRANKL [23] . 
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3. EDGE COLOURING OF UNIFORM HYPERGRAPHS AND BARANYAI's THEOREM 

3. 1. Colourings 

Let H = (x,E) be a hypergraph with vertex set X and edge set E. A 

(vertex) p-colouring of H is a partition C = {C. Ii~ p} of X into p (possibly 
1. 

empty) subsets ('colours'). We consider four successively stronger require-

ments on the colouring. 

(i) C is called proper if no edge containing more than one point is mono­

chromatic, i.e. (E EE A E c Ci)~ IE! ~ 1. 

(ii) C is called good if each edge E has as many colours as it can possibly 

have, i.e., !{i!E n Ci I-¢}!= min(IEI, p). 

(iii) C is called fair or equitable if on each edge Ethe colours are rep­

resented as fairly as possible, i.e., 

for i 1, ... ,p. 

(iv) C is called strong if on each edge E all colours are different i.e., 

fori=l, .•• ,p. 

(This is just the special case of a good or fair colouring with p colours 

when p 2 max{IE! jE EE}.) Instead of asking for an equal partition over 

the edges one may ask for an equal partition of colours over the points: 

(v) A proper colouring is called equipartite if for i = 1, ... ,p we have 

Dually one defines a (proper, good, fair, strong, equipartite) edge p­

colouring of Has such a p-colouring of H* = (E,x), the dual of H (where 

x EX is identified with Ex= {E E E!x EE}). 

EXAMPLE 0. For p 2 IX! the partition of X into singletons is an equipartite 

and strong p-colouring. Hence any H has a proper, good, fair, strong and 

equipartite p-colouring for some p. 

In the case of proper or strong colourings the only interesting question 

is for the minimum number of colours needed (which number is usually called 

x(H) resp. y(H) in case of vertex-colourings and ?(H) resp. q(H) in case of 

edge-colourings) since here adding unused colours does not change the 
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property. In the case of good, fair or equipartite colourings we really want 

to know for which p such a colouring exists. 

EXAMPLE 1. Let H = (X,E) be a simple (undirected) graph (i.e. E c P2 (x)). 

By VIZING's theorem, if 

p ~ max o (x) + 1 
XEX 

then H has a good (hence fair & strong) edge p-colouring. By GUPTA's 

theorem, if 

p ~ max o(x) - 1 
XEX 

then H has a good edge p-colouring (but not necessarily a fair one, and 

certainly no strong one). 

[Here (and below) o(x) = IExl = l{Elx EE E E}I .] 

EXERCISE 1. Determine the minimal p for which there exists a proper edge 

p-colouring of Kk. [Kk = (x,Pk(X)) where !xi= n.J 
n n 

EXERCISE 2. Verify that the complete graph K7 [=K~] has a fair edge p­

colouring unless p = 2 or 6, a good edge p-colouring unless p = 6 and an 

equipartite edge p-colouring unless p = 1. 

EXERCISE 3. [J.-C. FOURNIER] Let H = (X,f) be a graph. Then H has a good 

edge 2-colouring iff no component of His an odd cycle. 

3.2. Baranyai's theorem 

Let !xi= n. The hypergraph H = (X,Pk(X)) is called the complete k­

uniform hypergraph, written Kk. In this case BARANYAI [1973] provided a 
n 

complete solution for the edge-colouring problems by proving 

THEOREM 1. Let H = K: and write N = (~), the number of edges of H. Then 

(i) H has a good edge p-colouring iff not 

1 n 7 n 
N/ k < p < N/ L k _J' i.e. iff 

N < __.!:.. !i~1n7 
P - L k _J or p k 

(ii) H has a fair edge p-colouring iff 
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where t, = Nk is 
r n 

(iii) q(H) = N/ L ~ _J 

the degree (valency) of each point. 
7 

COROLLARY. H has a 1-factorization (a strong colouring where each colour is 

a partition of X) iff kin. 

PROOF. (Necessity) This part of the proof will be valid for any regular 

k-uniform hypergraph on n points with N edges. Let C be any edge p-colouring 

of Hand define for x EX 

c(xl := l{ilE n c. f. fil}I, 
X J. 

the number of colours found at point x. 

(i) p < N/ L ~ _J' i.e., L ~ _J < ~ means that there exist two non-disjoint 

edges with the same colour, i.e.1 3x: c(x) < o(x) = 6. 
rn7. rn7 N 

p > N/ k , J.. e., k > p means that not every colour occurs at 

each point i.e. 3x: c(x) < p. 

But for a good edge p-colouring we have Vx: c(x) = min(o(x),p). 

(ii) By definition of a fair edge colouring we have for each i 

6 s ~ le. I s r ~ 7 
Lp_J n 1 · p 

and hence 

r t, n 7 
Lp_Jk s 

Averaging over i we find the stated condition. 

(iii) q (H) :2'. r N/ L ~ _J 7 immediately follows from (i). Obviously 

q(H) = 6 is possible only when kin. 

REMARK. (i) and (iii) can be formulated more generally as follows: 

For a regular hypergraph H = (X,E) let v(H) be the maxim111n cardinality 

of a set of pairwise disjoint edges in H, and let p(H) be the minimum car­

dinality of a set of edges covering all vertices. 

(i) can be stated as: If 

v(H) < fil < p(H), 
. p 

then H does not have a good edge p-colouring, 

(iii) can be stated as: 



r IEI 7 
q(B) 2!: 'V(B) 

(Sufficiency) • 
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In fact we shall prove slightly more, since we need it later. Lets be 

a positive integer, and H = (X,f) be a hypergraph. Then define sH= (X,sf) to 

be the hypergraph with the same vertices as B, but with each edge from B taken 

with multiplicity s. Obviously 'V(sH) = 'V(H) and p(sH) = p(H). A colouring of 

sB with p colours is sometimes called a fractional colouring of H with q= 1 
k colours. We show here that s1<n has a good or fair edge p-colouring iff p 

n satisfies the conditions (i) resp. (ii), where now N = s(k). 

A hypergraph (X,f) is called almost regular if for all x,y € X we have 

l6Cx)-6(x)I S 1. Now we have 

. t n 
THEOREM 2. [BaranyaiJ. Let a 1 , ••• ,at be natural numbers such that I: a.=N:=(k)s. 

iF.'1 J. 

The the edges of sK~ can be partitioned in almost regular hypergraphs (X,fj) 

such that IEjl = aj (1 s j st). 

It is easily verified that theorem 1 follows from theorem 2: 

(i) 
rn7 

If p s N/ k. then use theorem 2 withs= 1, t = p and 
rn7 rn7 

a1 = ... = at-1 I a = N-(t-1) - • 
k t · k 7 

If p 2!: N/ L ~ _J then use theorem 2 with t = rN/ L n 
and T _J 

n = N-(t-1) 
n 

al = ... = at-1 = L k _J' at L k _J" 

This also proves (iii) and the corollary. 

( ii) . r .A !!. 7 and f r ~ 7 !!. • Write fO L p _J k l L p k _J If pfO SNS pfl 

then use theorem 2 with t = p and a 1 = ••• = ag = L 1L _J + 1 
N N p 

and ag+l ••• - at = L p _J where g = N - p LP _J" 

Vi f 0 s ai s f 1 guarantees that we get a fair colouring. 

Theorem 2 will be proved in section 6 as a consequence of much more general 

theorems. 

3.3. Normal, balanced and unimodular hypergraphs 

DEFINITION. A hypergraph H = (X,f) is called balanced if for any odd cycle 

a0,EO,a1,E1, ••• ,E2p'a2p+1 = aO 

(where ai, ai+l € Ei € E (0 sis 2p)) there is an i (0 sis 2p) such that 

Ei contains at least three vertices of the cycle. 

Note that for graphs balanced means the same as bipartite (no odd circuits). 
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EXAMPLE 2. X = lR, E = {E c lR I E connected} yields a balanced hypergraph. 

PROPOSITION 1. The dual of a balanced hypergaph is balanced. □ 

PROPOSITION 2. H = (X,E) is balanced iff for each Ac x the subhypergraph 

HA= (A,{E n Al EE E}) has x(HA) s 2. 

PROOF. (if) Obvious from the definitions. (only if) Induction on lxl. 

Let (X,E) be a balanced hypergraph, and let G =En P2 (x). Let a EX be a 

non-cut point of the bipartite graph (X,G). HX\{a} is balanced, hence by 

induction it has a proper bicolouring: X\{a} = c 1+c2 . Since (X,G) is bi­

partite and a is not a cut point all neighbours of a in this graph have 

the same colour, say c 1 • But then X = c 1 + (c2 u {a}) is a proper bicolour­

ing of (X,E). D 

THEOREM 3. [Berge]. Let H 

vertex p-colouring. 

(X,E) be balanced. Then for each pH has a good 

PROOF. Let C = {cil is p} be a best possible vertex p-colouring, i.e., one 

with maximal r c(E) [where c(E) is the number of colours of edge En]. 
EEE 

If C is not good then for some EE Ewe have c(E) < min(IEl,p). 

Since c(E) < IEI there is a colour i with le. n El ~ 2. 
J. 

Since c(E) < p there is a colour j with le. n El= 0. 
J 

Since His balanced H has a good 2-colouring (C.UC,) = C' + C' 
ciucj i J i j" 

Replacing Ci and Cj by Ci and Cj we obtain a colouring with larger value 

of r c(E). Contradiction. D 
EEE 

COROLLARY. Let H be balanced. Then for each pH has a good edge p-colouring. 

COROLLARY. Let H be balanced. Then 

y(H) max IEI. 
EEE 

q(H) = max o(x), 
XEX 

H has min IEI disjoint transversals, 
EEE 

H has min o(x) disjoint point covers. 
XEX 

DEFINITION. A hypergraph H = (X,E) is called normal if for each partial 

hypergraph H' = (X,E') of H [i.e. E• c EJ we have q(H') = 6(H') [where 
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t(H) denotes the maximal degree of a hypergraph H: t(H) = max o(x)]. 
X€X 

By the second line of the second corollary a balanced hypergraph is normal. 

PROPOSITION 3. [LOVASZ]. Let H=(X,E) be normal and E € E. Then H' = (X,E+{E}) 

is normal too. That is, increasing the multiplicity of edges leaves a normal 

hypergraph normal. 

THEOREM 4. [LOVASZ] H = (X,E) is normal iff for each partial hypergraph H' 

we have v(H') = t(H'). [Where v(H) is the maximum cardinality of a set of 

pairwise disjoint edges and t(H) is the minimum card. of a transversal (set 

of points meeting every edge).] 

COROLLARY. [BERGE & LAS VERGNAS]. Let H = (X,E) be balanced. Then v(H) 

COROLLARY, H = (X,E) is balanced iff for all H' = (X',E') with X' c X, 

E' c {En X'I E € E} we have v(H') = t(H') (orry(H') = max !El, or: 
E€E' 

q(H') = max o'(x), or H' has min IEI disjoint transversal$, or: H' has 
;K€X E€t' . 

min o'(x) disjoint point covers). 
X€X 

DEFINITION. A hypergraph H = (X,E) is called unimodular if its incidence 

matrix is totally unimodular (i.e. each square submatrix has determinant 

O or ±1). 

THEOREM 5. [GHOUILA-HOURI]. His unimodular iff for each Ac X the sub­

hypergraph HA has a fair vertex 2-colouring, 

COROLLARY. A unimodular hypergraph is balanced. 

t(H). 

Note that for (multi)graphs unimodular is equivalent to bipartite. If a 

hypergraph is unimodular, then so is its dual and any partial sub-hypergraph. 

THEOREM 6. [BERGE}.· Let H = (X,E) be unimodular. Then for any p H has a fair 

vertex p-colouring. 

PROOF. Similar to the analoguous one in the balanced case. 0 

3.4. The r-partite case 

r 
Let X be partitioned into r subsets: X = E Xi, and let n = !xi, 

i=l 
ni !Xii. The hypergraph H = (X,E) with E = {E € Pk(X) !Vi: IE n xii s 1} 

is called a complete r-partite k-uniform hypergraph, written Kk 
n1•···,nr 
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When n1 = ••• = n = m then His written Kk • Here the problems are not r rxm 
yet solved, but the following is known: 

For 

The 

Kk Zs. BARANYAI proved the analogue of theorem 1 (and corollary). 
rxm r k 

results are exactly the same when we read there n = mr, N = (k)m, 
r-1 k-1 

(. l)m • J-
For k = r C. BERGE showed that Kr 

n1' • •• ,nr 
erty (ECP), that is q(H) = max ~(x). 

X€X 
In this case, when n1 ~ n2 ~ ••• ~ nr this 

Then J.C. MEYER showed that Kr has 
n1, ••• ,nr 

p ~ 1 (explicitly constructing one). 

has the edge-colouring prop-

r-1 
means that q(H) = TT n .• 

i=l 1 

a good p-colouring for any 

Finally Zs. BARANYAI & A.E. BROUWER showed that Kr has a fair 
_n1,- •• ,nr 

p-colouring for any p ~ 1 as a corollary from the theory in the 

previous sections and the fact that the 1xr matrix (11 ••• 1) is totally 

unimodular: 

The arguments ran along the following lines: 

Let R = {1,2, ••• ,r} and let a hypergraph H = (R,E) be given. 
r 

Define H(n1,.,.,nr) = (X,E(n1 , ••• ,n )) where X = E X., n. = !xii and 
r i=l 1 1 

E(n1 , ••• ,n) = {E € P(x) !Vi: Ix. n El :;; 1 & {ii Ix. n El ,f, 0} E E}. 
0 r l. l. 

Define H (n1 , ••• ,nr) to be the hypergraph with vertices Rand edges E but 

each edge E € E with multiplicity TT ni. 
iEE k 

With these notations we have for H = K that H 
r n1, ••• ,nr 

THEOREM 7. If HO(n1 , ••• ,nr) has a fair edge p-colouring then H(n1 , ••• ,nr) 

has one too. 

COROLLARY. If His unimodular then H(n1, ••• ,nr) has a fair p-colouring for 

any p ~ 1. 

COROLLARY. If H has a fair edge p-colouring and TT n1. does not depend on 
i€E 

E (e.g. when n1 - ••• nr and His k-uniform) then H(n1, ••• ,nr) has a 

fair edge p-colouring. 

Hence all above mentioned results on Kk follow from this theorem 
n1, ••• ,nr 

(and theorem 1). 

EXERCISE 4. [BROUWER]. Show that q(~,q,r) = p+q+E when p ~ q ~rand E = 0 

unless p = q = r = 1 (2) or p - 1 = q = r = 0 (2) in which case E = 1. 
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3.5. Parallelisms 

A parallelism or 1-factorization of a hypergraph H = (X,E) is a parti­
q 

tion E E F. where each F. is a parallel class or 1-factor, that is, a 
i=1 1 1 

partition of X. In other ~ords, a parallelism of His a strong edge-colour-

ing of H with o(H) colours; obviously this is possible if and only if H 

has the edge-colouring property, i.e. q(H) = o(H). 

REMARK. Let w (H) be the maximum cardinality of a set of pairwise inter.­

secting edges (clique) in H. Obviously ~(H) ~ w(H) ~ q(H) for any H. 

V. CHVATAL conjectured that if His hereditary, i.e. if E' c EE E implies 

E' EE, then ~(H) = w(H), i.e. some maximum clique is a star. 

Concerning the edge-colouring property for hereditary hypergraphs we have: 

-k 
THEOREM 8. [A.E. BROUWER & R. TIJDEMAN]. Let H =Kn= (X,P~k(X)) where 

lxl = n. Tnen H has the edge-colouring property (and hence a fair p-colour­

ing for any p) iff 

(i) n ~ 2k and Kn-k-l has the edge-colouring property. 
n 

or 

(ii) n > 2k and 

either n - 0 (mod k) and n ~ k(k-2) 

or n _ -1 (mod k) and n ~ ½k(k-2)-1. 

Not much is known when Kk does not have the edge-colouring property. 
n 

J.-c. BERMOND proved fork= 3 and n = 1 (mod 3), n ~ 7 that 

C. BERGE & E.L. JOHNSON showed fork= 4 and n > 2k that 

if n 

if n 

-4 
_ 1 (mod 4) then q(Kn) 

_ 2 (mod 4) then q(K:) 

They also showed that Kr has the edge-colouring property. 
n1 ,n2, •.. ,nr 

When parallelisms exist we may study then as geometrical objects, or look 

for parallelisms with special properties, (cf. P.J. CAMERON.) Let {F. Ii~ q} 
J. 

be a fixed parallelism on (X,E). We say that Y is a subspace of X when Y c X 

and for each i the collection {FIFE F. and F c Y} is either empty or a 
J. 
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partition of Y. In this case the non-empty ones among these collections form 

a parallelism on (Y,EY) where EY = {EIE EE and E c Y}. 

lin geometrical terms: Y is a subspace of X when for y E Y and E c Y the 

unique line F containing y and parallel to Eis contained entirely within 

Y. J 
Now let (X,E) = Kk. By theorem 1 (corollary) a parallelism exists iff kin. 

n 
Let Y be a proper subspace, and IYI = m. As P.J. CAMERON showed, m S ½n (for: 

,m-1 n-m m-1 
the \k_1) colours used to colour Pk{Y) colour k (k_1) k-subsets of X\Y, 

n-m m-1 n-m m-1 n-m-1 
so that k (k_ 1) S ( k ), hence (k_ 1) S ( k-l ) and consequently ms n-m). 

Conversely it seems to be true that 2IYi S lxl and lxl = IYI = 0 (mod k) 

suffices to guarantee the existence of a parallelism on (the k-subsets of) 

X with subspace Y. Zs. BARANYAI & A.E. BROUWER proved this fork S 3 and 

fork arbitrary, n ~ mk or min. In case min there even exists a parallelism 

on X with!!. disjoint subspace of size m. 
m 

EXERCISE 5. [R.M. WILSON]. Show that fork= 2 the existence of a parallelism 

on Kn with a subparallelism on Km for n ~ 2m is equivalent to the fact (proved 

by A.B. CRUSE) that any symmetric Latin square of order m can be embedded. in 

a symmetric Latin square of order n iff n ~ 2m. 

3.6. Baranyai's method 

Baranyai (see BARANYAI [3],[4],[5] and BROUWER [5]) proved a large 

number of very general theorems (sometimes so general as to be unintelligi­

ble) all to the effect that if certain matrices exist then hypergraphs exist 

of which the valency pattern and cardinalities are described by those matri­

ces. A first example is 

s 
THEOREM 9. Let lxl n, H = (X,E) where E = i~l Pki(X) (the ki not necessary-

sxt matrix with nonnegative entries such ly different). Let A = (A .. ) be a 
t l.J 

( n) holds. [For k < 0 or k > n we read 
ki 

that for its row sums jfl aij 
n 

(k) = O. J 

Then there exist hypergraphs H .. 
l.J 

(i) IEijl = aij, 
t 

(ii) pk· (X) = ~ E .. (1 s i s 
l. j=1 l.J 

s 
s), 

(iii) (X, ~ E . . ) is almost regular 
l.J i=1 

such that 

(1 s j s t). 
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Note that fork = ••• = k = k this implies theorem 2. If l is an integer, 
1 s 

let l Rj d (and d Rj l) denote that either l = LdJ or l = rcn holds. 

LEMMA 1 • For integral A we have 

A A- rA/n7 and r A 7 ·= r A- LA/nJ 7 
L n _J = L n-1 _J n n-1 

LEMMA 2. B = (X,E) is almost regular iff for some (and then each) a EX 

we have that BX\{a} is almost regular and d8 (a) Rj¼ E~E IEI. 

LEMMA 3. Let (Eij) be a matrix with real entries. Then there exists a 

matrix (eij) with integral entries such that 

for all i,j, 

(ii) f eij Rj f Eij for all j, 

(iii) ; eij RjEE.j for all i, 
J j l. 

(iv) E e .. Rj E Eij • i,j l.J i,j 

PROOF. Fulkerson's integrity theorem in networks: if we have integral upper 

and lower bounds on the flows in the edges of a network, and there is a real 

flow, then there is an integer flow. D 

Proof of theorem 9. By induction on n lxl. If n = 0 the theorem is true. 

The induction step consists of one application of lemma 3. We may suppose 
ki 

that for is s we have Os k. s n. Let E.j = - ai'' the average degree of 

the hypergraph (X, E . . ) we 
l.J 

We find positive integers 
1 

J: e. . Rj - E ki aiJ' • i l.J n j 

l. i n J 
want to construct. 

. n-1 
eij with 5 eij = (ki-1), ; (aij-eij) 

Let a EX and apply the induction hypothesis to X' = x\{a} withs'= 2s, 

t' = t, k1 = ki, ki+s = ki -1 (1 sis s), aij = aij - eij' a(i+s)j = eij" 

[That this is the proper thing to do is seen by reasoning backward: when 

we have Eij and then remove the point a, Eij is split up into the class of 

edges that remain of size ki and the class of edges that have now size ki-1. 

The latter class has cardinality E .. on the average.] 
l.J 

By the induction hypothesis we find hypergraphs Fij and Gij such that 

I Fij I 

2 Fij 
j 

IGijl 

2 Gij 
j 

Pk.-1 (X) 
l. 
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L (F .. + G .. ) is almost regular. 
i 1.J l.J 

Defining E .. = F .. u {Gu{a} I GE G .. } we are done. D 
l.J 1.J 1.J 

Sketch of the proof of theorem 8. 

(i) the 'only if' part rests on estimates of (sums of) binomial coefficients. 

(ii) 

E.g. if n > 3k and n t O or -1 (mod k) then a parallelism cannot exist 

since each parallel class (color) must contain at least one edge of size 

(n.) n-1) at most k-2 but i:: 1. < (k-l , so that there are not enough small 
i:Sk-2 

sets. 

The I if' part follows from theorem 9: Let I:, = 
-k 

of K • If there exists a I:, X k matrix D 
n 

(i) D has nonnegative integral entries 
k 

(ii) i:: d .. j = n for all i $ I:, 
j=l l.J 

I:, 
(1:°) (iii) i:: d .. for all j $ k 

i=l l.J J 

then Kk has parallelism. (Pf: exercise). 
n 

such 

i:: 
i:Sk 

that 

(~-l) be the degree 
i-1 

It turns out that in all cases a suitable matrix D can be found (or 

at least: can be proved to exist). D 

A more general multipartite version (see BROUWER US] for the regular case, 

BARANYAI [SJ for the almost regular case) is: 

THEOREM 10. Let n 1 , .•• ,nr be positive integers, and let K = (kt,)t< "< be 
J -r,J-S 

a matrix of integers, where OS ktj S nt (t Sr). Let Q = {Q1 , ••• ,Qp} be .a 

partition of {1,2, ••. ,s}, and suppose that 

for all is p and all integer vectors (k1 ,k2 ,· •.. ,kr). 

Then there exist 0-1 matrices (et'l)t< "< l< such that 
J -r,J-s, -nt 

nt 
(i) 

l:1 etjl = ktj for all t,j. 

(ii) the vectors (et'l)t< l< are different for j E Qi 
J -r, -nt 

r 
TT 

i=l 

(iii) the matrices (et•h) h< "< are almost regular for all t, 
J,(, ,l..:>nt,J-S 

s s 
that is, I _i:: et·l- _i:: et·l• I s 1 for l,l' s nt. 

]=1 J J=1 J 



Even more general, let for each ta forest hypergraph Ft on the set 

{1,2, ••. ,s} be given (i.e., a hypergraph such any two of its edges are 

disjoint or comparable). Then we may also require that all matrices 

(et,nln< . are almost regular, for all FE Ft, t ~ r. 
J~ ~-nt 1 JEF 

The proof is similar to that of theorem 9, (Use induction on r.) 
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The results about the existence of parallelisms with subspaces of a given 

size follow as corollaries of this theorem. 
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4. PARTITIONING INTO INTERSECTING FAMILIES 

Let n and k be natural numbers such that n ~ 2k, and let X be an n-set. Call 

a subset f of <pk(X) a clique if any two elements of p intersect. This section 

is occupied with the question of determining the minimal number of cliques 

needed to cover "Pk(X), and with related questions. 

As said in the introduction,the minimal number of cliques to cover 'Pk(X) must be 

at least rn/kl and at most n-2k+2. KNESER's conjecture [541 (1955) states 

that n-2k+2 indeed is the minimal number. This problem can be visualized by 

considering the Kneser-graph K(n,k) (cf. the introduction): Kneser conjectured 

that the chromatic number X (K(n,k)) of K(n,k) is equal to n-2k+2. 

Fork= 1 or 2,Kneser's conjecture is easy to prove; GAREY & JOHNSON [39] proved 

the conjecture fork= 3. In 1977 LOVASZ [56] was able to prove Kneser's con­

jecture for general k, using algebraic topology and Borsuk's antipodal theorem; 

also in 1977 BARANY [2] showed that Kneser's conjecture immediately follows 

from Borsuk's theorem and a theorem of Gale from 1956. Below we give Barany's 

proof method. First we give the two ingredients of the proof. 

Let sd be the d-dimensional sphere, i.e. Sd={xi.lRd+ll \\xii = 1}. BORSUK's 

antipodal theorem r14) says that if Sd is covered with d+l closed subsets, 

then one of these subsets contains two antipodal points (for a proof see 

DUGUNDJI [24] ). Simple topological arguments show that we may replace in 

Borsuk's theorem "closed" by "open". [Borsuk's theorem is also equivalent to: 

for each t:) 0, the chromatic number of the Borsuk-graph B (d, E} is at least 

d+2, where the Borsuk-graph B(d,f.} has vertex-set Sd, two vertices being 

adjacent iff their euclidean distance is at least 2-f (in fact (B(d,()) 

d+2 if £ is small enough) .] 

GAL ' th [38;i h t h 2k d . . d h h E ·s eorem 'J states ta one can c oose + points on S sue tat 

each open hemisphere contains at least k of these points. PETTY [60] (cf. 

SCHRIJVER [61] ) found that one can take for these points the points 

w. 
1 

E sd, where 

V. 
1 and 

Uv i II' 
v. 

1 
( l) i(.O .1 .d) .,d+l, 

- l. ,1. , ••• ,1. € tn. 

for i = 1,2,3, ... (The proof consists of showing that for each non-zero 

real polynomial p(x) of degree at most d there exist n distinct natural 

numbers i between 1 and 2k+d such that (-l)ip(i)) O, which is not hard.) 
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We now prove Lovasz' Kneser-theorem with Barany's method. 

THEOREM 1 (LOVAsz[s6] ) . The minimal number of cliques needed to cover 'Pk(X) 

is equal to n-2k+2. 

PROOF. Let d = n-2k. Suppose we could divide ~k(X) into n-2k+l = d+l cliques, 

say f1 , ... , fd+, We may assume that Xis embedded onto Sd such that any 

open hemisphere of Sd contains at least k points of X (Gale's theorem). Define 

the open subsets u 1, ••. ,ud+l of sd by 

U i = { x e Sd J the open hemisphere with centre x contains a k-subset. 

of x which is an element of f i}. 

d So S = u 1 U ••• U Ud+l' hence, by Borsuk's theorem, one of the sets, say Ui, 

contains two antipodal points. But these antipodal points are the centres of 

disjoint open hemispheres, each containing a k-subset in ~i. These k-sets 

are necessarily disjoint, contradicting the fact that fi is a clique. Q 

Using Barany's method SCHRIJVER [61] showed that the set of all stable k-sub­

sets of a circuit with n vertices (a subset is stable if it contains no two 

neighbours) constitutes a minimal subcollection of'?k(X) which cannot be 

divided into n-2k+l cliques (identifying X with the set of vertices of the 

circuit); in other words, the subgraph of K(n,k) induced by the stable subsets 

is p-2k+2)-vertex-critical. 

An interesting extension of Kneser's conjecture was raised by STAHL [63]. 
Define for each graph G and for each natural number l the (-chromatic number 

~e (G) is the minimal number of colours needed to give each vertex 

of Ge colours such that no colour occurs at two adjacent vertices 

simultaneously. 

Otherwise stated, it (G) is the minimal number of stable subsets of the vertex 

set of G such that each vertex occurs in at least l of them. 

First observe that de (G) ~ n if and only if 
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where the (ad hoc) notation G ~H stands for: there is a function ~ from 

the vertex set V(G) of G into the vertex set V(H) of H such that if v and w 

are adjacent vertices of G then ~(v) and ~(w) are adjacent in H (in particular, 

f (v) t- <p(w)) • 

Stahl showed that 

K(n,k)---+ K(n-2,k-1), 

for each n and k, from which it follows that for any graph G 

(+) 

(Stahl showed K(n,k)~K(n-2,k-1) as follows. Assume K(n,k) (K(n-2,k-1), 

respectively) has vertices all k-subsets ((k-1)-subsets, respectively) of 

{1, •.. ,nt ( f1, ..• ,n-2}, respectively). Now define 

{ i€{1, •.. ,n-2} l j€A for i(j~n, 

or i b A and j e A for some j ; i} , 

for all k-subsets A of { 1 , ... , n} . Then ~ satisfies the required properties. ) 

Since 6i (K(n,k)) = n-2k+2 (Kneser's conjecture) and ~k(K(n,k) = n (since, 

by the Erdos-Ko-Rado theore~ each colour class contains at most (n-l) ver-
k-1 

tices), it follows from (+) that, for 1 ~ l, k, 

~e (K(n,k)) n-2k+2l. 

Stahl conjectures that, in general, 

(++) ~e (K(n,k)) = i1 (n-2k) + 2l. 

Again by using the Erdos-Ko-Rado theorem one derived validity of(++) if 

l is a multiple of k. By (+) the right hand side of (++) indeed is an 

upper bound for ~e (K(n,k)). Also by(+) it is sufficient to show(++) 

for t = 1 (mod k) . 
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Stahl proved(++) in case n = 2k or n = 2k+1 (cf. also GELLER & STAHL [4oJ ); 
moreover GAREY & JOHNSON [39] proved(++) fork= 3,l = 4. 

Also some asymptotic results were obtained. Stahl showed that if l is large 

with respect ton and k then lt+k(K(n,k)) = n + al(K(n,k)), so for fixed n and 

k we have to prove (++) only for a finite number of l. CHVATAL, GAREY & JOHNSON 

[21) showed (using Hilton & Milner's result of section 2.2) that if n is large 

with respect to k then Ok+l (K(n,k)) = bk+l (K(n-1,k)) + 2, so for fixed k 

and l = k+l it is sufficient to prove (++) only for a finite number of n. 
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WILSON'S THEORY AND PACKING AND COVERING 

by 

A.E. Brouwer 

1. WILSON'S EXISTENCE THEORY FOR PAIRWISE BALANCED DESIGNS 

A balanced incowl~te block design (BIBD) with parameters b,v,r,k,). (also 

called a 2-(v,k,A) or an S,\(2,k,v) or a B(k,A;v)) is a collection;j3of 

k-subsets (called blocks) of a given v-set X such that any pair of points 

in Xis contained in precisely A blocks. The parameters band r denote the 

number of blocks and the number of blocks through a given point, respectively. 

Simple counting arguments show that bk= vr and r(k-1) = A(v-1), so that 

A(v-1) .=: 0 (mod k-1) and Av(v-1) = 0 (mod k(k-1)). 

WILSON proved that, conversely, given k and A there is a v 0 such that if 

v ~ v 0 and A(v-1) -= 0 (mod k-1) and Av(v-1) = 0 (mod k(k-1)) then there 

exists a 2-(v,k,A) design. That is, the trivially necessary conditions are 

asymptotically sufficient. The proof goes in two steps: first use cyclotomy 

in finite fields in order to find at least one (or a few) designs with given 

blocksize k, next use recursive constructions (due to HANAN! and WILSON) to 

produce designs for all sufficiently large v. The techniques used are much 

more generally applicable: many problems involving some condition on pairs 

of points have been solved (at least for v sufficiently large, but often even 

for all v) in this way. (Examples are the decomposition of complete graphs 

into graphs isomorphic to a given one, construction of Whist tournament tables, 

construction of resolvable or group divisible designs, designs with prescribed 

substructures, maximal packing (with blocks without common pairs), minimal 

covering (of all pairs by blocks) etc.) 

For triplewise balanced designs some recursive constructions are known, but 

often it is not even possible to show the existence of a single design with a 

given blocksize. (E.g., no S(3,7,v) is known.) 

In this section we give a complete proof of Wilson's existence theorems for 

block designs - selfcontained except for the use of the theorem of CHOWLA, 
If 

ERDOS & STRAUS on the asymptotic existence of transversal designs. 

The larger part of this section is taken from notes of a series of lectures 

given by R.M. Wilson in spring '77 at the Technological University in Eindhoven. 
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1.1 Construction of at least one example 

Let B(k) be the set of all v for which an S(2,k,v) = B(k,1;v) exists. 

THEOREM 1 B(k) contains all sufficient1}r large p_r_ime PQ_w:ers q with 

q _ 1 (mod k(k-1)). 

PROOF Let q mt+1 be a prime power, where m =(~)(and tis even). 

The cyclic group If' 11 has a unique subgroup c 0 of index m (namely, 

c 0 = { x e F; I xt = q 1 IJ. Its cosets c 0 , c 1 , •• ,. , Cm-l are called cyclotomic 

classes of index m. Suppose we can find a block B = fa1 , •.• ,aklc1Fq such 

that them differences aj-ai (i< j) form a system of representatives for 

the cyclotomic classes of ind.ex m, then (IF ,1,) will be an S(2,k,q) design 

if we let B = f t4BHI )/1=1, f,/1£/F \ • q 

(Check: we have qt/2 blocks, ea~h covering (~) m pairs so that 

qmt/2 =(i) pairs have been covered. This is the correct number, 

so it is enough to verify that each pair is covered at least once. 

But {x,yf is covered by f:B+J) iff "!:.._(y-x)/f! occurs among the 

differences a.-a. in B. Since +u takes all values in c 0 this is OK.) 
J 1 -L 

(Example: let k = 3, v = 19 = 3.6+1, m = 3, t = 6. 

co f1, 8, 7,-1,-8,-7}, 

c 1 {2,-3,-5,-2, 3, 5}, 

c 2 {4,-6, 9,-4, 6,-9{. 

The block B = fo,1,6~ has differences 1,5,6, hence the 57 blocks 

fi,i+1,i+6!, fi,i+7,i+4f, fi,i-8,i+9; (i=0,1, •.• ,18) 

form a Steiner triple system on 19 points. 

Note that this construction is in some sense a dual of the well known 

construction for Steiner triple systems on q 3t + 1 points (with q a 

prime power): there one takes J3 = f t:B+JJ}e#O, f! 1 /1!1F'q where B = f1,a,a2} 

with a 3 = 1, a 'I 1. In the former case the multipliers form a group, in the 

latter case the base block is a group.) 

It remains to show the existence of a suitable base block B for sufficiently 

large q, but this is a consequence of the following theorem. 
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THEOREM 2 Let q =mt+ 1 be.§. prime power. If q ~ q0 (k,m) then there 1:~ists 

.9- k-tuple (a1 ,a2 , ••• ,ak) ~ Fqk such that the(~) differences aj-ai (i<.j) 

~elo_119 t~ any prespecifie.d cyclotomic classes of index m. 

PROOF Induction on k. Given a 1 , ••. ,¾ € IF let E. . (a1 , •.. ,¾) 
q J.11" •• ,ik 

(0 (i. fm-1) denote the number of x £ IF such that x-a. EC. (1 ~j fk}. 
J q J J.j 

Given!,= (i 1, .•. ik) we need the existence of at least one sequence 

~ = (a1, ... ,¾) with correct internal differences such that Ei (~)) 0. 

To this end we do some statistics on the list of all 

N = q(k)mk = q(q-1) •.. (q-k+l)mk 

numbers E. (a). For their average we find easily 

(1) /-=-N-l~E. (a) = N-lq(k+l) (q-k)/mk, 
L J. -

and for the variance 
-1, 2 < k (2) V = N L._(Ei(~) - A) (q-k)/m. 

(For: If x,y €-IFq, xjy then the number of c ~ Fq such that x-c and y-c 

are in the same cyclotomic class of index mis (q-1)/m - 1 because 

x-c and y-c are in the same Ci iff 

x-c x-y - = 1 + t c0\ {l! . y-c y-c 

Hence 

~E.(a)(E.(a) - 1) = 
L i - i -- -

=I/ { (x,y)/ xt-y and \r'j: 
~ 

L_ ( (q-l~/m-1) .k! 

x,y 
xt-y 

so that 

x-a. is in the same cyclotomic class 
J 

as y-aj 1 l = 

q(q-1) (q:1 - 1) (k), 

V = N-l'E. (a) (E. (a) - 1) + A - A2 < A. ) Li- i-
Since A> 0, some sequence~ can be extended with a (k+l) st element. But 

we want to extend a sequence a with prescribed inner differences. So let 

71Jk be the collection of all k-sequences of distinct field elements such 

that the differences are were they should be. Let Mk =jlJ!k/. Then M1 = q, 

M = 
2 

q(q-1)/m and as we 
k 

M (k)/ (2) 
k ~ q m • 

shall see below 
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We apply the following lemma: 

LEMMA Let c 1 , ... , cN ):>_e :r~~l n\Jlllf)_ers w:i._th_ ay§L~ A and variance V. '):'he_n fQ.r 

m ~ N Ws! have l<c 1+ ••. +cin) - mAj 2 ~ m(N-m)V. 

PROOF W.l.o.g. A=O. Now V = N-l~c. 2 = N-l Lc. 2 
. iEN i i~m i 

1 , 2 
+ N(N-m) ( ~ ci) · 

i,m 

-1 s:;:- 2 
+N £__C, 

i>m i 

D 
Observing that the numbers Ei {~) with ~{~)k are in the long list considered 

above, we find for Mk+l = -:r:._ Ei (~) : 
~~mk -

I q-k12 q-k · k k k k 
Mk+l - Mk.k < Mk(N-Mk)k< q.q m.q/m 

m m 

2k+l 
q 

Since by induction Mk is of order qk, and ~+l differs from q-:-~ by 
m k+l 

. k+l:i . q-k (k+l) ( ) 
something of order at most q it follows that ~+l ~ k"l\ ,.._, q /m 2 , 

completing the induction. In particular Mk> 0 for q sui:hciently large. DO 

1.2 CONSTRUCTION OF AN EXAMPLE IN EACH ADMISSABLE RESIDUE CLASS 

In the previous section we saw that there exist designs S(2,k,v) for certain 

v = 1 (mod k(k-1)). Now, given some v0 with v 0-1 = O (mod k-1) and 

v 0 (v0-1) = 0 (mod k(k-1)) we want to construct an S(2,k,v) for some v with 

v = Vo (mod k(k-1)). 

The construction goes in two steps: first we construct an S~(2,k,u) 

(probably with repeated blocks) using linear algebra, and then unfold it 

to obtain a design with A= 1 (and hence without repeated blocks). 

THEOREM 3 If A~ ,X0 (v,k) and A(v-1) = 0 (mod k-1), Av(v-1) = 0 (mod k(k-1)) 

and v ~ k+2 then an S)I (2,k,v) (possibly with :i::epeat§9 J:i_:J,9_cj<s) exis_:t_s_. 

PROOF Let A be the incidence matrix of pairs and k-sets (incidence= 

inclusion), i.e., the (;)~(~) matrix with aP,K = 1 if PcK, 0 otherwise. 

An S~(2,k,v) with repeated blocks allowed is nothing but a vectors of 

length (~) and nonnegative integer entries such that As= Ai where i is 
V 

the all one vector of appropriate length (here (2)). 
v-2 

Since A(~+il =A~+ (k_2li we can find an~ with nonnegative entries from 

an arbitrary one by adding a constant solution. (This yields solutions with 

~+cA1 with ). 1 =(~=~)and c ~ c(A). The theorem follows if we take 

).0 = maxf A+c(Al\).\<\, A(v-1):0 (mod k-1), Av<v-1).=0 (mod k(k-1)) .) 
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So it suffices to find an arbitrary integer solution to As= _;j_. 

But it is well known that an equation A~=~ (where the entries of A and b 

are integers) has an integral solution~ iff for all rational vectors x_ 

such that Vj:L,_yia .. I{ 'Z we have ry.b. E z (see e.g. Van der Waerden, 
1) · 1 1 

Moderne Algebra II (1940) Section 108, Aufgabe 5). 

So, let x_ be a vector such that for all k-sets K we haver ypap = 0 (mod 1). 
p ,K 

Let L be a (k-2)-set, and i,j,p,q four distinct points not in L. Then 

(writing y .. for Y J. .z): Y1.p 
1) 11, J; =f Yp(aP,Lvji,p\- aP,Lv/i,q\-

Hence for suitable rational z. 
1 

yij = z. + 
1 

z. 
J 

(mod 1) • 

- yiq - yjp + yjq = 
a L 1· \ + ap , . i) P, v J,p1 ,Lv/),q( 

(i { v) : 

(For: if the rotation of a vect:or field is zero, there 
solve y = z + z q' Ypr = z + z r' yqr z + z r' ypi pq p p q 

=- 0 (mod 1). 

is a potential; 
z + z. p 1 

or: 

for p,q,r fixed and for all ifp. Now yqi = ypi + yqj - ypj ==- zq + zi(mod 1) 

and yij ~ ypi + yqj - ypq ~ zi + zj (mod 1). ) 

Next, let M be a (k-1)-set, and i,j two points not in M. Then 

'.tk-l)z. - (k-l)z. = ~ Yp - ~ Yp = 
1 J i1aPeMv{i} j.:PcMvfjl 

= f Yp(aP,Mujii"- aP,Mu/j?) -=- 0 (mod 1). 

Finally, let K beak-set. Then 

k (k-1) z = L y = Ly a -= 0 (mod 1 ) . 
o PcK p p p P,K 

But now 

~ Yp·A = ,,\(v-1),Lz . .:: A(v-l)vz0 ==. 0 (mod 1) 
p i 1 

since (k-1)/ ~(v-1) and k(k-1)/ Av(v-1). D 

REMARK The same proof applies tot-designs with arbitrary t: given t, k and v 

then a t-(v,k,A) always exists whenever A is large enough and satisfies the 

necessary congruences. 

Now given some design with large A, we unfold it to a Steiner system (A=l). 

THEOREM 4 If there exists a_g S.A(2,k,u), where A=q is 9' :e:i:-_:!:_me EQ_1tJ_er, i'l._!_lcl 

also an S(2,k,qd), the~ there exists a Steiner system S(2,k,uqd) if 

q) u+2 and d ~ (~). 
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PROOF Let (X,J3) be the given SA(2,k,u), and choose for each pair P 

an arbitrary bijection NP: iBI Pc B E53J-, IFq. 

Let V bead-dimensional vector space over IF . We construct a Steiner system 
q 

S(2,k,uqd) on the pointset' X%V as follows: 
d First of all cover all pairs within a stalk {i!•V (iEX), using an S(2,k,q) 

on each of the stalks. Next we have to cover the pairs {(i,x), (j ,y)J with 

if j. Let for each block Bf.B f: B ➔ V be some function, to be specified 
B 

later. Let for each point i Ea X Ti: V - V be some linear map. Finally, let 

H be the hyperplane H = f vEV / i:: vp = o} in V. 

Now, take for the new design all blocks 

{<i,z)/ ic.B and z = x + Ti(y) + fB(i)/ 

for x € V, y ~ H, BE .B. Note that this is the correct number of blocks: 

given i and j, there are q 2d pairs ~(i,x),(j,y)3, and the indicated blocks 
d d-1 cover q .q .q such pairs. 

Hence, in order for this to work, we have to choose fB and Ti in such a way 

that each pair f<i,x), (j ,y)} is covered at least once. But such a pair is 

covered iff f(i,0),(j,y-x)j is covered, i.e., we have to arrange that for 

given i and j the expression 

Tj(y) - Ti (y) + fB(j) - fB(i) 

takes all values in V. 

Since d ~ (~) we can coordinatize V in such a way that the set of coordinates 

contains the set 5)2 (X) of all pairs from X. (I.e., we write v = (vp)p E: V 

where P runs through all pairs in X and possibly some other values.) 

Define Ti for i e X by: 

Ti(y)P = Yp if P = fi,ji for some j G X, and Yp•°"i otherwise 

where tX is a primitive element of IF and we take for simplicity X = f 1,2, •.. ,u}. q 
Let p = fi,jI. Given z EV there is any G H with T. (y)-T. (y)=z iff zp = 0. 

J l. 

But if we then choose fB in such a way that (for P = i,j ) 

fB(i)p = 0 if i < j and Np (B) if i > j 

then also the P-coordinate takes all values. o· 
REMARK Wilson proved the above theorem using a somewhat more complicated 

construction, enabling him to replace "q ? u+2 an_d d ~ ( ~)" by "d ~ u2" 
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THEOREM 5 If v0 = l (mod k-1) and v0 (v0-1) ; 0 (mod k(k-1)) _then t_her~ exists 

for~ M ~ 1 ~Steiner§~~~~ S(2,k,v) wi:_th v: v 0 (mod Mk(k-1)). 

PROOF Without loss of generality let v0 9 k+2. Applying theorem 3 we find an 

Sq_"(2 ,k,v 0 ) where q is a prime power, q = 1 (mod Mk (k-1)). (Use Dirichlet's 

theorem.) Applying theorem 4 with d large enough, so that theorem 1 guarantees 

the existence of an S(2,k,qd) we find an S(2,k,v0qd). 

1.3 SOME RECURSIVE CONSTRUCTIONS 

Now that we have one example in each residue class, use recursive constructions 

to find designs for all sufficiently large v. The recursive constructions work 

on pairwise balanced designs (and produce pairwise balanced designs which 

sometimes turn out to be BIBDs) and are mostly due to HANANI. 

DEFINITION (X,~) is called a pairwise balanced design B(K,A;v) if v = /x/, 
any two points in X are covered by exactly ~ blocks B 6 J3 and B e E =1> /BI ~ K. 

B (K,A) is the set of all v for which a B (K,). ;v) exists. When A= 1 (as it 

usually will be) we suppress the A and write B(K;v) and B(K). If K = {kj we 

write B(k;v) and B(k). 

DEFINITION (X,)5,,~) is called a grou_p_ divisible gesign GD(K,A,M;v) if 

(X,TiuA~) is a B(KuM,A;v) and~ is a partition of X, where the elements of 

(called blockE.) have sizes in K and the elements of ~ (called group_~) have 

sizes in M. (Or, in other words,~ is a partition of X into sets called groups, 

with sizes in M, and any pair of points not contained in a group is covered 

exactly A times by blocks from J3, where these blocks have sizes in K.) 

Again we drop A if it is 1 and write k,m instead of fk) and fml. 

Let¾= fr)r(k-1)+1 E B(kl} (all replication numbers r occurring in designs 

B(k;v)). 

HANANI'S LEMMA B(¾) = ¾· 

PROOF Let u E B(¾l, so that an (U,J)) exists with /u/ = u andJ3 has blocksizes 

in¾· Let I= Ik-l be a set of cardinality k-1, and let"' be a point not in 

U•I. Construct a B(k; u(k-1)+1) on the set U•I ufoa/ by taking 

the blocks of a B(k; /B/.(k-1)+1) on the set B,Iv)oo/ for each 

block B ,dl,. If we take care that each of the B(k; /B/.(k-1)+1) 

contains the blocks fb~xI ufooJ for b € B, and we take these 

blocks only once, we find the desired design, proving that 

u € ¾· The inclusion¾ c B(¾l is obvious. 0 
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REMARK Clearly B (B (K)) B(K) for any set K of blocksizes. 

DEFINITION A transversal design T(t;v) is a set of v 2 transversals (of size t) 

of a collection oft disjoint v-sets such that every pair of points from two 

different v-sets is covered exactly once. (The v-sets are called the groups of 

this design. - This corresponds to the usage for group divisible designs, since 

a T(t;v) is nothing but a GD(t,v;tv).) 

It is not difficult to see that a T(3;v) is the same as a Latin square of 

order v, and more generally, that a T(t;v) corresponds to a set of t-2 mutually 

orthogonal Latin squares of order v. CHOWLA, ERDOS & STRAUS proved (by pure 

number theory, using constructions of BOSE, PARKER & SHRIKHANDE) that a T(t;v) 

exists for all v) n(t). (On the other hand it is easy to see that a T(t;v) 

cannot exist for v < t-1, and that the case v = t-1 corresponds to a projective 

plane of order v.) The best estimate known today is WILSON's n(t) ~ t 17 . 

(For small values oft we have: n(3) = 0, n(4) = 6, n(5) ~ 14, n(6) ~ 52, 

n(7) ~ 62, n(B) ~ 90, n(9) ( 4298, n(31) ~ 34115553.) 

Using the existence of transversal designs it is possible to find an r > 0 

such that r,r+1 € Rk: 

Take v G B(k) with v sufficiently large so that a T(k;u) exists for u ~ v-1. 

Then first of all vk ~ B(k): take a T(k;v) and put a 

B(k;v) on each of its groups. 

Secondly (v-1)k+1 ~ B(k): take a T(k;v-1) and for each 

of its groups G put a B(k;v) on Guf.,,f. 
vk-1 (v-1)k. 

The replication numbers k-l and~ indeed differ by 1. 

LEMMA If r,r+1,s,t ~ ~, s ~ t and s) n(r+1) (i.e., s € T(r+1)), then rs+t € ~­

PROOF Removing s-t points from a group of T(r+1;s) yields a pairwise balanced 

design B( s,t,r,r+1 ; rs+t). Now use Hanani's lemma. 0 

/ LEMMA If Risa set of natural numbers such that 0,1,r 

~ '- (r t - rs+t 

R 

R R, s 

J then R contains all sufficiently lar~~ integers n = 0 or 1 

(mod r). 

PROOF (i) All polynomials in r with coefficients in {0,1) are in R. 

(ii) R contains all 
k+2 k 2 

r +akr + .•. + a 2r +a1r+a0 

where O ~ ai ~ i+1. 
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r-1 r 3+1 
(iii) R contains all multiples n of r with n i r 

(For: 
k+2 r-1 

n bk+2r + ..• + br_1r 

k+2 2 k r-1 
r + ((bk+2 - l)r + bk+lr + bk)r + •.• + br-lr 

3 2 3 
where O {bi< r, bk+2 ) 1, k ~ r -1 and (bk+2-l)r +bk+lr+bk fr.) 

(iv) Now it suffices to show that R contains representatives of the congruence 
k-1 

classes (mod r.r ) which are= 0 or 1 (mod r). But obviously the coefficient 

c. of ri can take all values (except when i = 0) since 
1 i-1 i 

r.( .•. +r + ••• )+( .•. +c.r + ... 
1 

••• + (c.+1)ri + ... 
1 

□ 
REMARK If moreover a GR then R contains all sufficiently large integers 

n =- a (mod r) . 

We can now prove the existence theorem for BIBDs with A= 1. 

THEOREM 6 B(k) contains all sufficienly large integers v with v-1 _ 0 (k-1) 

a.n~ v(v-1) = 0 (mod k(k-1)). 

PROOF Since v-1 = 0 (mod k-1) we can write v = r(k-1)+1, and we have to 

prove that¾ contains all sufficiently large integers r with r(r-1) = 0 (mod k). 

Let r 0 G ¾ such that (r0+1) €¾·If t ~-¾ then by the previous lemma¾ 

contains all sufficiently larger with r = t (mod r 0 ). Since we may take r 0 

such that klr0 (indeed, we found r 0 = k.~=~) it suffices to show for each r 1 

such that r 1 (r 1-1) = 0 (mod k) the existence of an r f Rk with r =. r 1 (mod r 0 ), 

that is, for each v 1 such that v 1-1 = 0 (mod k-1) and v 1 (v1-1) _ 0 (mod k(k-1)) 

the existence of av€ B(k) with v E v 1 (mod r 0 (k-1)). But such av is provided 

by theorem 5. 

More generally we have for pairwise balanced designs and general A: 
THEOREM 7 B(K,Al contains all sufficiently large intege~~- v with 

A(v-1) = 0 (mod ~(K)) and Av(v-1) = 0 (mod ~(K)), 

where 11<(K) = g.c.d.jk-1/k 6 Kj and ~(K) g.c.d.fk(k-1)/ k E KJ-

Again this follows from the existence of some special designs and 

THEOREM 8 If K = B(K) then K ~ eventually periodic with periocl r (K) 

D 

(~.~-, if K intersects the. ~esid~6. class a (mod r(K)) then K contains almost 

all integers k = a (mod r(K))). 
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PROOF It suffices to show that, whenever 2 { k f K, 1 < v f B(k) and 

v ~ 1 (mod k(k-1)) then K is eventually periodic with period v-1. 

(For: the eventual periods form an ideal, and B(k) contains numbers v 1 and 

v2 congruent 1 (mod k(k-1)) such that g.c.d.(v1-1, v2-1) = k(k-1) by theorem 6.) 

Hence, fix such v and k. Let ff K. We wish to show that all large n z f (mod v-1) 

are in K. First of all we can find arbitrary large n f K with n = f (mod v-1) by 

taking n = f(t(v-1) + 1) for large t. (For: by theorem 6 we have t(v-1) + 1 € B(k) 

for large t; take t> n(f) so that TD(f; t(v-1)+1) exists and replace .the groups 

of this design by designs B(k; t(v-1)+1).) Hence we may suppose f to be large, 

e.g., f) n(v)+l. 
o c/-1 

J ) tr{ ~[ f ••a □□ a •-• xxxxoif 
?ti O 00 00 0 ~ 

} C>O 
B-e-&-0··0-0 
GEH;o eee 

t(1H) +/ 1- ;-, ..,.. 
From a TD(v;f) we get by removing one point a GD(K, {<f-1)* ,v-1}; vf-1) 

(the groups arise from the blocks and group that contained the removed point; 

the star in M = !<f-1)*,(v-1)} denotes that the corresponding groupsize occurs 

exactly once - all other groups having size v-1). 

Likewise from a TD(v; f-1) we get by removing one point, and adding one point 

at infinity (to each of the groups of the transversal design) a GD(K,M; vf-v). 

Using these group divisible designs as ingredients we can perform the following 

recursive construction: Let m) n(f+l) so that TD(f+l;m) exists. In this design 

replace each point x by a set Sx where the sets 

/sxl = f-1 for x in the top group, /sxl = 0 for 

group, and Is I = v-1 
X 

for all other points x. On 

Sx are mutually disjoint, 

all butt points in the second 

the pointset X = LJ S u f DOJ 
X 

(with /x/ = (f-l)vm + t(v-1) + 1) we construct a pairwise balanced design by 

replacing each block B from the transversal design by the blocks of a group 

divisible design GD(K,M;w) on the set B = U{s /x 1: B? constructed in such a 
X 5 _ 

(x EB) form its groups; (note that w = !B / = vf-1 or vf-v that the sets S 
X 

so that such a group divisible design exists;) next, for each group G of the 

way 

transversal design put a design B (K, g) on the set ; I.I J ""J = Ufsx Ix E Gr u f c:,ol 
(where g = /; / + 1 = (v-l)m + 1 or (v-l)t + 1 or (f-l)m + 1). 

For g = (v-1)m+1 or (v-l)t+l such designs certainly exist whenever m and tare 

sufficiently large; for g = (f-1)m+1 it suffices to require m = 1 (mod k(k-1)) 

and m sufficiently large (because f) n(v) ~ n(k) and m 6 B(k) implies 

(f-l)m e GD(k,f-1) and hence (f-1)m+1 e B(fk,fJ) c B(K)). (picture next page) 



• Do 

Thus we have shown: 

If m0 is sufficiently large, and m0 ~ t { m, m = 1 

(mod k(k-1)) then (f-l)vm + t(v-1) + 1 e K. 

Choosing values m = 1 (mod v-1) we see that all n = f 
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(mod v~l) with n ~ (f-l)v(m0+v(f-l))+m0 (v-l)+l are in K. D 

In order to prove theorem 7 we first observe that B(K,A) = B(B(Kj )) so that 

theorem 8 is applicable. Let us compute ~(B(K,A )) • 

Define 
~ ( k(k-1)/(A,k(k-l)) if this is even, 
l'O = /2k(k-1)/(A,k(k-1)) otherwise. 

Claim: rt=r(B(k,A)). 

For: v G. B(k,A) implies Av<v-1) = 0 (mod k(k-1)), i.e., 
k (k-1) 

v(v-1) = 0 (mod <X,k(k-l))). 

Also v(v-1) is even, so rolf(B(k,A)). Next we need the following generali­

zation of theorem 1: 

LEMMA B(k,A) contains all sufficientl~ large prime powers q with q = 1 

(mod k(k-1)/(A,k(k-l))). 

PROOF If ). 0 = (A,k(k-1)) then repeating the blocks of a B(k,).0 ;v) A;,\ 0 

times yields a B(k,A;v). Hence we assum~ that,\ /k(k-1). 

If A/(~) then write q = mt+l with m = (~) /A and t even, and apply theorem 2 

just as in the proof of theorem 1. If A,/'(~) then ).. is even, and writing 

q = mt+l with m = k(k-1)/A we may apply theorem 2 to find a base block 

B = (a1 ,a2 , ••. ,~) such that each cyclotomic class of index mis 

represented exactly A/2 times by the differences a.-a. (i<j). Using 
J l. 

multipliers p withl/ 1 we again find a B(k,,.\;q). (Distinguish the cases 

q even and q odd.) D 
Write(>= f,(B(k,t\)). Applying the lemma to a large prime p > ~ of the form 

p = (1,o<~o + l)x - i'o + 1 we find an x such that(?/ ro<(b + l)x - Po· 
In particular <p,(>0 + 1) = 1. Again applying the lemma we find a y such that 

0/{>Y + f>o· But this implies (>/[,0 , proving the claim. 

Now from o,0(>~~)) /r<B(K,A))/ g.c.d.~f,(B(/4)))/ kcK~ a,,,,,d 

c k(k-1> 1 ~ / r k(k-1> I C Kl = <K> 
g.c.d./(A,k(k-l))ik € K, g.c.d.1 <A,j)(K)) k J (.\,/\(K)) 

it is immediately seen that pCB(K,).)) ( t~)(K)) if this number is even, and 

twice this if it is odd. 
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Given f with A(f-1) = 0 (mod«(K)) and Af(f-1) = 0 (mod 0(K)) we shall find 

v with v = f (mod ~(B(K,A))) and v-1 = 0 (modt'.{(K)), v(v-1) ;ca. 0 (mod f3(K)). 

This will show that if theorem 7 is true for A=l, it is true for general A. 
(For: B(K,A) c B(K,1) .) 

Write a = <X(K), b = ~(K), c = b/a. Note that (a,c) = 1. If pe // ( X~c) for some 

prime p, then f = t (mod pe) with E = 0 or 1. Choose v such that v = 1 (mod a) 
d p p d 

and v = t (mod p) for all p dividing c, where dis defined by p /I c. 
p 

Clearly v-1 =::. 0 (mod <X(K)) and v (v-1) = 0 (mod (J(K)) and A<v-f) = 0 (mo_d /HK)) . 

If ~(B(K,))) = 2b/(b,A) and v.t f (mod 2b/(b,~)) then v' = v + c0ax satisfies 

all conditions if 2d// c, c 0 = c/2d, x a solution of c 0ax = 1-2v (mod 2d). 

(Note that in this case a is odd.) 

So we are now reduced to proving theorem 7 for A=l. Again use the same trick: 

Given f with f-1 = 0 (mod ~(K)) and f(f-1) = 0 (mod ~(K)) we shall find k E B(K) 

and v with v = f (mod ~(K)), v-1 = 0 (mod k-1), v(v-1) = 0 (mod k(k-1)). 

Using theorems 6 and 8 (and the fact that f(B(K,1)) = f(K)) this will complete 

the proof of theorem 7. 

Choose a finite K0 c K with ~(K0 ) = ~(Kl and ~(K0 ) = />(K). Again write a= --<(K), 

b = ~(Kl, c = b/a. Let k-= TJ{k0 /k0 c K0 l (mod t3(K0 )) and k sufficiently large 

so that k E B(KO) c. B(K). (If k',k" € KO and k" > n(k') then k'.k" E B(K0 ), 

using a transversal design.) This k satisfies k = 1 (mod a) and k = 0 (mod c). 

If pel/c then f = E (mod pe) with [ = 0 or 1. Choose v such that v = 1 (mod k-1) 
p p 

and v = E (mod pd) for all p dividing k, where pd//k. This v satisfies all 
p 

conditions. 0 
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2. PACKING AND COVERING 

Let O ~ t ~ k ~ v, and define 

D(t,k,v) = max [/J.31 / .13c~ (v) and no two elements ofJ3 have t 

and 
points in common 1, 

C(t,k,v) = minf/.B//J3c}1k(v) and each T~f\<v) is contained 

in some B € Bf. 
The problems of determining C(t,k,v) and D(t,k,v) (C for 'cover' and D for 

'disjoint') are called the problem of covering resp. packing t-sets with k-sets. 

Trivially we have 

(1) 

(2) 

(3) 

(4) 

D(O,k,v) 

D(1,k,v) 

D(k,k,v) 

D(t,v,v) 

C(O,k,v) = 1, 
V k , C(l,k,v) 

L J V 
C (k,k,v) (k), 

C(t,v,v) 1. 

Also, if an S(t,k,v) exists, then 

rv 7 
k 

, 

(5) D(t,k,v) = C(t,k,v) = S(t,k,v) 
v k 

while D(t,k,v) ~ (t)/(t)-2 and C(t,k,v) 

but no S(t,k,v) exists. (Problem: improve these bounds.) 

(Generalizing the packing and covering problems, we may look for CA(t,k,v) and 

DA(t,k,v), the minimum resp. maximum number of k-subsets of av-set such that 

each t-subset is covered at least resp. at most A times. Obviously CA(t,k,v) 

= DA(t,k,v) iff a t-(v,k,A) exists. In the sequel we shall mainly be concerned 

with the case .A = 1 • ) 

A disguised form of the packing problem is the coding problem for constant weight 

codes, where one tries to find large collections of binary vectors of given 

length and weight(= number of ones) and minimal mutual distance (= number of 

places where two vectors differ). Defining A(n,d,w) to be the maximum number 

of codewords in a binary code of length n, constant weight wand minimum distance 

d, we have A(n,d,w) = D(w+l-½d, w, n), or, equivalently, D(t,k,v) = A(v,2(k+1-t) ,k). 

This enables us to use the known bounds 6n the size of constant weight codes: 

(6) D(t,k,v) D(v-2k+t,v-k,v). 

(Note that something like this does not hold for coverings; by complementation 

we get Turan numbers from covering numbers.) 

If a 2k,2k Hadamard matrix exists (and k is even) then 

(7) D(½k+1,k,2k) = 4k-2, D(½k,k-1,½k-1) = 2k-1, D(½k,k-1,½k-2) k. 

The bounds ( 8) - (11) are due to JOHNSON [ 13]. 
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If D(t,k,v) = d and kd = vq+r, 0 ~ r (v then 

(8) vq(q-1) + 2qr ~ (t-l)d(d-1). 

Corollary: 

(9 ) ~ (k+l-t)v = (k+l-t)v , 
D(t,k,v) ~l,i ) ( ) 

u.k+l-t v-k v-k!_J I k2 _ (t-l) j 
provided the denominator is positive. t...:: v 

V 
(10) D(t,k,v) ~ k.D(t-1,k-1,v-1:J (v ~ k > 0), 

~v 
(11) D(t,k,v) ~ Lv-k"D(t,k,v-l)_J (v) k ~ 0). 

(Proof: Consider the derived and residual collections at a suitably cho~en point.) 

The smallest possible bound obtained by repeatedly applying (10) or (11) (and 

(1)-(4)) is called the Johnson bound JB(t,k,v). For large v it usually (always?) 

gives the true value of D(t,k,v) but for v< k 2/(t-1) the bound (8) is often 

·sharper. 
v v-1 v-s+l 

PROPOSITION 1 (Folklore) D(t,k,v) ~ k"k-l" "k-s+l "D(t-s,k-s,v-s) (s { k ~ v), 

and equality hold~ iff ~ optimal packing with parameters t,k,v is an s-(v,k,)l 

design (for some suitable 1\) • 

For coverings the analogue of ( 10) is due to Sch8nheim [2~] (but was in terms of 

Turan numbers already given by Katona, Nemetz & Simonovits[t$]): 
,fv 7 

(12) C(t,k,v) 7 k.C(t-1,k-1,v-1) 

and the analogue of the above proposition is true. 

The bound obtained by repeatedly applying (12) (and (1)-(4)) is called the 

Sch8nheim bound SB(t,k,v). Contrary to what seems to be the case for the Johnson 

bound, SB(t,k,v) does not always give the correct value of C(t,k,v) for large v. 

E.g., for v 13 (mod 20) we have C(2,5,v)) SB(2,5,v) as follows from 

k tf v k-i / v-i PROPOSITION 2 (Graver, Mills) Let () () and ( .) ( .) for 1 < i <, t. 
- t t -- t-:L t-i -- ' 

Then C(t,k,v) ~ fcvsB(t-1,k-1,v-1)+t)/k7 . 

It is not difficult to see that under the same conditions we have 

D(t,k,v) ~ ~vJB(t-1,k-1,v-1)-t)/kj. 

For t=2 and general )i Hanani gave 

PROPOSITION 3 Let t=2 and ,A(v-1) = 0 (mod k-1). _Then 

(i) if Av(v-1)/(k-1) = -1 (mod k) then 
- f)v(v-1)' 

C (2,k,v) ) k(k-l) + 1, 

and 

(ii) if Av(v-1)/(k-1) = 1 (mod k) !pen 
,,\v(v-1) 

D (2,k,v) ~ L k(k-l)j - 1. 



I know of no analogue to (11) •. A result connecting v and v+1 is 

PROPOSITION 4 C(t,k,v+1) ~ C(t,k,v) + C(t-1,k-1,v) 

and likewise for packings: 

D(t,k,v) ~ D(t,k,v-1) + D(t-1,k-1,v-1). 
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If an S(t,k,v) exists then we have equality in both cases (SCH~NHEIM[~]l; 

in fact the left hand sides equal SB(t,k,v+1) resp. JB(t,k,v) is this case. 

2.1 Results for large k 

In some other chapter of this book, a study is made of the Turan numbers T(n,k,1) 

'defined by 

T(n,k,1) =min1/.BJ/J3c~(X), fx/ =n,\/K~:Pk(X)3L/f/:LcK}. 

But obviously T(n,k,1) = C(v-k,v-1,v), i.e., the Turan problem and the covering 

problem are in fact equivalent. However, the fact that they are usually studied 

for given (small) values of k and 1 (resp. t and k) and arbitrary (large) v, 

gives them a very different flavour. A mixed version is obtained by fixing t 

(small), and taking k large w.r.t. v. (Of course k { v.) 

Some results in this direction are: 

If V = k then C(2,k,v) 1, 

if k < v 
3 C(2,k,v) ~r then 3, 

if t < V ff then C(2,k,v) 4, 

if t< V ~ ~ then C(2,k,v) 5, 

if~< V $' 2k then C(2,k,v) 6, 
7 if 2k <v ~ ~ then C(2,k,v) 7, unless 3v 

2.2 Results for small t and k 

By (1)-(4) _we may assume 2 ( t < k < v. 

2.2.1 t=2, k=3 

7k-1, in which case C(2,k,v) 

It has been shown by KIRKMAN [ 19 ] in the cases v .:a. 0, 1 , 2, 3 (mod 6) and by 

SCH~NHEIM[23] in the remaining cases that 
V v-1 

D(2,3,v) = JB(2,3,v) = L3 L 2 JJ- £, 

where E. = 1 for . v .= 5 (mod 6) and f = 0 otherwise . 

(This same result has been found by quite a few others, see e.g. GUY CJl 
SPENCERt ,d, SWIFT C-i.6 J. l 

8. 
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The covering result 
r V rv-171 

3 2 C(2,3,v) = SB(2,3,v) 

is due to FORT & HEDLUND [ 5 j. 
For arbitrary A we have 

v (v-1)A £ 
0~(2,3,v) =L3 --2--J.J - , 

where E. = 1 if both v =. ½+1 =- 2 (moq. 3) and A(v-1) =- 0 (mod 2), and [ = 0 

otherwise, and 

CA (2, 3 ,v) 

where E = 1 if both 

otherwise. 

V (v-1)~ c 3--2-- + c..., 

v .:: A = 2 (mod 3) and ~(v-1) _ 0 (mod 2 ), and £ = 0 

(See H.Hanani [12], or G.Haggard[8] for the covering case.) 

2.2.2 t=2, k=4 

Brouwer [3] showed for v # 8-11,17,19 that 
V v-1 

D(2,4,v) = JB(2,4,v) = -4 - 3- - f, 
L L JJ 

where ( = 1 for v =. 7 or 10 (mod 12) and <..:: = 0 otherwise. 

For the exceptional v we have 

V 8 9 10 11 17 19 

JB(2,4,v) 4 4 6 8 21 27 

(9) , (8) 3,2 3 5 6 

D(2,4,v) 2 3 5 6 20 25 

In a sense the values 17 and 19 are the only nontrivial exceptions. 

Mills [w] showed for V f 7,9,10,19 that 

C(2,4,v) = SB(2,4,v) 
rvrv-:1T1 
4-3-

For the exceptional v we have 

V 7 9 10 19 

SB(2,4,v) 4 7 8 29 

C(2,4,v) 5 8 9 31 

2.2.3 t=2, k=5 

Here the results are far from complete. HANANr[io,11] showed that an S(2,5,v) 

exists iff v =. 1 or 5 (mod 20). This solves the packing problem for v = 0,1,4,5 

(mod 20) and the covering problem for v e 1,2,5,6 (mod 20). 

Gardner has studied the covering problem, and proved moreover 

C(2,5,v) = SB(2,5,v) 

for 

v =- 10,14,17,18,30,94,97,98 (mod 100), 



provided that 

V f 17,30,94,110,114,130,194,210,210,230; 

and for some isolated values of v: 

V = 38,39,54,70,95,150,195,278,390,470,475, ••. 

He proved also that 

C(2,5,v) SB(2,5,v) + 1 

for v _ 13,93 (mod 100), v ~ 293. 

2.2.4 t=2, k? 6 

Not much is known. 

, 2.2.5 t=3, k=4 
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Hanani showed the existence of S(3,4,v) for v = 2,4 (mod 6). This solves the 

packing problem for v E 1,2,3,4 (mod 6) and the covering problem for v E 2,3,4,5 

(mod 6). The case v E O (mod 6) was treated by Mills and Brouwer; Mills[22] 

moreover solved the covering problem in case v E 1 (mod 12). Altogether this yields 

C(3,4,v) 

0(3,4,v) 

SB(3,4,v) for v J 7 (mod 12), 

JB(3,4,v) for vi 5 (mod 6). 

Concerning the remaining cases, only 

C(3,4,7) = SB(3,4,7)+1 = 12 

and 

D(3,4,v) JB(3,4,v) for v 

is known. 

2.2.6 Other parameters 

5, 11 (BEST) 

Not much is known. For packing see the tables in BEST, BROUWER, MacWILLIAMS, 

ODLYZKO & SLOANE [I], for covering see the survey of MILLS [1_1J. 
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Turan theory and the Lotto problem 

by 

A.E. Brouwer & M. Voorhoeve 

1 • TURAN THEORY 

Let X = {x1 , ••• ,xn} be a finite set and let E = {E1 , ••• ,Em} be a 
m 

collection of subsets of X such that Ei f 0 (i = 1, •.• ,m) and Ui=l Ei = X. 

The couple H = (X,E) is then called a hypergraph of order n, with the ele­

ments x 1 , .•• ,xn as vertices and the sets E1 , ••• ,Em as edges. If IEi! = k 

for i = 1, .•• ,m, the hypergraph is called k-uniform; each simple graph with­

out isolated vertices is a 2-uniform hypergraph. 

A set Sc Xis defined to be stable if it contains no edge Ei. The 

stability number a(H) of His defined as the maximum cardinality of a stable 

set of H. We define the Turan number T(n,k,l) as the smallest m such that 

there exists a k-uniform hypergraph H with n vertices, m edges and with 

a(H) < l. In other words, T(n,k,l) is the smallest number of k-subsets of 

an n-set X such that any .f.-subset of X contains at least one of these k­

subsets. P. TURAN [9] posed the problem of determining T(n,k,.f.). In this 

section we give some estimates for this number. Notice that T(n,k,l) is in­

creasing inn and k and decreasing in l. Trivially, T(n,1,l) = n-l+l. The 

numbers T(n,2,l) and tne corresponding graphs are determined by the follow­

ing theorem (cf. TURAN [8]). 

THEOREM 1. Given n and l, n ~ l > o, put q = rl~l land let r be an integer 

such that n = (l-1) (q-l)+r, so 0 < r < L Let G O be the simple graph that 
n,-c.. 

consists of l-1 disjoint cliques of which r have q vertices and l-r-1 have 

q-1 vertices. Then every graph G with n vertices and stability number< l 
that has the minimum possible number of edges is isomorphic to Gn,l' 

PROOF. See BERGE [1] pp.280-281. 

REMARK. The case l = 3 appeared as a problem in Wiskundige Opgaven of the 

Dutch Mathematical Society in 1910, problem 28 by w. Mantel. 
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COROLLARY. T(n,2,l) = (q-1) (n-~(l-1)q), where q = ft~1l. 

Generalizing the above idea of taking independent cliques, we find for gen­

eral k the upper bound 

(1) 
l-1J1-k 

T(n,k,l) :S (~) •. Lk-l 

Ll-1 
(Partition X into k-lJ subsets Si of almost equal size and take for Ethe 

collection of all k-subsets of each Si.) 

When (X,E) is a k-uniform hypergraph such that any !-subset of X pon­

tains at least one edge, that (X,{X\E IEEE}) is a k-uniform hypergraph 

such that (n-l)-subset of Xis contained in at least one edge. That is, 

T(n,k,l) = C(n-l,n-k,n), where C(t,k,v) is the covering number defined in 
V -chapter 1. The "Schonheim bound" t:(t,k,v) ~ k C(t-1,k-1,v-1) (SCHONHEIM [6]) 

becomes here 

T(n,k,l) ~ nk T(n-1,k,l), 
n-

a result due to KATONA, NEMETZ & SIMONOVITS [SJ. 

(Proof: For each point x EX there are at least T(n-1,k,l) edges not contain­

ing x. Now count pairs (x,E), where xi EE E.) 

Since T(l,k,l) = 1, we find by induction 

THEOREM 2. T(n,k,l) ~ rn~k - rn~~=1 ••••• ri:~!1 l ... ll ~ (~)/(~) • 

COROLLARY. For any hypergraph H 

at least k points, we have a(H) 

(X,E) such that each edge of H contains 

~ Llxl!TfITJ. 

(Proof: Let n = lxl and m = IEI. If m :S (n/l)k then m < (~J/(~) :S T(n,k,l), 

so a(H) ~ l). 

ERD8S & SPENCER [3] generalized this theorem by proving that for l :Sa :Sn 

T(n,k,l) ~ (a-(l-1l)(~J/(:). 

PROOF. T(n,k,l) ~ n~k T(n-1,k,l) ~ ••• ~ ((~)/l:)) T(a,k,l). 

Now notice that T(a,k,l) ~ T(a,1,l) = a-l+1. D 

We can also use T(a,k,l) ~ T(a,2,l) and Turan's theorem (Theorem 1) to obtain 

fork~ 2 



91 

This is stronger than Theorem 2 and Erd~s & Spencer's result, but only in 

extreme cases it is essentially stronger. 

CHVATAL [2] showed how to use lower bounds on T(n,k,l) in order to 

obtain upper bounds for the same function (with different parameters). If 

Xis a set and k a positive integer, we write 

Consider the hypergraph H(n,k,l) 

So H(n,k,l) is the hypergraph, the vertices of which are all k-tuples from 

X and the edges of which are the sets of all k-tuples lying in a fixed l­

tuple. H(n,k,l) is a (~)-hypergraph with(~) vertices and (1) edges. We 

now prove the following result. 

PROOF. A set B c [X]k is independent in H(n,k,l) if and only if every l­

tuple of elements of X spans on element of [X]\B, i.e. if and only if 

a((X,[X]k\B)) < l. Thus 

a(H(n,k,l)) = (~) - T(n,k,l), 

from which the theorem follows. D 

-1/t 
COROLLARY. T(n,k,l) < 1 + (~) (1-(1J ), where t = (~). 

(Proof: Set M = (~), N = (~) - T(n,k,l)+l, S =(~).By theorems 2 and 3 

(1)>_ ~ T(M,N,S) 

The evaluation of this gives the corollary.) 

For certain n,k,l this is an essential improvement over Turan's bound (1). 

2. LOTTO PROBLEMS 

In this section we treat the problem of determining the minimal number 

of lotto forms one must buy to be assured of winning a prize. Formalized: 

what is the minimum L(n,k,l,t) of the number of edges of a k-uniform hyper­

graph (X,E) with Jxl = n, such that for any !-subset of X there is an edge 

E meeting it in at least t points. (We may assume that 0 $ t $ k,l $ n.) 
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For lotto in Holland, n = 42, k = 6, l = 7, t = 4; in Germany n = 49, 

k = l = 6, t = 3. The number L(n,k,l,t) is increasing inn and t and 
• • 0 0 rn-l+l 7 decreasing ink and l. Trivially, L(n,k,~,0) = 1 and L(n,k,~,1) = -k--. 

When t = l we have the covering problem: L(n,k,t,t) = C(t,k,n). When t = k 

we have Turan's problem: L(n,k,l,k) = T(n,k,l). Bounds for C(t,k,v) and 

T(n,k,l) usually can be generalized to bounds for L(n,k,l,t). The analogue 

of Theorem 1 becomes 

THEOREM 4. (HANAN!, ORNSTEIN, SOS [4]). 

(2) 

and 

> n(n-l+l) 
L(n,k,l,2) - k(k-1) (l-1), 

. k.(k-1)(.l-1)) 
ll.m L(n,k,l,2). ( -l l) 
n~ n n + 

1. 

Equality in (2) holds iff n = m(l-1) (m E :N) and there exists a S(2,k,m) 

Steiner system. (In particular when ks 5 and m = 1 or k (mod k(k-1) .) 

PROOF. Suppose H = (X,E) is a k-uniform hypergraph with n vertices and 

L(n,k,l,2) edges such that for each l-set there is an edge E meeting it 

in at least 2 points. Construct the simple graph G = (x,E*) with as edges 

every pair in each edge E of H. Then 

jE*I $ T(n,2,l) $ ½n(n-l+l)/(l-1) 

by Theorem 1, since each l-set is met in 2 points by an edge of G. Since 

each edge E of H can contain only (k) pairs, we have 
2 

n (n-1.+1) 
L(n,k,l,2) = !El s k(k-l) (l-l) 

If equality holds in (5.2), then necessarily T(n,2,l) = ½n(n-l+l)/(l-1), 

so (l-1) In. The graph G then consists of l-1 cliques of cardinality m=n/(l-1). 

For equality in (5.2) it is also necessary that the pairs in these m-cliques 

are covered by k-sets, each pair lying in precisely one k-set, so there must 

exist a S(2,k,m) Steiner system. These conditions are clearly also sufficient. 

For the asymptotic result, notice that 

!El > T(n,2,l) 
- A(n,k,i) 

where A(n,k,l) is the minimal number of k-sets needed to cover all pairs 

in the cliques in the Turan graph G O defined in Theorem 1. By Theorem 1 n,~ 



lim T(n,2,l).(l-1) 
l:!n(n-l+l) 

and by Wilson's theorem (See the chapter on Wilson theory in the present 

notes) 

1 . A(n,k,l) _ 1 
n:! k(k-1) - ' 

thus completing the proof. D 

Generalizing the above idea, we find 

THEOREM 5. L(n,k,l,t) k 
2: T(n,t,l)/(t). 

COROLLARY. L(n,k,l,t) 
(~J 

;:: (~J (~) 

F. STERBOUL [7] gives the following two estimates, which are sometimes 

stronger for small n, though weaker for n ➔ 00 , k,l,t fixed. 

THEOREM 6. 

rra-.t'.+ll 
k 

(~J (n-~) l i) L(n,k,l,t) ;:: max (n) / I ,t:,;a:,;n k-t+l a i=t l. a-1. 

k (~) (:=~) (i-t+l) 1 ii) L(n,k,l,t) ;:: max r (a-l+1) (nJ/ I 
l:,;a:,;n a i=t 

Regarding lower bounds, no good general constructions are known. 
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STERBOUL [7] gives a construction for the French (and German) lotto, proving 

that 

L(49,6,6,3) :,; 175. 

The reader hereby is invited to give a construction for the Dutch lotto. 
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RAMSEY THEORY 

by 

H.M. Mulder 

0. INTRODUCTION 

Ramsey theory is concerned with covering problems of the followirig kind. 

Suppose a set Xis covered by a given number of subsets, say X = x1u ... u¾· 
Then, often, one of the sets Xi contains a subset of given type, provided 

that IX 1 is large enough with respect to k, that is, IX I ;:,: f (k) for some 

function f(k). The problem then is to show that such a function f exists 

and to determine the smallest value for f(k). 

For example, let X be the set of edges of the complete graph Kn, and let 

"the subsets of given type" be all triangles. Then Ramsey's theorem gives 

us that such a function f exists. For instance, f(2) =(~),that is, if 

the edges of K6 are coloured red and blue then there is a monochromatic 

triangle. 

We can state the problem otherwise. Given X, what is the minimum value of 

k such that X = x1 u ••• u Xk, where no Xi contains a "subset of given 

type"? Solving this problem consists of determining the minimal k such 

that !xi < f(k+ll. 

In this chapter we have not tried to cover the fast-growing subject of 

Ramsey theory. At least a whole volume would be needed to give a complete 

survey. We have restricted ourselves to Ramsey's theorem, some specifications 

and some applications. The list of references, which is by no means 

exhaustive, contains a number of survey papers to which the reader is 

referred for further reading. 

1. RAMSEY'S THEOREM 

The "pigeon-hole principle" asserts that when a set with many elements is 

partitioned in not too many subsets, then there is a subset in the partition 

containing many elements. The following theorem, due to the logician 

F.P. RAMSEY [23], can be regarded as a far-reaching generalization of this 
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principle. The version given here is combinatorial. 

THEOREM 1. (RAMSEY [23]). Let r, k 1, ••• ,km be positive integers, with 

k 1 , ••• ,km r. Then there exists a minimal positive integer R(k1 , ••• ,km;r) 

such that: if X is an n-set, with n ~ R(k1, ••• ,km; r), and Pr (X) is parti­

tioned into A1, ••• ,A, then there exists a k.-subset Y of x, for some 
m i 

i (1 sis m), such that P (Y) c A .• r i 

PROOF. Note that it is sufficient to give an upper bound for the number 

R(k1, ••• ,km;r) to prove its existence. First we give some easily determined 

values of R(k1, ••• ,km;r). The special case r=1 yields the pigeon-hole 

principle. 

(1) 

(2) R(k;r) k (k ~ r), 

(3) R(k,r;r) R(r,k;r) k (k ~ r). 

Assuming the existence of R(k1 ,k2 ;r)_, for· k 1,k2 ~ r, the following recurrence 

relation follows immediately form~ 3. 

To finish the proof it suffices to prove the existence of the numbers R(k 1,k2 ;r). 

This is done by induction on rand k 1+k2 simultaneously. The basis of the 

induction is given by (1) and (3). 

Let r > 1 and k 1 ,k2 > r, and assume the existence of the numbers R(k1-1,k2 ;r), 

R(k1 ,k2-1;r) and R(k,h;r-1) for k,h ~ r. Set ki = R(k1-1,k2 ;r) and k2 = 

R(k 1,k2-1;r). We shall prove the recurrence relation 

Let X be, an n-set, with n ~ R(ki ,k2 ;r-1) + 1, and- let A1 ,A2 be a partition 

of Pr(X). Let X € X ands= X\{x}. Set 

(6) A: 
i 

(i=1,2). 
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Then Ai, A2 is a partition of pr-l (S). 

S contains a k 1 -set io T such that p r-1 (T) C Now 1st~ R(ki,k2;r-l) so 

A', • Let us take io=l (the 
Io 

case i 0=2 is treated similarly). The partition 

i\, A2 of Pr (X) induces a 

(7) k' 
1 

partition of Pr(T). Since 

there exists a k2-subset Y of T, all of whose r-subsets are in A2 (in 

which case we are ready), or otherwise there exists a (k1-1)-subset Z of 

S, such that Pr(Z) c A1 • In the latter case it follows from Pr-l (Z) c 

Pr-l (T) c Ai, that Pr(Z u{x}) c A1 • Thus (5) has been proved. D 

The numbers R(k 1, .•. ,km;r) are called Ramsey numbers. 

2. RAMSEYAN GRAPH THEORY 

2.1. Graph Ramsey numbers 

For r=2 the Ramsey numbers can be associated with graphs. We write 

(8) 

Let us colour the edges of the complete graph Kn with the colours 1, .•. ,m. 

From Ramsey's theorem we deduce: if n ~ r(k1 , ..• ,km), then, for some i, 

there is a monochromatic~- of colour i. 
J. 

Note that graph Ramsey numbers have a natural meaning, when, for some i, 

k. 1. 
J. 

If we use the colours "visible" and "invisible", Ramsey's theorem reads: let 

G be a graph with n vertices. If n ~ r(k,h), then G contains a k-clique or an 

independent set with h vertices. The following theorems give bounds for the 

numbers r(k,h). Other, and better, bounds can be found in a.o. [12], [21]. 

THEOREM 2. (ERDOS & SZEKERES, 1935, [28]). For k,h ~ 2: 

r(k,h) ~ r(k-1,h) + r(k,h-1). 

~- Let G be a graph with r(k-1,h) + r(k,h-1) vertices. Fix a vertex v 

of G. Then, clearly, v has either at least r(k-1,h) neighbours or at least 
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r(k,h-1) non-neighbours. Say, v has at least r(k-1,h) neighbours (the other 

case can be handled analogously). Then the subgraph of G induced by the 

neighbours of v contains an independent set of h vertices (in which case 

we are ready), or, otherwise, it contains a clique K of !Kl = k-1 vertices. 

In that case Ku {v} is a clique of size k. D 

COROLLARY. For k, h ~ 1 : r(k,h) !> (k+h-2) 
k-1 . 

PROOF. The corollary follows directly, by induction on k+h, from r(k,1) 1 

= r(l,h) and theorem 2. D 

The next theorem is an example of an application of the "probabilistic 

method" in graph theory. 

THEOREM 3. (ERDOS, 1947, [27]). Fork~ 2: r(k,k) 

PROOF. Since r(2,2) = 2, we may assume that k ~ 3. 

The number of 2-colourings of the edges of Kn is equal to 

(n) 

(9) 2 2 

(n)-(k) 
2 2 

Taking a fixed¾ in Kn' there are 2.2 2-colourings of Kn such that 

the fixed¾ is monochromatic. The number of ¾'sin Kn is (~). So if 

( 10) 

then there is a 2-colouring of Kn such that there is no monochromatic¾· 

If k ~ 3 and n < 2\k we have 

(11) 

Using more sophisticated arguments this bound can be improved. For this and 

many other applications of the probabilistic method in graph theory see 

ERDOS & SPENCER [12]. 

To determine the exact values of the Ramsey numbers turns out a very hard 
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problem. First r(k,1) = 1 = r(l,k) and r(k,2) = k = r(2,k). The following 

table (cf. [21)) gives all the other known values of r(k,h). The table also 

gives some good known upper and lower bounds for some special cases. 

' h= 3 4 5 6 7 8 9 
k= 

3 6 9 14 18 23 27/30 36/37 

4 9 18 25/28 34/45 

5 14 38/55 38/94 

6 18 102/178 

Table of known values for r(k,h). 

Apart from R(k1 , ••. ,km;1) 

Ramsey number is r(3,3,3) 

k1 + ••• +km - m + 1, the only other known 

17, due to GREENWOOD & GLEASON [16). 

2.2. Generalized graph Ramsey numbers 

Let H1 and H2 be two graphs. The generalized graph Ramsey number r(H1 ,H2) 

denotes the smallest n such that H1 c G or H2 c G for every graph G on n 

vertices (G is the complementary graph of G). The existence of r(H1,H2) 

follows from 

where ni is the number of vertices of Hi (i=l,2). Obviously, r(k,h) 

rJISc,Ki-i>· 
For small graphs H1,H2 (one having at most 4 vertices, the other having 

at most 5 vertices) the Ramsey number r(H1 ,H2 ) is exactly determined (see 

[SJ, [6], [7], [8], [18]). -Here we confine ourselves to giving one result due to CHVATAL [4]. 

THEOREM 4. (CHVATAL, 1977, [4]). Let T be a tree on m vertices. Then 

r(T,Kn) = 1 + (m-1) (n-1). 

PROOF. The graph consisting of the disjoint union of n-1 copies of Km-l 

yields r(T,Kn) ~ (n-l)(m-1) + 1. Let G be a graph with l+(m-1) (k-1) 

vertices that does not contain an independent set of n vertices. Then G 

is at least m-chromatic. But then G contains a subgraph of minimum degree 
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at least m-1. Using induction on m it is easily proved that a graph of 

minimum degree (at least) m-1 contains every tree on m vertices as a 

subgraph. D 

3. arHER RAMSEY THEORY TOPICS 

·In this section some other trends in Ramsey theory will only be touched. 

3.1. Matrices 

Many Ramsey style theorems can be given concerning the existence of "sub­

matrices of given type" in matrices of sufficiently large order. For instance 

THEOREM 5. Let S be ans-set and ma positive integer. There exists a mini­

mal positive integer M(m,s) such that: if A is a matrix of order n ~ M(m,s), 

with entries in S, then A contains a principal submatrix of order m with all 

diagonal entries the same, all entries below the diagonal the same, and all 

entries above the diagonal the same. 

The proof can be given using Ramsey's theorem. The following theorem can 

be proved directly, see [20]. 

THEOREM 6. (HOFFMAN, 1974, [20]). Let S be ans-set and ma positive integer. 

There exists a minimal positive integer H(m,s) such that: if A is a matrix 

with n ~ H(m,s) mutually distinct rows, then A contains a submatrix of order 

m, such that (after permutations of rows and columns) all diagonal entries 

are the same, all entries below the diagonal are the same, and all the en­

tries above the diagonal are the same. 

HOFFMAN [20] uses these Ramsey style theorems to prove results concerning 

the eigenvalues of the adjacency matrices of graphs. 

3.2. Arithmetic progressions 

In 1927 VAN DER WAERDEN [26] proved an already classical theorem. 

'.THEOREM 7. (VAN DER WAERDEN, 1927, [26]). For any partition of the set of 

positive integers into a finite number of classes, some class contains ar­

bitrarily long arithmetic progressions. 
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A proof can found in [26], [14]. The statement in the theorem does not 

specify which classes contains those arbitrarily long arithmethic progres­

sions. ERDOS and TURAN conjectured in 1936 that any class R with positive 

density, that is 

lim sup 1Rn{1,2; ••• ,n}I > O, 
n- n 

must contain arbitrarily long arithmetic progressions. In 1972 SZEMEREDI 

[25] settled this conjecture. 

THEOREM 8. (SZEMEREDI, 1975). Let R be a set of positive integers such that 

1 . 1Rn{1,2, ••• ,n}I 0 1W~up n > • 

Then R contains arbitrarily long arithmetic progressions. 

ERDOS had offered $1000,- for a solution of the conjecture, and this prize 

is the highest ever collected from ERDOS. The result appeared in 1975 [25]. 

The proof took 46 pages. A sketch of sketch of proof can be found in [15]. 

See also [17]. 

3.3. Linear equations 

Another classical theorem is that of SCHUR [24] from 1916. 

THEOREM 9. (SCHUR, 1916, [24]). Let m be a positive integer. There is minimal 

positive integer s(m) such that: if s1 , ••• ,Sm is any partition of {1,2, •• ,s(m) }, 

then, for some i, Si contains three integers, not necessarily distinct, sa­

tisfying the equation x+y = z. 

PROOF. Set rm= r(k1, ••• ,km), where k1 = ••• =km= 3. Colour the edges of 

the complete graph with vertex set {1,2, ••• ,r} as follows: edge uv is as-
m 

signed colour j if lu-vl € Sj. From ·Ramsey's theorem we deduce that there 

is a monochromatic triangle of colour, say, L. Let a,b and c be the vertices 

of that triangle, say a> b > c. Then a-b, b-c, a-c € Si and (a-b) + (b-c) = 

= (a-c). D 

This result is generalized by HINDMAN [19]. Let L={ I: xt=yTITS:N, 1:S: !Tl <00}. 

t€T 

THEOREM 10. (HINDMAN, 1974, [19]). For any partition of the set of positive 

integers into a finite number of classes, some class contains solutions for 

all equations in L. 
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A sketch of proof can be found in [15]. A proof by GLAZER using ultrafilter 

theory can be found in [9]. In the excellent survey by GRAHAM & ROTHSCHILD 

[15] a unifying presentation is given, which includes the results of this 

paragraph and those of the preceding paragraph as well. 

3.4. Euclidean Ramsey theory 

Let K be a finite set of points in lRn, the Euclidean n-space. Let H 

be a group of transformations on lRn. 

Question: Given a positive integer r, is there a minimal positive integer 

E(H,K,r) such that: if n ~ E(H,K,r), then for any r-colouring of the points 

of lRn there is a monochromatic set g (K) for some g in H? 

The answer on the question depends on the structure of the "configuration" 

K. Euclidean Ramsey theory is concerned with the study for which configura­

tions the answer is affirmative (and for which it is negative). ERDOS et al. 

[10], [11] have proved a wealth of theorems (up to eigthy) in Euclidean Ramsey 

theory. As an indication of their results two theorems are given. The group 

His in both cases the group of Euclidean motions. 

THEOREM 11. (ERDOS et al., 1973, [10]). For any 2-coloring of :JR3 there is an 

equilateral triangle of side 1, the vertices of which form a monochromatic 

3-set. 

A set K = {x1 , ..• ,~} in lRn is called spherical if there is a "center" x 

inn-space and a "radius" s such that !xi-xi= s, for x1, ... ,xk. 

THEOREM 12. (ERDOS et al., 1973, [10]). Let K be non-spherical. Then for all n 

and for all r there exists an r-coloring of the points of lRn, such that 

for no g· in H the set g(K) is monochromatic. 
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OPTIMAL CODES 

by 

M.R. Best 

I. Preliminaries. 

In this section we briefly mention a number of basic concepts from coding 

theory. For a thorough treatment of the subject, we refer the reader to the 

book of Macwilliams and Sloane (19). 

Let q and n be natural numbers, and let Q be a set of q elements, including 

a zero-element O. Q will be called the alphabet. A word (of length n over Q) 

is a sequence of length n consisting of elements of Q. The word consisting 

of merely zeros is called the origin 0. The (Hamming) distance dH(x,y) 

between two words x and y is the number of coordinate places in which they 

differ: if x=(x 1, x2, ••• , xn) and y=(y 1, y2, ••• , yn), then 

dH(x, y) l{il il{1, ••• ,n~ II xi ,f, ydl· The (Hamming) weight )x/ of a word 

xis the distance of x to the origin: \x( = dH(x, 0). With this distance 

function, the set X = Qn of all words becomes a metric space. 

A code (of length n ~ Q) is a non-empty subset of X. If q=2, the 

code is called binary. An element of the code is called a codeword. A code 

consisting of only one codeword is called degenerate. The smallest distance 

between two different codewords in a non-degenerate code is called the 

minimum distance of that code. An (n, d}-code is a code of length n which 

either is degenerate or has minimum distance at least d. The maximal 

cardinality of an [n, d]- code is denoted by A(n, d) • An [n, d]-code for 

which this maximum is achieved, is called optimal. 

If C is an [n, d}-code, then the collection of all words of C which 

have a fixed element of Qin a fixed coordinate place is called, after 

deletion of that coordinate, a shortened code. This shortened code is an 

[n-1, d1-code •. From this construction, it follows that 

A(n-1, d) ~ A(n, d)/q. 

If from each word of Ca fixed coordinate is deleted, the result is 

called a punctured code. This is an tn-1, d-lJ-code. From this construction 

it follows that A(n-1, d-1) ~ A(n, d). 
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If C is a binary [n, d1-code with d odd, and if to each codeword a new 

coordinate is appended so that the total number of non-zero coordinates is 

even (this is called a parity check bit), then the resulting code is called 

the extended code. It is easily seen to be an ln+I, d+I}-code. From the 

last two constructions follows that A(n-1, d-1) = A(n, d) for binary codes 

with d even. 

A code is called t-error correcting if the balls of radius t around 

the codewords in the metric space X are disjoint. This is the case if and 

only if 2t < d, where dis the minimum distance of the code. If these balls 

form a partition of X, the code is called t-perfect. Since the number of 

words in a ball with radius t amounts to 

t 

r 
j=O 

at-perfect code C satisfies the sphere packing condition: 

lei 

In general, at-error correcting code satisfies the Hamming bound 

(cf. Hamming (13)). A sharpening of this bound has been given by Johnson 

(14). 

If Q happens to be a finite field, and C is a linear subspace of the 

n-dimensional vectorspace X over Q, then C is called a linear code. The 

dimension k of a linear code is its dimension as a subspace of X. The ratio 

k/n is called the rate of the linear code. The minimum weight of a linear 

code is the smallest non-zero weight of a codeword. It is easily seen that 

the concepts of minimum weight and minimum distance coincide for linear 

codes. The weight distribution of a linear code is the sequence (A.)~ 0 so 
- l. 1.= 

that Ai equals the number of codewords of weight i. The (homogeneous) 

weight enumerator of the code C is the polynomial WC defined by 

n-lul lul _ ~ A i n-i Wc(x, y) = I. X y - L .x y • 
ucC i=O 1 
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The dual code of a linear code is its orthogonal complement with respect to 

x. 
The concepts of rate and weight enumerator have been generalized to 

general codes. The rate of a code C is defined as n-l_qlog C. The distance 

distribution of C is the sequence (A.)~ 0 , so that A. equals the average 
ii= i 

number of codewords at distance i from a fixed codeword, i.e. 

A. 
i 

[cl-I· L \\YI yeC ~ dH(x, y)=i\\ = 
xEC 

Remark that A0= and that distance distribution and weight distribution 

coincide for linear codes. Of course, also a distance enumerator can be 

defined. 

2. The linear progrannning bound. 

In this section we derive the linear progrannning bound for error 

correcting codes by elementary means. At the end of the section the same 

bound will be derived from the general theory of association schemes. 

Without loss of generality, we may take for our alphabet Q the residue 

class ring modulo q, We define <x, y> = Z:~ 1 x.y. for x1:X, yeX, 
i= ii 

x = (x 1, ••• , xn), and y = (y 1 , ••• , yn). Let X be some primitive character 

on Q (e.g. f(c<.) = exp(Zni~/n)). 

As an excercise, we evaluate the sum 

-r: X.(.::x, y>) 
yGX 

/y(=k 

for a fixed word xeX of weight i. 

Without loss of generality, we may assume that 

x = (x 1, ••• , xi' 0, .•• , O), 

wi. th ~ 'f O for O < h ~ i. 

Let O < h 1 < ••• < hj ,;;; i < hj+I < < hk ,a: n, and let D be the set 

of all words (of weight k) which have their non-zero coordinates precisely 

in the positions h 1, ••• , hk. Then 
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Hence 

I.: X(<:x, z>) 
zcD 

k . j 
(q-1) -J 1[ 

m=I 

I 
ZEX 

jzj=k 

This last expression equals ~(i), the k-th degree Kravcuk polynomial 

evaluated in i. For definition and properties of these polynomials, see the 

appendix. We have proved: 

LEMMA 2.1. Let~ be a primitive character on Q, the residue class ring 

modulo q, and let xeX be a fixed word of weight i. Then 

L X(<x, z:;,) = ~ (i) ..:.. 
ze:X 

lzl=k 

Now let C be a code in X, let M denote the cardinality of C, and let 

(Ai)f=o be its distance distribution. Then 

n n 
(I) M .r Ai~ (i) "2:" L. I X( ... x-y, z-,.) 

i=O i=O x,y,,;C zt.X 
~(x,y)=i !z(=k 

'I" II: X(.:x, 
2 

Z>)I ) 0 
ZtX x~c 

lzl =k 

We define the dual distance distribution of the code C as the sequence 

n 
(2) B = }:: Ai~ (i) k i=O 

Remark that B0 = M. Above we proved: 
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n THEOREM 2.1. Let (Bk)k=O be the dual distance distribution of a code. Then 

Bk·~ 0 for any k ~ {O, 1, .•• , n\ .!. 

From this we derive the linear programming bound: 

THEOREM 2.2. Let q, n, d <a Thi.!. q ~ 2..!. d ~ 1. Let ~p(n, d) be the maximal 

value of B0 under the conditions 

AO 1 
' 

Ai~ 0 for i € 10' 1 ' ... , n\ ..!. 

A. = 0 for i e \1 ' 2, ... ' d-ll ..!. l. 

Bk;;, 0 fork Ei tO, 1 ' ... , n1 ..!. 

where Bk was defined in (2). Then A(n, d) ~ ~p(n, d) .!. 

It is sometimes easier to switch over to the dual problem: any solu­

tion of the latter furnishes an upper bound for A(n, d). 

sequences of real numbers so that 

(!,. 
l. 

n 
2 "\~(i) ..!. 

k=O 

"'o 'I o ..!. 

,xk ~ 0 for k,;, {O, 1, ... , nl ..!. 

(3 i i, 0 for i Ei t d, d+ 1 , ••• , n\ .!. 

Then A(n, d) ~ (3 0 ;o1..0 .!. 

PROOF. Let (Ai)r=O and (Bk)~=O denote respectively the distance distribution 

and the dual distance distribution of an [n, d1-code. Then 

Hence 

n 
2: 

k=O 

n 
L o<.k~ (i)A. 

i=O 1. 
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This proves the theorem. D 

REMARK. If Q is a field and C is a linear code, then formula (I) still holds 

if we take for X any non-trivial character on the additive group of Q, But 

now L J(<x, Z>) is easily computed: it equals M if z is in the dual code 
XtC 

c*, and O otherwise. Hence 

so 

n 
M I Ai1Sc(i) 

i=O 

n 
~Ir 

i=O 

where (~)~=O is the weight distribution of c*. Moving to generating poly­

nomials, we find (cf. the appendix) the famous MacWilliams identity: 

THEOREM 2.4. Let C be a linear code, WC its weight enumerator, and W * the 
C 

weight enumerator of the dual code. Then 

W (x, y) = Wc(x+(q-l)y, x-y) .!.. 
c* 

finally we indicate how one can derive the linear programming bound 

for error correcting codesfrom the general theory of association schemes. 

To do so, we define for each k e lO, I, ... , n\ the real square matrix Jk 

of order qn by 

(3) 

where i d (x, y) , We prove: 
H 

THEOREM 2.5. The set of matrices {J0 , J 1, ••• , Jn\ defined above forms 

the basis of minimal idempotents of the Bose-Mesner algebra /Jr~ 
Hamming scheme. Besides, the numbers Qk(i) are given by Qk(i) = 1Sc(i) .!.. 



PROOF. As to the first assertion, it suffices to show that for all 

k, -f ia: lO, I, ••• , n 1 : 
(i) Jk # 0, 

(ii) 

(iii) 
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(i) and (ii) are straightforward consequences of the properties of Kravcuk 

polynomials (see the appendix).Let Di be the adjacency matrix of the i-th 

association class, so 

(D.) 
l. x,y if ~(x,y) 

0 otherwise. 

Then (3) is equivalent with 

i 

This proves (iii). Since the numbers Qk(i) \</ere defined by 

n 
L Qk(i)Di 

i=O 

it follows that Qk (i) 

Combination with theorem 2.14 of the previous contribution yields the 

linear progranuning bound for error correcting codes. 0 

3. Binary codes with minimum distance 3 or 4. 

The smallest case in which the linear programming bound gives a new 

result concerns binary [8, 3]-codes. The best known [8, 3]-codes contain 20 

codes. An example consists of (00000000), (11010000), (10101010), (11100100), 

(11111111), and all cyclic shifts. (See also MacWilliams & Sloane (19), 

page 57.) In order to find an upper bound for A(8, 3), we try to apply the 

L.P. technique. 

Let C be an optimal [8, 3]-code, and let M be its cardinality. Then 

the extended code C is an optimal [9, 4}-code in which all distances are 

9 even. Let (Ai)i=O be the dual distance distribution of this code. Then 
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AO 0 ' 

Al A2 = A3 ~As= A7 Ag 0 
' 

A4 ~ 0 , A6 ~ 0 ' AB ;, 0 

Theorem 2.1 yields: 

I + A4 + A6 + AB ~ 0 ' 

9 + A4 - 3A6 - 7A8 ? 0 

(4) 36 - 4A4 20A8 ? 0 

84 - 4A4 + 8A6 - 28A8 ~ 0 

126 + 6A4 - 6A6 + 14A8 .., 0 

We have to maximize 1 + A4 + A6 + A8 . The (unique) optimal soluton 

turns out to be: 

I • 8 , 

hence M ~ 25, 

The result is not very staggering, since it was already found by 

Johnson (14). But we can improve the bound. 

First look at A8 1.8 in the optimal solution. This means that on 

average, each codeword has 1.8 codewords at distance 8 from itself. But of 

course, a codeword can never have more than one mate at distance 8'. Hence 

we can add the extra inequality A8 ~ 1 , 

Solving this new L.P. problem, we find the optimal solution 

proving that M ~ 21. 

There still remains a gap of I. But suppose that M 

In (1) we proved, in case q = 2 : 

n 
M L Ai~(i) 

i=O 
L I L (-l)"x,z;,,12 • 

z•X x~C 
\z\=k 

21 , hence odd. 

For codes with odd cardinality, the inner sum cannot vanish. Hence we are 

can improve theorem 2.1 in this case. 
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THEOREM 3.1. Let (Bk)~=O be the dual distance distribution of a binary code 

with odd cardinality. Then Bk~ M- 1(~) for any k ~ lo, I, ••• , n\ • 

In our special case this means that we may multiply all constant terms 

in (4) by 20/21. But it is also obvious that A8 ~ 20/21, since there can 

only be ten pairs of codewords at distance 8. The solution of the L.P.­

problem now becomes: 

A = 20. I 4 ' A6 = 20 • ~ ' A8 = 20 ~4 21 21. 3 21 ' 

20 I 
so M ~ I + zf" 20j < 2 I • 

This proves M # 21, so M ~ 20, which shows: 

THEOREM 3.2. A(8, 3) A(9, 4) 20. 

This upper bound affects the upper bounds for [10, 4]-, [11- 4J- and 

[12, 4]-codes. We must have: 

A( 9, 3) 

A(IO, 3) 

A(IO, 4) ~ 40 

A( I I , 4) ~ 80 

A(ll, 3) = A(12, 4) ~ 160 

since shortening a code that violates one of these bounds would yield a 

code violating the preceding bound. 

It is possible however, by some ad hoc arguments combined with a com­

puter-search, to prove that no fl I, {I-code with 80 codewords exists (cf. 

(3)). Hence: 

A(IO, 3) = A(II, 4) ~ 79, 

A(II, 3) = A(12, 4) ~ 158 

As to the lower bounds, Julin (cf. ( 15)) found a [12, 4]-code with 

144 codewords. Shortening this code gives an [II, 4]-code with 72 words. 

Shortening again in an appropriate way, one finds a [IO, 4]-code with 38 

!;'.Odewords, which had been found earlier by Golay (cf. ( 11)). However, the 

Julin code of length 12 is far from unique: several non isomorphic l12, 41-

codes with 144 codewords exist. One of these yields, after shortening it 

appropriately, a [10, 4]-code with as many as 40 codewords (cf. Best (3)). 

Combining these results, we have: 
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THEOREM 3 • 3. 

A( 9, 3) 

72 ~ A(IO, 3) 

144~A(II,3) 

A(IO, 4) = 40 .z. 

A(II, 4) ~· 79 ..!. 

A(I2, 4) ~ 158 ~ 

Presumably, the Julin codes are optimal, i.e. A(II, 4) = 72 and 

A(I2, 4) = 144. But proving this will be very difficult (or time-consuming). 

It is possible to solve the L.P.-problem explicitly for d = 3 or 

d = 4 ·(cf.Best & Brouwer (4) and Roos & De Vroedt (23)). One finds in the 

binary case for n ~ 3: 

2n-I 
A(n-1, 3) = A(n, 4) ~ if n = 0 (mod 4) , 

n 

2n-1 
A(n-1, 3) = A(n, 4) ~ -n+l if n - 3 (mod 4) , 

A(n-1, 3) = A(n, 4) ~ 

A(n-1, 3) = A(n, 4) 

2n-I 

11+2 if n _ 2 (mod 4) , 

if n = I (mod 4) 

The first bound is exactly the Hannning bound. The other three also 

follow from the Johnson bound. However, in the last case we can do better, 

since in the optimal program for the problem with d = 3, An_2 turns out to 

be greater than one. Adding the inequality An_2 +An-I~ I, one can still 

solve the problem explicitly, and finds: 

2n-I 
A(n-1, 3) = A(n, 4) ~ n+3 if n ~ I (mod 4) , n ~ 5 • 

From this last inequality, and A(n, d) ~ 2A(n-I, d) follows: 

THEOREM 3.4. 

d 

r-ll 2n-r 1 
A(n-1, 3) = A(n, 4) ~ 2 n-r+4 if n =- r (mod 4) .,!.. n ~ 5 .,!.. 

rEll,2,3,4\_ 

We conclude this section with some families of good binary codes with 

3 or d = 4 thus establishing lower bounds for A(n, 3) and A(n, 4). 

The most well known codes with minimum distance 3 or 4 are doubtlessly 

the ~xtended)Hannning codes. The binary Hannning code is linear with length 



n = 2m - I and dimension n - m - I . This shows 

2n-l 
A(n-1, 3) = A(n, 4) ~ -n- if n = 2m for some m r:.· lN • 

Shortening this code one, two, or three times, we find respectively: 

A(n-1, 3) A(n, 4);;: 
2n-1 

if n = 2m - I 
~ ' 

A(n-1, 3) A(n, 4) ~ 
2n-l 

if 2m - 2 
n+2 n • 

2n-1 
A(n-1, 3) = A(n, 4) ~ - 3- if n = 2m - 3 • n+ 

Combining this with theorem 3.4, we find: 
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THEOREM 3.5, The zero, one, two, and three times shortened Hanming binary 

Hanming codes are all optimal, 

A(n-1, 3) = A(n, 4) = 2n-m-l if 2m - 3 ~ n ~ 2m ..!.. m E lN ..!.. m 1 3 c'.... 

The following, very plausible, conjecture is due to H.C.A. van Tilborg 

(cf. (26)): 

CONJECTURE. If the binary Hanming code of length n = 2m - I is shortened 

to at least 3/4 of its length, then it remains optimal, i.e. 

n-m-1 A(n-1, 3) = A(n, 4) = 2 if 

The conjecture cannot be sharpened, since we will give a construction 

of a family of codes with length 3 m n = 4 .2 , minimum distance 4, and with 

¾·2n-m-l codewords. The construction is due to Sloane and Whitehead (cf, 

(24)). 

For .m 4 , we have the (12, 4]-Julin code with 144 words mentioned 

above. 

For m = 5 , we construct a [24, 4]-code with 9,2 15 codewords as 

follows. To each word x of the [12, 4)-Julin code we add some word y of 

even weight and length 12, and concatenate this sum with the word y • The 

collection of all such words (x+y, y) forms a code with length 24, 
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distance 4 (as is easily checked), and 144~29 = 9·2 15 codewords. 

We can apply the same construction on this newly found code. In this 

way we find a family of codes with length 

and cardinality 9 n-m-1 s· 2 •. This proves: 

THEOREM 3.6. 

A(n-1, 3) 
9 n-m-1 

A(n, 4) ~ s•2 

3 m n = 4 -2 , minimum distance 4, 

if l.2m n ~ 4 ..:.. 

In exactly the same way we find, starting from the (10, 4)-code with 

40 codewords, a family of codes with length 
5 m n = 8 ,2 , minimum distance 4, 

. . 5 n-m-1 and cardinality 4 ,2 • Hence 

THEOREM 3. 7. 

A(n-1, 3) if ~-2m 
8 ..:.. 

With the results of this section, all entries for d = 4 in figure 

have been explained, except for n = 23 or n = 24 , where the Johnson 

bound beats the L.P.-bound. 

4. Other applications of the linear progrannning bound. 

In this section we list some applications of the L.P.-bound for binary 

codes with d ~ 4, which are worth mentioning. 

I, The (12, SJ-Nadler code is optimal. The Nadler code is a non-linear 

code with 32 codewords. For a discription of the code, see MacWilliams & 

Sloane (19), chapter 2. The bound A(13, 6) ~ 32 follows by linear program­

ming with the extra inequality A10 + 4A12 ,t;; 4 (check!). In Goethals (JO) 

it has been proved that the extended Nadler code is unique. 

2. The [20, 7]-triply shortened Golay code is optimal. Whether the four, 

five, and six times shortened Golay codes are optimal is yet unknown. 

(Conjecture: the first two are optimal, but there exists a [17, 7]-code with 

72 codewords.) 



n d = 4 d 6 d 8 d 10 d 12 

5 2 

6 4 2 

7 8 2 

8 16 2 2 

9 20 4 2 I 

10 40 6 2 2 

11 72 - 79 12 2 2 

12 144 - 158 24 4 2 2 

13 256 32 4 2 2 

14 512 64 8 2 2 

15 1024 128 16 4 2 

16 2048 256 32 4 2 

17 2560 - 3276 256 - 340 36 - 37 6 2 

18 5120 - 6552 512 - 680 64 - 74 10 4 

19 10240 - 13104 1024 - 1288 128 - 144 20 4 

20 20480 - 26208 2048 - :2372 256 - 279 40 6 

21 36864 - 43690 2560 - 4096 512 40 - 54 8 

22 73728 - 87380 4096 - 6942 1024 48 - 89 12 

23 147456 - 173784 8192 - 13774 2048 64 - 150 24 

24 294912 - 344636 16384 - 24106 4096 128 - 280 48 

Figure I • Lower and upper bounds for A(n, d) for n < 25. 

3. 36 .;- A(l6, 7) = A(17, 8) >f 37. The lower bound follows from the 

existence of a conference matrix code (cf. MacWilliams & Sloane (19), 

chapter 2, section 5). The upper bound attained by the L.P,-bound with 

some extra inequalities is 38. However the fact that this 
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number contains only one factor of 2 enables us in this case to lower the 

bound by one. For details see Best et al. (5). MacWilliams and Sloane (19) 

conjectured: A(l6, 7) = A(l7, 8) = 36. 

4. How good can codes be asymptotically? That means, what is, for some 

fixed S , the maximal rate of an (n, 5n1-code for large n? We define: 
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lim sup max {RI R is the rate of an [n, an]-codej 
n """'cO 

lim sup 
I\ .... 00 n 

2 
log A(n, Sn) • 

Obviously, o<.(i>) is .a number between O and I. The best known classical 

bounds are: 

THEOREM 4 • I • 

I - H2 (S") ~ o<(S°) ~ 

p( (d) 0 

Here Hz is the binary entropl function, defined by 

Hz (x.) 
2 - (1-x) 2 (1-x) for x e (0, D - x log x log 

' 
H2 (0) 0 

The lower bound is due to Gilbert (9), the upper bound to Elias. 

McEliece, Rodemich, Rumsey and Welch (cf. (20) or (19), chapter 17, 

section 7) succeeded to derive from the L.P.-bound a new upper bound for 

o<.(~): 

THEOREM 4 • 2. 

<>{('ii) ,,f Hz<½ - vCS(I-~))) for O ~ 5' ,,f ...:.. 

For not too small values of 'S , this bound is better than the Elias 

bound. By applying the L.P.-bound in the Johnson scheme, the same authors 

were even able to find an upper bound which beats the Elias bound uniform­

ly. It is also an improvement of their own bound mentioned in theorem 4.2. 

The proofs are too technical to be treated here. 

5. Classical bounds. 

In this section we list two classical bounds, and show how they can be 

derived from the L.P.-bound. The original proofs can be found in (21) and 

( 13), 



THEOREM 5.1. [Plotkin bound] 

A( d) qd if 
n, ~ qd - (q-l)n 

d (q-1 )n 
> • q -

PROOF. Let C be an [n, d]-code and (Ai)~=O and (Bk)~=O be its distance 

distribution and dual distance distribution. By theorem 2. -t we -have: 

Hence 

n 
L. Kl (i)A. 

i=O i 

n 

n 
I: ((q-1 )n - qi)Ai 

i=O 

n 
(q-J)n + L. ((q-J)n -qi)Ai,;;; (q-l)n + ((q-l)n - qd) ~ A. 

i=d i=d i 

(q-J)n + (q-J)n - qd)(B0-J) 

'B ~ (q-J)n + I 
- 0- qd - (q-J)n 

qd 
qd - (q-J)n 

if qd - (q-J)n > 0 • 0 

REMARK. By using theorem 3.1 in stead of theorem 2.1, one shows that for 

binary codes the bound may be lowered by J° if its integral part is odd. 

THEOREM 5.2. [Hannning bound} 

t 
A(n, d) ~ qn / L (~)(q-J)j .1. 

j=O J 

where d = 2t+l..:. 

PROOF. Define the numbers o<:0 , o< 1 , .•• , "'n by 

°' = L (k) 2 f k f O I t k t or E , , ••• , n l , 

where Lt is the Lloyd polynomial defined in the appendix. Then obviously 

~k ~ 0 for each kc {O, I, ••• , ni 

Then 

Next define the numbers fo, f 1 , • • •, (3 n by 

n 
(',. = f olkl{_(i) foriE tO, I, .,.,n\ 

i k=O -le 
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n n n 
L ,1.K. (k) = ~ ,>( 'I: K (i)K. (k) 

i=O · 1. 1 m=O m i=O m 1 

n 
q "'k 

Since ·,k is a polynomial of degree 2t in k , and Ki (k) is a polynomial 

of degree i in k , it follows that i\ = 0 if i ;, 2t . Furthermore, 

t n 

n 
2 

k=O 

t 
2:: 

j,j'=O 
K. (k)K. 1 (k) 

J J 

I 
j ,j I =O 

k n I ( q- I ) (k) I(. (k) K . I (k) 
k=O J J 

- n j b . . ,(.)(q-1) 
J 'J . J 

Now we apply theorem 2.3 and find: 

(' 0 qI\t(O) n n 
A(n, d) ~ = __ q_ = 

"' Lt(0)2 Lt(O) t 
0 L (1:)(q-1)j 

j=O J 

D 

6. Lloyd's theorem. 

The last sections of this chapter are devoted to the existence of per­

fect codes. The basic tools in this study are the sphere packing condition 

mentioned in section I and the theorem of Lloyd. This was first proved for 

linear codes by Lloyd, later generalized independently by Delsarte and 

Lenstra to general codes (cf. (18), (6), and (16)). 

In the proof we need the following inequality, first discovered by 

MacWilliams for linear codes, later generalized by Delsarte to general codes 

(cf. (6) or (19), page 60). 

THEOREM 6.1. [MacWilliams inequality] Let C ~e an [n, d1-code with dual 

distance distribution (Bk)~=O . Then \\kl Bk f o\l ~ ½d.:. 

PROOF. Suppose that \lk[ Bk f 01/ < ½d. Then a non-zero polynomial / of 

degree less than ½d exists so that j(k) = 0 if Bk f O. 

Define 



and 

'.>(.k ((k) 2 for k E f O, I , ••• , n} , 

n 
1'!>. = L o<kK_ (i) for i E lo, I, ... , n\ • 
. 1 k=O -1< 

Then, as in the proof of theorem 5.2, we find 

n 
L ,s.K. (k) = qno< 

i=O 1 1 k 

so fa.= 0 for i ~ d • 
. l. 

If (A.)~ 0 denotes the distance distribution of C, we have 
l. 1.= 

0 

n n 
(~)/(k)2 L "\1\:(0) r 

k=O k=O 
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Hence ((k) = 0 for k € lo, I ' ... ' n 1 Hence K vanishes identically. 

This contradiction proves our theorem. 0 

THEOREM 6.2. [Lloyd's theorem] Let C beat-perfect code of length n, Then 

the Lloyd polynomial Lt hast different zeros in ti, 2, .•. , nl.:.. 

PROOF. Since C is perfect, the upper bound in theorem 5.2. is tight. That 

means that the bound in theorem 2.3 must be tight, so 

Hence ~kBk = 0 for k ~ {I, 2, ... , nj 

By theorem 6.1, there are at least t+l values of k for which 

Therefore there must be at least t values of k for which 

Since ~k = Lt(k) 2 

••• , n l . n 

must have at least t different zeros in 
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7, Perfect codes. 

Several t-perfect codes C of length n over an alphabet with q 

elements are known: 

I) t = 0 C 
n 

q trivial codes. 

2) t = I , q is a prime power, n 

Hamming codes; 

3) t 2 q 3 n 11 C 

4) t 3 q 2 n 23 C 

36 : 

212 : 

5) q 2 n 2t + C 2 : binary 

6) t ~ n, C = I : degenerate codes. 

C 

the ternary 

the binary 

repetition 

n-r 
q 

Golay 

Golay 

codes; 

e.g. the 

code; 

code; 

If q is a prime power, it has been proved that the above list is 

exhaustive (cf. Van Lint (17) and Tietavainen (25)): 

THEOREM 7. I. (Perfect code theorem] The only perfect codes over an alphabet 

with q elements, with q a prime power., are the codes listed above. 

However there are several nonlinear codes with the same parameters as the 

Hamming codes if q = 2 ..!... r ),: 4 
' 

and if q ? 3 ..!.. r ~ 3 

For non prime powers, much less is known: Fort= I or t = 2, the 

sphere packing condition and Lloyd's theorem are not sufficient to prove 

the non-existence of such codes. In some special cases, non-existence proofs 

are known, e.g.: 

t q 6 n 7 : Block and Hall, cf. (12); 

t q 6 n 19 : Roos, personal communication; 

t 2 q has only few prime divisors: Reuvers, cf. (22). 

On the contrary, for t = 3 ' 
t = 4 

' 
or t = 5 

' 
the non-existence 

oft-perfect codes has been shown (cf. Reuvers (22)). It has also been 

proved, that for any fixed t ?,: 3 , only finitely many t-perfect codes can 

exist (Bannai, cf. (I)). This has been improved recently to (cf. (2)): 

THEOREM 7.2. Except for the degenerate codes and the binary repetition codes, 

only finitely many perfect codes correcting at least three errors exist. 
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Since the full proof is very long and technical, we shall confine our­

selves to a very rough sketch of the proof. 

Suppose at- perfect code of length n + I exists over an alphabet 

with q > 2 

L~n+l)(v) 

symbols. Then L(n+l) hast different integral zeros. Since 
t 

hast different zeros too. From the fact that 

the produ t of the zeros is integral one can deduce that t must be much 

smaller than n: t ~ 2 log n. 

First assume that t is odd. By applying the recurrence relation for 

Kravcuk polynomials, we can show that Kt must have a zero vO very close 

to q-1 
-q-•n, to be precise: 

It turns out, that the polynomial Kt is almost antisymmetric with 

respect to this zero. From the difference equation for Kravcuk polynomials 

we find estimates for the two neighbouring zeros v 1 and v_ 1 • As expected, 

we find that and are almost equal, The estimates can be 

executed so accurately, that O -«: (vO - v.;.. 1) - (v 1 - vO) "'- I for t large 

enough. But obviously, this contradicts the fact that 

are all three integers. 

In the case of t being even, we find that Kt 

with respect to close to rt If some VO very •n q 

is 

vi 

two smallest zeros larger than VO ' and V -I and v_2 

and 

almost -symmetric 

and v2 are the 

are the two largest 

zeros smaller than vO , one can prove that O < \v_ 1 - v_2 l - lv2 - v1\ ~ 

for t large enough. This again contradicts the integrality of the zeros. 

These contradictions prove that not-perfect codes can exist for t 

large enough. Combination with Bannai's theorem yields theorem 7.2. 
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APPENDIX. Some properties of Kravcuk polynomials. 

Let q, n and k be natural numbers. Then the Kravcuk polynomial 

~n) or ~ is defined by 

where 

(".') v(v-1) ••• (v-j+l) 
J j ! 

~ is a polynomial of degree k. Some properties are: 

(2) K0 (vl 1 • 

(3) Kl (v) (q-l)n - qv 

(4) ~(O) (q-l)k(n) 
k 

n 
(5) L ~(i)K.(-l) = qnbk .e 

i=O l. , 

Orthogonality relation:: 

(6) 

Recurrence relation: 

(7) (k+l)~+l (v) - (k+(q-1) (n-k)-qvl11c(v) + (q-1) (n-k+1l11c-i (v) = 0 • 

Difference equation: 

(8) (q-1) (n-v)~(v+l) - (v+(q,-1) (n-v)-qk)~(v) + v~(v-1) = 0 • 

(9) 

The Lloyd polynomial . ~n) or Lk is defined by 

k 
L~n) (v) = ~ (v) = l. K ~n) (v) 

j=O J 

Obviously ~ is a polynomial of degree ·k. The following identity 

holds: 



(9) <n) (v) = ~n-l) (v-1) • 

'I'he properties can easily be derived by means of generating power 

series (cf. e.g. (19), chapter 5, section 7). 

ADDENDUM. An optimal llO, 4_]-code. 

In figure 2, the 40 codewords of an optimal binary \l-0, 41-code are 

listed. 

RESEARCH PROBLEM. Give a "nice" discription of the code. 

0000000000 1001010010 0100011010 1100101110 0011111100 

1110000010 1000100011 0011100010 1100010111 0011011011 

1101000100 1000011100 0011000101 1010111010 0000111111 

1100110000 0111010000 0010101001 1010001111 0111101111 

1100001001 0110001100 0010010110 1001101101 1011110111 

1011001000 0101101000 0001110001 0110110011 1101111011 

1010100100 0101000011 0001001110 0101110110 1110111101 

1010010001 0100100101 1111100001 0101011101 1111011110 

Figure 2. An optimal binary (_10, 4}-code. 
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Sphere-packings, codes, lattices and theta-functions 

by 

J.H. van Lint 

INTRODUCTION 

During the year 1977-1978 the Combinatorial Theory Seminar Eindhoven 

discussed several connections between the topics mentioned in the title of 

this chapter. We shall now give a brief survey of the ideas, concepts, and 

theorems which were treated. Obviously much will have to be skipped and our 

proofs will generally be sketchy. The reader who decides to become inter­

ested in thi_s subject can find several excellent treatments in the litera­

ture. Our main sources are C.A. ROGERS, Packing and Covering, Cambridge 

Univ. Press 1964 for the classical theory of sphere-packings, T.M. APOSTOL, 

Modular Functions and Dirichlet Series, Springer Verlag 1976 for the theory 

of modular forms, N.J.A. SLOANE, Binary Codes, Lattices, and Sphere-packings, 

p. 117 to 164 in Combinatorial Surveys (P.J. CAMERON, ed.), Academic Press, 

1977. For a short treatment of modular forms, lattices and quadratic forms 

we also.refer the reader to J.P. SERRE, A Course in Arithmetic, Springer 

Verlag 1973. 

1. Sphere-pa.eking 

In the following K denotes a sphere in m.n. The volume of a subset A 

of If is denoted by µ (A) • If (~i) h: l-1 is a sequence of points in If we 

denote the set of translates {a.+ Kli E l-1} of K by K. If no point of m.n 
-J. 

is an interior point of more than one of these translated spheres we call 
n K a sphere-pa.eking. Let Cs be the cube {~ E 'JR I -~s s xi < ~s, 1 s i s n}. 

For a set A we define s(A) := min{slA c C }. 
s 

DEFINITIONS 1.1. 

p+(K,c) 
s 
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p (K,c l - s I 
i:K+a.cc 

-]. s 

:= lim sup p (K,c ) , 
s-+<><> + s 

P (Kl := lim inf· p (K,c ) • 
- s s-+<><> 

µ(K+a.), 
-l. 

p+(K) and p_(K) are called the upper density and lower density of K. 

THEOREM 1.2. p+(K) S 1. 

n n 
PROOF. Choose a such that Kc C. Then p+(K,c) S (s+2a) /s. D 

a s 

We are interested in the packing density 6n = 6 (K) of spheres in JRn which 

is defined to be the supremum of p+(K) over all sphere-packings K. Clearly 

t.n depends only on n and not on the radius of K. If ::_1 , •.• ,!:n_ is a basis 

for JRn we call the set A := z,;::..1 e z,;~2 e ••• Ell z,;~ a lattice in JRn and the 

vectors e. a basis for A. 
-]. 

The matrix M with the vectors ::..i as columns is called a generator ma-

trix for the lattice. The determinant of A is defined to be 

det A = I det MI • 

If in ( 1. 1) we make the restriction that the sequence (~i) iE :N consists of 

the points of some lattice then the corresponding lattice packing density 

is denoted by t.L (K) • If we allow the set {a. Ii E :N} to be a union of a 
-]. 

finite number of translates of a lattice we obtain in the same way 6 (K), 
p 

the periodic packing density. 

PROOF. Trivial. □ 

The definitions and theorems given above can immediately be generalized to 

other sets than the sphere K (e.g. ellipsoids). Let T be a nonsingular af­

fine transformation of JRn. Let A be the lattice (sZ':) n and let ~l ,~2 , .•. •~ 

be a set of points. We consider a sphere-packing K : = {K+a. +b. I 1 S i s N, j E JN} 
-]. -J 

where b. runs through the lattice A. We also consider TK. 
-J 



PROOF. 

(i) 

(ii) 

(iii) 

w.l.o.g. we may assume that each K+% has a point in Cs. 

TK is obtained by translating TK over all T(a.+b.) - T(o). 
-]_ -J -

Let Gl := cs1 where sl > 2s (TCS) + 2S(TK), G2 := cs1-2s(TK), 

G3 := C 2 ( ) 2 ( )" For each l2. E G3 there is a j such that 
s1- s TCs - s TK 
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p E T(C +b.) c G2 • Number the vectors b. in such a way that £1,£2 , •• ..:..bM 
- s-J -J 
correspond to points l2. E G3 as described above. Then we have 

(a) 

Clearly all the T(K+a.+b.), 1 $ i $ N, 1 $ j $Mare contained in G1• 
-]. -J 

Therefore 

(bl 

From {a) and (b) we find 

s(TC )+s(TK) n 
(1 - 2 s ) • 

sl 
(cl 

Observe that µ(TK)/µ(TC) = µ(K)/µ(Cs) and let s 1 ➔ 00 • Then (c) implies 

p (TK) ~ Nµ(K)/µ(C ). 
- s 

(iv) In the same way we have p+(TK) $ Nµ{K)/µ(Cs) and then the theorem 

follows from the fact that we may take T to be the identity mapping. D 

THEOREM 1.5. If K is a sphere-packing corresponding to the lattice A then 

p+{K) = p_(K) = µ(K)/d(A). 

PROOF. Let T be the transformation which maps :;zn into A. In Theorem (1.4) 

replace K by T-lK and takes= 1. D 

THEOREM 1. 6. Let T be a nonsingular affine transformation of lRn. Ple have 

/J. (TK) = /J. (K) 
p 

/J. (K) I 

PROOF. The second part is trivial. For the first part we only have to show 

that /J.p(K) = /J.(K) and apply (1.4). For every E > 0 there is a system KE of 

translates of K such that p+(KE) > (1-E)!J.(K). Chooses so large that 

{s/(s+2s(K)) }n > (1-E) and p (K ,C ) > (1-E) p (K ) • The 
+ E S + E 

sets of K which 
E 

have a point in Cs are completely contained in Cs' 

these sets be a 1+K, .•• ,a._+K and let b. run through 
- -i\l -J 

corresponding periodic packing K• has 

wheres' := s+2s(K). Let 

the lattice (s •:;z fl . The 
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The theorem now follows from Theorem ( 1 • 3) • D 

We now wish to establish a bound for /:,,n due to C.A. ROGERS. Consider a sequence 

of points ~ 1 ,~2 , ... in lRn with covering radius R and mutual distances 2 2. 

With each point~ of this sequence we associate a Voronoi-polyhedron TI(~) 

consisting of the points~ such that d(~,~) = min d(~i'~). Subsequently each 

polyhedron is dissected in the following canonical way. Components will be 

simplices ~0~1 ••• ~n where ~0 :=~, £ 1 is the point closest to a on some (n-1)­

dimensional face of TI(~) and all other £i are on this same face, £ 2 is the 

point closest to~ on some (n-2)-dimensional face of the previous face, etc .. 

Clearly the angle between _c,-_c0 and c.-c. (at c.) is obtuse if j > i, i.e. 
~ -J -i -i 

if we take £o as origin we have <£j,£i> 2 <£i,£i>. We now need a lemma known 

as BLICHFELDT's inequality. 

LEMMA 1.7. If ~ 1 ,~2 , ... ,~tl all have distanced to 0 and mutual distances 

at least 2 then d 2 (:+\)~. 
k+l 

(k+l) I <a.,a.>-<'a.,'a.> 
-i -i l_i l_i 

i=l 

COROLLARY. If xis on an (n-k)-dimensional face of TI(a) then d(~,~) 

This corollary and our observation above concerning <c.,c.> establish the 
-i J 

following lemma. 

LEMMA 1.8. For each simplex Q. = Eo~1£ 2 •• -~ in the dissection of a voronoi­

polyhedron we have 

ifj2i. 

DEFINITION 1. 9. Consider a regular simplex S in JRn with side 2 and the 

n+l spheres of radius 1 centered at the vertices of the simplex. Let s0 
be the intersection of S with the union of the spheres. We define 

crn := µ(S 0)/µ(S). 

Let us look at such a simplex s, say with coordinates (h,O,O, ... ,O), 

(0,12,o, .•. ,0), ... ,(0,0, .•• ,0,12) where these n+l points are in the hyper-
n+l n+l 

plane defined by . i:: 1 x. = 12 in JR • We divide S into n ! congruent sim­
i= J. 

plices as follows. Start with the centroid of s, next take the centroid of 
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an (n-1)-face, the centroid of one of its (n-2)-faces, etc., •.• ,vertex. A 

· · ( 12 12 12 o o o) < · typical subsimplex G has vertices !lj_ = i+l' i+i•···•i+l' , , ••• , , n-i 

coordinates 0), (0 $ i $ n). We then have 

if i $ j (a) 

and furthermore if Bis a sphere of radius 1 centered at .9'.o then 

µ(BnG)/µ(G) (b) 

THEOREM 1.8. 6 $ cr. 
n n 

PROOF. Suppose 6(K) > crn. We assume K has radius 1. In the same way as in 

the proof of Theorem (1.6) we can find ans and a corresponding periodic 

packing K of spheres K+a.+b. (b. E (sZl)n) such that p+(K) > crn, i.e. 
-]_ -::J -::J 

· Nµ (K) /µ (Cs) > cr • The system of points a. +b. ( 1 $ i $ N, j E :N) has cover-
n -i -::i 

ing radius R $sin.Consider the corresponding Voronoi-polyhedra and their 

canonical dissection into simplices. This is a periodic dissection of lRn. 

Let T1,T2 , ••• ,TM be representatives of the different classes of simplices 

mod (sZl)n. One easily sees that 

M 
µ(C) I µ(Tk), s 

k=l 
M N 00 

Nµ(K) I I I µ([K+a.+b.] n Tk). 
k=l i=1 j=l -]_ -::J 

However, each simplex of a Voronoi-polyhedron meets only the sphere centered 

at its own "c -vertex". So somewhere we must have one of these simplices, say -o 
V, and a sphere B such that µ (BnV) /µ (V) > crn. As before let Q_ = ::.O'~l' ••• ,.5:n be 

the vertices of V. Consider the linear transformation L which maps>.1c 1+ •• • +>. c 
n - n-n 

into a-+ .r \. (5r..-20), where the .\L· are the points introduced above. Then 
-'li i=l i i i n 

L{V) = G and L(K) is an ellipsoid E. If xis in K then x = ~ \. c. and 
- i=l i -i 

<~,:? $ 1. For x._ = L(~) we find, using {a) and (1.8). 

n n 
<x._-51o Ix..-.~> I I \.\. <% -2o , ~ -9'.o > 

i=l j=l i J 

n n 
$ I I \i\j <c. ,c .> <~,~> $ 1. 

i=l j=l -i -::J 

Therefore Eis inside the sphere B1 with center .'lo and radius 1. Hence 
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a contradiction. Our assumption ~(K) > crn was false. D 

COROLLARY. ~2 = rr/(2v'3) = 0.9069 .•.. 

PROOF. JR2 can be disceted into congruent equilateral triangles. D 

This is 

density 

i.e. V 
n 

the only case where ~n is known. Usually one studies the center 

o := ~ /V where V is the volume of a sphere of radius 1 in lRn, 
n 2 n n n 

= rrn/ /f(½n+l). If only lattice packings are considered then the 

densest packings are known for n ~ 8. Connected with the sphere-packing 

problem there is also the problem of touching spheres. The contact number 

'n is the greatest number of spheres of radius 1 in lRn that can touch an­

other sphere of radius 1. Clearly , 2 = 6. The number 'n is known for n ~ 9. 

In the following we study lattice packings only. 

2. Modular functions and modular forms 

In the next section we shall introduce the theta-function of a lattice. 

As preparation we treat part of the classical theory of modular forms in 

this section. 

Let the complex numbers w1 ,w2 be a basis for the lattice n in C. Other 
w' b w 

bases are obtained by transformations (?)=(ad) ( 2}, where a,b,c,d are 
W C W 

integers with ad-be= ±1. A meromorphic tunction f lhich is doubly period-

ic, i.e. V CV n[f(z+w) = f(z)], is called an elliptic function. If such 
ZE WEoo 

a function has no pole in a period parallelogram (the parallelogram spanned 

by a basis pair w1 ,w2) then f is bounded and therefore constant. By consider­

ing 1/f we see that a non-constant elliptic function has zeros. We assume 

that there are no zeros or poles on the boundary of the period parallelogram 

or otherwise we translate it slightly and we refer to such a region c as a 

cell. By the double periodicity we have f 3cf(z)dz = 0, i.e. f has a pole of 

order 2 2 or at least two poles in C. In the same way contour integration 

of f'/f shows that the number of zeros (counting multiplicities) in a cell 

equals the number of poles. This number is called the order off. 

It is easily established that we:~\{O} w-a is absolutely convergent 

iff a> 2. 

DEFINITION 2.1. Given n we define the Eisenstein series of order n by 



G n 
:= }: 

wd"l\{O} 

-n 
w (n ~ 3). 

Let a> 2 and R > O. If [zl <Rand lwl ~ 2R then lz-wl-a S 2a lwl-a and 

therefore . n 1r 1>2 (z-w)-a is absolutely and uniformly convergent on 
OJ€"' w - R 

{z e. a::llzl < R}. 

-3 
LEMMA 2.2. w~Q (z-w) is an elliptic function of order 3. 
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PROOF. We have ?.lready seen that the sum of the series is meromorphic with 

a pole of order 3 in 0. The double periodicity follows from the absolute 

convergence of the series and from the invariance of Q under translation 

by elements of Q. D 

DEFINITION 2.3. The Weierstrasz f-function is defined by 

1 , 1 1 
fr(z) := 2 l {--2 - 2}. 

z WErl\{O} (z-w) w 

Clearly f is an even function with a pole of order 2 in the origin. Since 
-3 ~•(z) = 2 w~Q (z-w) we see from Lemma (2.2) that for w € Q the function 

~(z+w)-r(z) is constant. Taking z = -~w we find that the constant is O, i.e. 

g:>is an elliptic function of order 2. 

THEOREM 2.4. For O < lzl < min{lwllw € Q\{O}} we have 

00 

( ) Z -2 + , ( 1 2n r z l 2n+ )G2n+2z 
n=l 

-2 PROOF. In (2.3) expand (z-~) in a Taylor series and change the order of 

summation. D 

THEOREM 2. 5. [ r• (z) ] 2 

PROOF. By applying (2.4) we find the Laurent expansion of [f'(z)J2 -
-- 3 
- 4[f(z)] + 60G4r(z). It turns out that this elliptic function has no 

poles, i.e. it is constant. D 

The expressions g2 := 60G4 and g3 := 140G6 are called the invariants of~. 

we also define 
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3 
THEOREM 2.6. 4[~(z)] - g2 f(z) - g3 = (8J(z)-e1)(~(z)-e2)(g,(z)-e3); 

The three zeros e 1 ,e2 ,e3 are different and hence the discriminant g~-27g~ 

is not zero. 

PROOF. lP' is odd and f?' does not have a pole in ½w 1 , ½w 2 or ½ (w i"'ill 2) . The 

periodicity implies that g> 1 (-½w 1) = !9'(½w 1), etc. Therefore ½w 1 , ½w 2 , and 

½(w 1+w 2) are single zeros of~•. Now apply (2.5). If e 1 = e 2 then p(z)-e1 

would have a double zero in ½w 1 and in ½w 2 which contradicts the fact that 

~has order 2. 0 

3 2 DEFINITION 2.7. n(w 1 ,w 2) = g2 - 27g3 • From the definitions we see that 

g2 ,g3 , and n are homogeneous of degree -4,-6, resp.-12. Therefore it is 

sufficient to study them for pairs (w 1 ,w2) = (1,,) where, is in the upper 

halfplane of~, which we denote by JH. In the following we shall write 

g2(,) := 

93(,) := 

n<,l := 

00 

60 I 
m,n=-oo 

(m,n);i(O,O) 
00 

140 I 
m,n=-oo 

(m,n)f(O,O) 

3 
g2(,) 

2 
- 27g3 (,). 

-4 (m+n,) , 

-6 (m+n,) , 

By Theorem (2.6) n(,) f O for , E JH. Observe that we no longer have a 

fixed lattice n but we now consider w2;w1 as variable. 

We also introduce the function 

known as Klein's modular function. By comparing lm+n,1 2 with lm+nil 2 one 

shows (with some effort) that the functions g2 ,g3 , n, and J are analytic 
3 in JH. As we observed above g 2 {w 1 ,w 2) and n (w 1 ,w 2) are homogeneous of degree 

-12. So their quotient is homogeneous of degree 0, i.e. J(w 2/w 1) is homo­

geneous of degree 0. If a,b,c,d are integers such that ad-be= 1, then 

~?) = c:) Lwf) is a basis for the lattice n, yielding the same &'J, g2 , g3 , 

n, 1etc. Therefore J is invariant under this transformation. We have there­

fore proved: 

THEOREM 2.8. J(a,+b) 
c,+d 

J(,) if a,b,c,d are integers with ad-be 1. 
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2ni1 
We introduce the notation z := e This maps lH onto the punctured unit 

circle. It follows from (2.8) that f(z) := J(1) is well defined and that 

f is analytic. Therefore f has a Laurent series, i.e. J(1) can be expanded 

in a Fourier series E e2 11·in,. It is these series that we are interest-n=-co an 
ed in. By completely straightforward methods one finds the following expan-

sions. 

THEOREM 2.9. Let cra(k) := r da. Then for 1 E lH we have 
dJk 

4114 co 
{1 + 240 }: cr3 (k) -3-

k=l 

6 co 
~ {1 - 504 }: cr5 (k) 
27 

k=l 

co 
(211) 12 }: 1 (n) 

n=l 

211in1 
e 

co 

21Tik1} e , 

211ik1} e , 

1(n) an integer, 1(1) 1, 

J (,) { 1 ) 3 -211i 1 , l2 {e + 744 + l 
211in1 . 

c(n) }, c(n) an integer. 
n=l 

The set of all Mobius transformations 

a1+b 
1 >+-­

c1+d a,b,c,d integers, ad-be 1 

is called the modular group f(l). We write f(l) = SL2 (2Z) and observe that 

I'(l) = SL2(2Z)/{±I}. The transformations of I'(l) can be represented by ma­

trices (~). 

THEOREM 2.10. f(l) is generated by the transformations 

T1 := 1+1, S1 := -1/1. 

PROOF. Consider (ab) T - (11J S -cd ' - 01 ' -
c ~ 0. If c =Owe are finished. If 

d cq+r with O < r < c. Then 

l~-~). It is sufficient to consider 

lab) a d c = 1 then cd = T ST. If c > 1 let 

and the proof follows by induction. D 
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Observe that s 2 = (ST) 3 I. 

DEFINITION 2.11. An open subset R of JH is called a fundamental region 

for the subgroup G of f(l) if no two distinct points of R belong to the 

same orbit and every orbit has at least one point in R. 

It is not difficult to show that {TE JH! J-rl > 1, -½< Re T <½} is a funda­

mental region for f(l). By repeated applications of sand T we find other 

fundamental regions as in the figure below. 

-1 0 +1 

DEFINITION 2.12. A function f is called a modular function if 

(i) f is meromorphic on JH, 

(iii) f has a Fourier expansion of the form 

f(-r) I 
n=-m 

a(n) 
211inT 

e ( T E JH) • 

By (2.8) and (2.9) J is a modular function. When counting zeros and poles 

in the fundamental region we make the following conventions. The order of 

a zero or pole in pis divided by 3, the order of a zero or pole in 1 is 

divided by 2, the order at i 00 is the order of the zero or pole in z O 
211i-r 

where z e Only one point from every orbit is counted (e.g. only the 

left half of the boundary is counted). 

THEOREM 2.13. If f is a modular function, not identically 0, then in a 

fundamental region (with part of the boundary) the number of zeros equals 

the number of poles. 
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PROOF. we integrate f'/f over the contour in the figure below. First assume 

there are no zeros or poles on the boundary. 

(5) 

(I) 

12, ____ o, 

:.---- ------.;:: 

Since f is a modular function the contributions of (1) and (4) cancel as 

do those of (2) and (3). If we take (5) sufficiently high and substitute 
2,ri,: . 

z = e we find a contribution by the zero or pole in i 00 in accordance 

with our convention. The modification by obvious detours for zeros and 

poles on the boundary are straightforward. The angle o~ 60° at p and p+1 

accounts for the division by 3, etc. D 

We shall now generalize (2.12). We use the following notation. If 

A= (~)€ r(1) we write fJkA for the function with value (ci:+d)-kf(~::~) in,:. 

DEFINITION 2.14. An integral modular form of weight k is a function f which 

satisfies: 

(i) f is analytic in li, 

(ii) fjkA = f for all A€ r(1), 

(iii) f has an expansion f(,:) = nfo c(n)e2,rini:. 

Extensions of the definition are possible in several ways. One can drop 

the word "integral" by replacing "analytic" in (i) by "meromorphic" and 

making (iii) less restrictive. One can restrict A to a subgroup of r(1). 

Finally one can replace (ii) by fjkA = v(A)f when v(A) depends on A only. 

We shall need all these generalizations later on but in this brief exposi­

tion we restrict ourselves to (2.14). If in (iii) we have c(0) = 0 then the 

form is called a cusp form. 

Exactly the same argument that proved Theorem (2.8) shows that 6(,:) is 
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modular form of weight 12 and by (2.9) it is a cusp form. In the same way 

we see that the Eisenstein series introduced in (2.1), i.e. 

, -2k 
l (m+nT) (k ~ 2) 

(m,n)#(0,0) 

is a modular form of weight 2k. 

THEOREM 2.15. If we count the number of zeros of an integral modular form 

in the fundamental region using the conventions of (2.13) we find {2 zeros, 

or in an obvious notation 

k 12N + 6N(i) + 4N{p) + 12N(i00). 

PROOF. The proof is the same as for (2.19). However, now (2) and (3) do not 

cancel but yield {2 (which is easily checked). D 

COROLLARY. Every nonconstant entire modular form has even weight k ~ 4. If 

it is a cusp form then k ~ 12. 

THEOREM 2.16. Let~ be the space of all entire modular forms of weight k. 

Then~ is a linear space of dimension 

[{2] if k = 2 (mod 12), 

[{2] + 1 if kt 2 (mod 12), 

and f E ~ can be uniquely expressed as 

f 
[k/12] 

}: 
r=0 

k-12r#2 

(where G0 1). 

PROOF. 

(i) Fork< 12 this follows from (2.15). E.g. if f has weight 4 then f/G4 

is entire and it has weight 0, i.e. it is a constant. 

(ii) Let f be an entire modular form of weight k ~ 12. Since Gk(i00 ) # 0 

we can define c := f(i 00)/Gk(i00). Then f - cGk is a cusp form in Mk and 

it can therefore be written as~- h where his an entire modular form 

of weight k-12. The proof follows by induction. Uniqueness is obvious 

because the functions Gk-l 2r~r are clearly linearly independent. D 



COROLLARY. If k = 0 (mod 4) then an integral modular form of weight k is 

a polynomial in G4 and 6. 

PROOF. The proof is the same as above using powers of G4 of the right 

weight and the fact that G4 (i00 ) # 0. D 
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We now briefly look at one subgroup of r(l) which is important for our pur­

poses. This is the group r6 generated by T2 ands. It consists of trans­

formations described by(~:) where cd - ab= 0 (mod 2). This group has in­

dex 3 in the modular group. The regions 1,T, and TS in the figure follow­

ing (2.11) form a fundamental region for r6 . The behaviour of a function 

near,= 1 is described by transforming this point to i 00 with an element 

of f(1). Theorem (2.15) has an analogue in this case which is 

k 4N + 4N(i00 ) + 4N(1) + 2N(i). 

In this case one can also define Eisenstein series, etc. For details we 

refer to the literature. 

DEFINITION 2.17. 6(,) := r 
n=-oo 

7fi,n2 
e 

Clearly 6(,+2) = 6(,). In (3.4) we shall show that 6(-1/,) = (-i,)½6(,). 

Therefore e8 is an entire modular form of weight 4 for r6 (with a zero in 

, = 1). 

It is this function which is responsible for the name theta-functions. 

We introduce a number of similar functions which will be used again later. 

DEFINITION 2.18. For, EE and q 
7fi, 

:= e we define 

00 

(m+½)2 
62 (,) 2 I := q 

m=O 

63(,) := e <,l = 1 

04 <,> := 1 + 2 I 
m=1 

+ 2 
00 2 
I m q 

m=1 

There exists many relations between these functions. We mention two which 

are obvious. 

LEMMA 2.19. 

(i) 83(4,) + 82(4,) 

(ii) 83 (4,) - 82 (4,) 
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3. Codes, lattices, and theta-functions 

Let A be a lattice in lR.n with basis ~ 1 ,~2 , ... •~ and let M be the 

matrix with columns~• i.e. A {~Ix E zf}. The minimum squared dis­

tance of A is given by 

d(A) = min{<~-z.,~-y_> I ~EA, z. EA,~ -I- y_}. 

If we take the points of A as centers of spheres of radius p = ~ld(A) we 

obtain a sphere-packing KA with center density o(KA) = pn/det A. The dual 

lattice AL is defined by 

A := {~ E lR.n I vy_EA[<~,y_> E :;z]}. 

It is easily seen that (M-l)t is a generator matrix for AL, i.e. 

AL := {(M-l)t~ j ~ E zf}. A lattice with A= AL is called self-dual. 

Our first theorem on lattices is a special case of the Poisson sum­

mation formula: 

LEMMA 3. 1. Let f : lR.n + <C he a function such that 

k k ~ k =-co f (k 1+x1 ,k2+x2 , ... ,k +x ) _is absolutely uniformly convergent 
1' 2•···• n n n n 

on compact subsets of lR. . Then we have 

, 2iri<v,a> 
l e - -

VE:iZn 

for a E lR.n. 

PROOF. We refer to standard text books on analysis. D 

THEOREM 3.2. Let f satisfy the conditions of (3.1). Define 

f(~) := J 
lR.n 

If A is a lattice in lR.n then we have 

-1 
f(~) = (det A) ' f(v). LL -

VEA 

PROOF. In (3.1) we replace f(~) by f(~) and we take a= O. Then we find 



I f(!_) = I f(Mk) 
xe:A ke:ZZ:n -

l I e -2'1fi<~,r f(M1_)dy1 ••. dyn. 
ve:zz:n 

lRn 

In the integral we substitute x_ = M-1u and we observe that 

t t -1 t -:-1 :t. 
<~, x_> = x_ ~ = ~ (M ) ~ = < (M ) ~, ~. 0 

The squared length of-a vector~= Mk in A is given by 

where A= MtM is a positive definite symmetric matrix. 

DEFINITION 3.3. The theta-function of A is given by 

'lfi-r<x,x> 
e --

'lfi-rktAk 
e 

Since ktAk > c <~,!9' for some c > 0, the series defines a function which 

is analytic in E. 

-n/2 
THEOREM 3.4. 0 iC-r) = det A (-i-r) 0A(-l/-r). 

A 

PROOF. The function f(!_) := e'lfi't"<~,!? satisfies the conditions of (3.1). 

Therefore we have by (3.2) 

-1 
0A(-r) = (det A) e 

'lfi 
- -<v,v> I 't" --

V 
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The value of the integral is not changed by the translation u * u + =-. Ifwe 
2 2 -r 

then take -r = it the integral becomes J e 
lRn 

So by analytic continuation we have 

-1 -n/2 -~ 
0A (-r) = (det A) (-i-r) Li e 

veA 

-'lft(u1+ ••• +u )d d _ t-n/2 
n u 1 ••. un - • 

'lfi - - <v,v> 
't" --

The required result follows by replacing A by Ai. D 

The special case n = 1, A= ZZ: yields the functional equation for 8(-r) 

announced in section 2. 

The properties of lattices and their theta-functions described in the 

first part of this section have quite a lot of analogy with properties of 

linear codes. We assume that the reader is familiar with the terminology of 
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coding theory. In the homogeneous weight enumerator WC(x,y) of a code for 

length n over JF, 
q 

I n-w(u) w(u) 
X - y -

U€C 

where w(~) := weight of~, the coefficient Ai counts the number of code 

words of weight i. In (3.3) we have 

11iT<x,x> 
e --

where Al is the number of lattice points~ with 1~1 2 = l. The well-known 

theorem of MAC WILLIAMS for WC(x,y) and the weight enumerator of the dual 

code, i.e. 

if C is an (n,k)-code over JF, has as its analogue the functional equation 
q 

(3.4). The relation between WC and WC~ is extremely useful if C is self-dual, 

i.e. C C~. In the same way we see that if a lattice is self-dual then (3.4) 

makes it possible to apply the powerful theory of modular forms treated in 

section 2. For this we only have to observe that 0A(T+2) = 0A(T) and hence 

(3.4) shows that for n = 0 (mod 8) the function 0A(T) for a self-dual lat­

tice is a modular form of weight% for r8 . We shall return to this later. 

We now describe two constructions which produce sphere-packings start­

ing from binary codes. Following SLOANE we call them construction A and B. 

Construction A starts with an arbitrary binary codec of length n and mini­

mum distance d. We assume O € C. The set A(C) in :nt consists of all x € ]Rn 
½ 

such that 2 ~ (mod 2) € C. The points of A(C) are the centers of a sphere-

packing with spheres of radius 

if d::; 4, 

if d ;:: 4. 

By definition this sphere-packing is periodic. We only have to consider a 

cube of side 2½ to find the center density: 

oc = lei n -n/2 
Pc. 2 . 
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THEOREM 3.5. The set A(c) described in construction A is a lattice iff C 
~n-k 

is a linear code. If C is an (n,k)-code then det A(C) = 2 and further-

more 

PROOF. 

(i) The first assertion follows from the fact that the mapping cf>: :?Zn ➔ lF~ 

defined by cf>(k) := k (mod 2) is a homomorphism. 
- - -~ I B t 

(ii) If Chas generator matrix (IB) then the matrix 2 (0 2I) is a genera-

tor matrix for the lattice A(C). Here Bis of size k by n-k. This makes 

the second assertion obvious. The final assertion follows directly from 

the definition. D 

The following theorem shows that the theta-function of A(C) is closely 

related to the weight enumerator of C. 

THEOREM 3.6. If C is linear with weight enumerator WC(x,y) then the theta­

function of the lattice A(C) is given by 

PROOF. By (3.3) we have 

eAccJ ('t") = l l 
CEC ke:zz:n 

e 

In the inner sum we assume that c has w coordinates 1. Then this sum equals 

The result immediately follows from (2.18) and the definition of Wc(x,y). D 

EXAMPLE 3.7. Let C be the code of length n consisting of all words of even 

weight. For this code the mimimum distanced is 2. So construction A yields 
-~n-1 

a sphere-packing with spheres of radius~- The center density is 2 • 

Since WC(x,y) ~{(x+y)n + (x-y)n} we find 

By (2.19) this equals ~{e3 (~1")n +e4 (~1")n}. We remark that it is known that 

for n = 3,4, or 5 this is the densest possible lattice packing in lR.n. 
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EXAMPLE 3.8. Consider construction A for the extended Hamming code H8 of 

length 8. This yields a lattice A(H8). By Theorem (3.4) and Theorem (3.5) 

the•corresponding theta-function is an integral modular form of weight 4 

for r8 • However, every~ in A(H8 ) satisfies <~,J.0> = O (mod 2), so 0A(H) 
- 8 

is in fact an integral modular form of weight 4 for f(1). By Theorem (2.16) 

and Theorem (2.9) we therefore have 

1 + 240 

As an exercise we recommend that the reader show by hand that A(H8 ) has 

240 a 3 (5) = 240*126 vectors~ with<~,~= 10. This will make it clear 

that the theory of modular functions is a powerful tool in studying the 

distribution of vectors in lattices. We remark that it is known that A(H8 ) 

yields the densest lattice packing in JR8 

We now turn to construction B. In this case we start with a (n,k)-code 

C with minimum distance 8 for which all weights are= 0 (mod 4). The lattice 

L (C) consists of all x E lRn such that 21,x = c + 2k where c E C and k E ~n 

such that rki = 0 (mod 2). The corresponding sphere-packing has spheres of 

radius 1. 

EXAMPLE 3.9. Start with the extended Golay code of length 24 and apply con­

struction B. This yields a lattice. If we shift this lattice over the vector 
-3/2 

2 (1,1, ••. ,1,-3) then the union of the two sets is again a lattice. This 

is the famous Leech lattice A24 . 

We return to the analogy between certain parts of coding theory and 

the theory of lattices. For this purpose we consider so-called type II 

codes, i.e. self-dual codes C for which all weights are= O (mod 4), and 

type II lattices, i.e. self-dual lattices A for which<~,~ is even for 

every~ EA. A famous theorem of A.M. GLEASON states that the weight enu­

merator WC(x,y) of a type II code is a polynomial in~ and n, where~ is 

the weight enumerator of the extended Hamming code H8 and n is the weight 

enumerator of the extended Golay code G24 . We can now understand this theo­

rem in the following way. Let C be a type II code. By construction A we 

find a lattice AC which by (3.5) is self-dual. By the construction we 

see that AC is of type II. Therefore the corresponding theta-function 0A(C) 

satisfies 

0A(C) I T 
n/2 



147 

where we have used (3.4). 

By the same method as we used in (2.15) one shows that such a modular 

form is O unless n is a multiple of 8. In the latter case 0A(C) is an in-
n • 

tegral modualr form of weight 2 for f(l). By the corollary to Theorem (2.16) 

it follows that 0A(C) is a polynomial in G4 and~- In Example (3.8) we al­

ready saw that in this way H8 and construction A produced G4 • In the same 

way the Golay code G24 leads to a polynomial in G4 and~- The theorem for 

WC(x,y) is now proved by returning to weight enumerators via Theorem (3.6). 

The original proof of GLEASON's theorem did not use the method described 

above. 

There are many other analogies between codes and lattices. Not every­

thing is completely understood. As was stated in the introduction this 

short survey will hopefully interest the reader into looking at the ex­

tensive literature on this subject and also at some of the still open 

problems. 
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GEOMETRICAL PACKING AND COVERING PROBLEMS 

by 

F. Gobel 

Introduction 

In this paper, we consider some packing and covering problems of a geometrical 

and usually recreational nature. Section 1 is on a packing problem. In section 2, 

we consider a generalized type of coverings, of the plane, by rectangles (§ 2.2, 

2.3) or polyominoes (§ 2.4}. 

Sections 3 and 4 are on tilings, also called partitions, dissections, and other 

names. In section 3 we partition a rectangle. The four subsections are on fairly 

distinct types of doing this. There are brief digressions to higher dimensions. In 

section 4, we consider tilings of the plane, using polyominoes (§ 4.1) or arbitrary 

polygons(§ 4.2) as pieces. 

The treatment is elementary; proofs are hardly given. The stress is on defining 

problem areas and pointing out open problems. 
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1. Packing a square with unit squares 

Let S(z) be a square with side z, let n*(z) be the maximum number of unit 

squares that can be packed into S(z), and let W(z) = z 2-n*(z). 

Erdos and Graham [ 4 ] have shown 

( 1) 
7/11 

W(z) = O(z ) 

by a quite remarkable construction. One of the open problems they mention is 

to determine a non-trivial lower bound for W. 

For~ z, not much is known either. Let z(n) be the side of the smallest 

square into which n unit squares may be packed. Then obviously 

(2) In~ z(n) ~ ceil(ln), 

where ceil(x) is the smallest integer not smaller than x. 

The exact value of z(n) is known only for n = 2,3,5 and the squares. 

In some of the remaining cases, the upper bound of (2) has been improved by 

suitable packings. (See table 1.) They are not difficult to reconstruct, except 

perhaps the packing for n = 19, which is shown in figure 1. I have not been able 

to improve on the upper bound in (2) for any n in a range k 2 + k, ••. , (k+1) 2 - 1, 

n u er bound n u er bound 

10 3 + ½h - 3.707 37 6 + ½h ,; 6.707 

11 5 h 3.914 38 2+ -
17 4 + ½12 - 4,707 39 4 + 212 - 6.828 

18 2 + 2✓2 ,; 4.828 40 

19 4 + ~2 - 4.943 50 7 + ½h - 7.707 
3 

26 5 +½12 - 5.707 51 

27 5 + ½12 - 5.707 52 

28 3 + 212 - 5.828 65 5 + ~2 - 8.536 
2 

Table 1 

Best known upper bounds for z(n) 
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Figure -1 

A square packed with 19 unit squares. 

f 

The smallest n which escapes both the table and the_~.tiire is 29. 

To demonstrate a technique for finding non-trivial lower bounds, we outline 

a proof of the following result (which implies z(S) = 2 + Y2). 

Proposition. S' d~f S(2+Y2-€) cannot be packed with 5 unit squares. 

Outline of proof, Take an S' and draw 4 lines in its interior, parallel to the 

sides and at a distance 1 - E/3 from the sides (see figure 2), It is sufficient 

to show that any unit square 5(1) in S' covers at least one of the points A, B, 

c, D. There are 3 cases. 
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\_ 

I 

A 

D 

_j 
~ 

E 
1 - 3 

III 

II 

Figure 2 

B 

i:: 

1) The centre of S(1) is in region I. 

Then an easy calculation in analytic 

geometry shows that A is covered. 

2) The centre of S(l) is in II. 

Suppose the centre Mis closest to A. 

Then the distance d(A,M) is<¼, hence 

A is covered by S(1). 

3) The centre is in III. Without loss of 

generality we assume one vertex of S(l) 

on the upper edge of S'. Again, a simple 

calculation shows that the length of the 

intersection of S(l) and the line at 

distance 1 - E/.3 from the upper edge has 

length> ¼12 - E/3, hence A or Bis 

covered. 

Remark. z(6) and z(7) are now known to be~ 2 + ¼12, which is better than the 

lower bounds from (2). However, by applying the method to S(2/2 - E), we obtain 

z(6) ~ 2/2 (and z(7) ~ 2/2), which is still better. 
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2. Generalized coverings 

2.1 Introduction 

Let P and Q be polyominoes.Copies of Pare placed on the square lattice, 

such that the sides are on latttice-lines, forming a constellation of P. A 

constellation of Pis called Q-saturated if any copy of Q placed on the lattice 

such that its sides are on lattice-lines, has at least one square in common 

with some P. 

If Q is the 1-omino, then a Q-saturated constellation of Pis just a covering 

of the plane with P. This justifies the term "generalized covering". 

The cases where Pis the 1-omino, and Q is one of the pentominoes have been 

considered by Golomb [ 9 J • 

We intend to consider other special cases viz. with P = Q. In section 2.2 

Pis a rectangular polyomino; in section 2.4, Pis an n-omino (2 ~ n ~ 5). In 

section 2.3 we consider a limiting case: ax b rectangles where a and bare real. 

In all cases, we are interested in generalized coverings with minimal density. 

In order to avoid technical problems concerning the existence of a density, we 

restrict our attention to periodic constellations. 
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2.2 Discrete rectangles 

Let P be an ax b rectangle n with a 6 b, The constellation of figure 3 

shows that the minimum density d*(axb) satisfies 

(3) 

(4) 

d* (axb) :r;; 2ab 
2 2 

(a+b-1) + ( 2a-1) 

On the other hand, a constellation of the type in figure 4 shows that 

* 2ab 
d (aXb) 6 (2b-1)min{4a-2,a+b-1} 

~ I,________~ 

I 

Figure 3 

C 



_J I I I _ 
lz 

b-1 
,. 

I .. 

J [ 

Figure 4 

A proof of (4) can be given as follows, If b > 3a - 2, we choose 

y = z = a - 1, and we obtain the upper bound 

ab 
(2a-1)(2b-1) 
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If b s 3a - 2, there are two cases: if b - a is odd, we choose y = z = (b-a-1)/2, 

and if b - a is even we choose y = (b-a-2)/2, z = (b-a)/2. In both cases we obtain 

the upper bound 

2ab 
(a+b-1) (2b-1) 

tower bounds ford* can be obtained in several ways, The most successful.method 

turned out to be the shadow method of Jagers; a detailed exposition is given in 

[ 13 J, a brief sketch in [ 8 ] • We state the following results of Jagers without 

proof. 

(5) * ab 
d (a,b) ~ b(b-l) + Ja(a-l) + 1 if b ~ 3a - 1, 

(6) d*(a,b) 2ab 
~ (a+b-1) (3a+b-2) for all as b. 
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The lower bound (5) is better than (6) iff b < 3a - 1. Combining the upper and 

lower bounds, we note that the minimal density d*(a,b) has been determined for 

a= band for b = 3a - 1. In all other cases, the exact value of d* is unknown. 

However, there is little doubt that the minimum is achieved for one of the 

types of constellations in figures 3 and 4. 



157 

2.3 Continuous rectangles 

We replace the square lattice by a Cartesian coordinate system. Instead of 

ax b rectangles, we consider ax 1 rectangles with O <as 1. We only allow 

positions of the rectangles in which the sides are parallel to the axes. The 

limits of the upper and lower bounds found so far are, in order of appearance: 

. (7) d* (a) 2a s 
1+2a+sa2 

(from (3)), 

* 1 1 

} '{8) d (a) s r for a s 3' 

* a 1 
(9) d (a) s i+a for a ~ 3 

(from (4)), 

* a 1 
(10) d (a) ~~ for a ~ 

3 I+3a 
(from (5)), 

* 2a 
(11) d (a) ~ 

(l+a) (1+3a) 
(from (6)), 

where we have written d*(a) instead of a.*ca,1). 

A pictoral summary is given in figure 5. 

1 
4 

0 1/5 

--

1/3 1;/5 11h 

Figure 5 

1 
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The implicite conjecture of§ 2.2 has a continuous analogon, which is of 

* course weaker: the upper bounds ford (a) given by (7), (8), (9) determine 

the minimum. 

2.4 Polyminoes 

In this section we consider generalized coverings with n-ominoes for n ~ 5. 

Again, good upper bounds ford (P) can be obtained from suitable constellations. 

Some of these appear in [ 8 ]. A summary of our best results is given in table 2. 

Most of the lower bounds have been obtained by the shadow method. 

Note that there are some quite large ratios between upper and lower bounds. 

The order (column 5) is the number of polyominoes in an elementary cell. 



159 

p lower bound upper bound ratio order 

I2 2/3 2/3 1 1 

I3 1/2 3/5 1.20 2 

L3 6/11 6/11 1 2 

I4 2/5 8/17 1.-18 2 

L4 32/77 1/2 1.20 1 

04 4/9 4/9 -1 

T4 4/9 4/9 1 2 

z4 4/9 4/9 -1 1 

IS 1/3 5/13 1.15 2 

FS 10/27 5/11 1.23 2 

LS 20/59 20/47 1.26 4 

NS 20/57 4/9 1.27 4 

PS 20/47 5/11 1.07 1 

TS 20/57 5/12 1.19 2 

us 4/11 10/23 1.20 2 

vs 1/3 5/13 1.15 2 

ws 10/27 10/21 1.29 2 

XS 5/13 5/L3 1 1 

Ys 20/57 4/9 1.27 4 

ZS 20/57 5/11 1.30 1 & 3 

Table 2 
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3. Partitioning a rectangle 

3.1 Different squares 

A rectangle partitioned into different squares is called a perfect (squared) 

rectangle. It is called compound if it has a squared subrectangle, simple other­

wise. The number of constituent squares is called the order. 

The following short historical account is taken mainly from Federico [ 5 ] • 

The first perfect squared rectangle was published in 1925 by Moron; it is 

shown in figure 6. Note that it is simple. 

24 -19 22 

51 n 
11 61 

23 17 25 

Figure 6 

The conjecture that no perfect square exists was defeated in 1939 by Sprague. 

He constructed a compound square of order 55. The first simple perfect square 

was published in 1940 by Brooks; its order is 55, too, If Sis the smallest 

possible order of a simple perfect square, then Brooks result impliesS ~ 55. 

The subsequent history is as follows. 

1940 Brooks, Smith, Stone, Tutte S~9 

1950 Brooks s ~ 38 

Willcocks s ~ 37 

1960 Bouwkamp, Duijvestijn, Medema s ~ 15 

1962 Duijvestijn s ·;,: 19 

1967 Wilson, Federico s ~ 31 

Wilson s ~ 25 

1977 Duijvestijn s ;,: 2/1 [2] 



Recently, on 22-3-1978 to be precise, Duijvestijn closed the gap by 

discovering a perfect simple square of order 211 for a description we 

refer to [3]. 
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162 

3.2 Congruent rectangles 

h 
For what P and Q can a P x Q-rectangle be partioned into r x s-rectangles~ 

Obviously, if Pis a multiple of r ors, and Q is a multiple of the other 

one, then such a partition is possible. If P =Ar+ µs for non-negative 

integers A andµ, while Q is a multiple of r ~ s, then again such a partition 

is possible. Of course, we may interchange P and Q here. 

The following ~reposition, given by.de Bruyn [1], implies that there are no 

other solutions. His terminology is self-explanatory. 

Proposition. If the box A1 x ••• x An can be filled with bricks a1 x ••• x an, 

then at least one of the Ai is a multiple of a1 , at least one of the Ai is a 

multiple of a 2 , etc. 

For a proof we refer to de Bruyn's article. Here we give a proof for n 2, 

which is based on the same principle. 

Proof for n = 2. Color the squares of the box (rectangle) with a 1 colors in a 

cyclic manner: let the colors be O, ••• ,a1-1 and assign two coordinates (x,y) to 

each square of the box ( 1SxSA1, 1S~SA2), thenassign the color x + y (mod a 1) to 

(x,y). 

Each small rectangle covers each of the colors a 2 times, whatever its position. 

on the other hand, if neither A1 nor A2 is a multiple of a 1 , e.~. A1 = A1a 1 + µ 1, 

A2 = A2a 1 + µ 2 with O < µ. ·,.< a 1 , then the number of occurrences of the color Gr 1. 
l. '-' l'',10AZ.,~ I 

in the upper-right µ 1 x µ 2 rectangle is only ni;t:n'(O,µ 1+µ 2-a1), which is less 

than the average µ 1µ2/a1 . Hence A1 or A2 is divisible by a 1 • In the same way one 

shows the divisibility by a 2• □ 

We return to then-dimensional case to quote another result from [1]. We call 

a brick al x , •• x an harmonic if the numbers a 1 , ••• ,an can be rearranged to 

, , h th t , I r r I r r I r a 1 , ... ,an sue a a 1 a 2 , a 2 a 3 , ••• ,an-l an. 

Proposition. If a box A1 x ••• x An is filled with harmonic bricks a 1 x ••• x an, 

then there are integers q 1 , ••• ,qn such that q 1a 1 , .•• ,qnan is a rearrangement of 

Al, ..• ,An, 

Example. The box 6 x 6 x 6 can not be filled with bricks of dimensions 1 x 2 x 4. 
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3.3 Tatami partitions 

A partition of a P x Q rectangle into r x s rectangles is called a~­

partition if PQ > rs and if each r x s rectangle has the following property: 

the extension of each side either contains a side of the P x Q rectangle or 

has a point in common with the interior of a r x s rectangle, An example 

with P = 5, Q = 6, a= 1, b = 2 is given in figure 7. 

Figure 7 

Proposition. For each rands with r ¥ s, there exist numbers P and Q such 

that the P x Q rectangle has a Tatami partition into r x s rectangles. 

Outline of proof. By a change of units, reduce to a case with (r,s) = 1. 

Enlarge figure 7 to a Tatami partition of Srs x 6rs into rs x;rs rectangles. 
~ 

Next each rs x 2rs rectangle is subdivided into r x s rectangles as illustrated 

in figure 8 for the case r = 2, s = 3 (from left to right: 1 pile of vertical 

rectangles, r piles of horizontal, and finally s - 1 piles of vertical rectangles). 

-

Figure 8 

It is now an easy matter to verify that a Tatami partition results. □ 

The problem remains to determine, given rands, which P x Q rectangles have 

a Tatami partition. This has been solved only in the cases r = 1, s = 2 and r = 1, 

s = 3. 
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Another problem is to find the minimal P x Q rectangle which has a Tatami­

partition, with r and s given. In the case r = 1 1 this problem has been .. 

completely solved by Wetterling [18 ]. 

Proposition. The smallest P x Q rectangle which admits a Tatami partition 

into 1 xs rectangles is the (2s+1) x 3s rectangle, 

Outline of proof. Suppose P x Q has a Tatami partition partition into 1 x s 

rectangles. It is not difficult to show that this implies min (P,Q) ~ 2s+1. On 

the other hand, since 1 x sis harmonic, we know that P or Q is divisible bys. 

Hence the smallest candidate is the (2s+1) x 3s rectangle. To complete the 

proof, it is sufficient to give a Tatami partition for this case. We refer to 

figures 7 and 9; the latter gives the construction for s = 4. The generalisation 

to arbitrary sis obvious. 

Figure 9 

The miminal P x Q rectangles for other rands are not known. In the case 

r = 2, s = 3 the best result so far is P = 14, Q = 15, also due to Wetterling 

[ 1 g ] • 

3.4 Congruent J?,Olyominoes 

Given a polyomino P, let B(P) be the class of rectangles which can be 

partitioned into copies of P. The first question is: "Is B(P) empty?" Second 

question: "If not, ~ rectangles belong to B(P) ?" 

We start with a simple eKample. Let P = L3 • It is obvious that 2X3EB(L 3). 

Hence, all rectangles which can be partitioned into 2 x 3 rectangles, belong to 

B(L3), (Cf. § 3,2) Does B(L3 ) contain other elements? Yes, Sx9EB(L3), as is 

easily verified, 

□ 
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Hence, each rectangle which can be partioned into 2 x 3's and 5 x 9's, belongs 

to B(L3). It is easily shown that B(L3) contains no other rectangles, So we 

have a satisfactory description of B(L3), and we might consider 2 x 3 and 5 x 9 

as its prime elements. 

Klarner [ 15] showed that there are, for each P, only a finite number of 

prime rectangles. When I attempted to generalize his proof to d-dimensional 

polyominoes, I made an error (cf. [16]), but Klarner succeeded in finding a 

correct proof for the d-dimensional case [ 17 ] • 

The complete set P(P) of prime rectangles is known only in a relatively 

small number of cases, although for certain polyominoes much partial information 

is available. 

Since [10] has been written, the following results have been ohtained. 

Haselgrove [ 12] has found a Y5-partition of the 15 x 15 rectangle, thereby 

solving an old problem, viz, "Does any~ number of Y5 1 s tile a rectangle? 

Klarner [ 17] has determined P(P8 ) (see figure 11), it consists of the 

4 x 4, 5 x 16, 6 x 8, and 7 x 16 rectangles. 

Figure 10, P8 and Y6 • 

As far as I know, it is still not known wheter ¥6 packs any rectangle. 

In 3 dimensions, much more can be done. For example, the tetracube z4 fills 

boxes of sizes 2 x 3 x 4, 2 x 4 x 4, 2 x 4 x 5. Less obvious examples are TS 

which fills 3 x 10 x 10, and F5 which fills 4 x 5 x 10, It is not known whether 

W5 or z5 fills any box. 
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4. Tilin9 the plane 

4.1 Polyominoes 

If a polyomino does not tile a rectangle, it may still tile the plane, as 

the example z4 shows. In fact, z4 tiles a strip of width 2, hence the plane. 

Golomb [ 10] has considered this phenomenon in more detail. A polyomino may 

tile a rectangle (R), a strip (S), a bent strip (BS), a half-strip (HS), a 

quadrant (Q), a half-plane (HP), the plane (P), or noneof these (N). Golomb 

proves that there is a hierarchy between these shapes, as shown in figure 11. 

* * 

0--0-0 
Figure 11. 

For example, if a polyomino tiles a half-strip, it tiles a bent-strip, etc. 

Each polyomino has its place in the hierarchy, in the sense that it tiles the 

corresponding shape, but not a shape which is higher in the hierarchy (i.e. 

further to the left in figure 11). However, only for the starred places in 

figure 11, it has been possible to determine "characteristic" polyominoes. 

In a later paper [ 11 J, Golomb has determined characterisitc sets of 

polyominoes for each of the shapes. 

Gardner [ 7B] reports on an interesting sufficient condition for a polyomino 

to tile the plane. 

Theorem (Conway) Suppose the circumference of the polyomino P can be partitioned 

into six connected pieces A, B, c, D, E, F (possibly empty) with the properties 

1) A and Dare congruent, 

2) the endpoints of A and Dare the vertices of a parallellogram, 

3) B, c, E, F have an axis of symmetry perpendicular to the plane. 

Then P tiles the plane only using translations and rotations of 180° in the plane. 

The conditions are illustrated by the polyomino of figure 12. The usefulness of 

the criterion becomes clear when applied to the 108 heptominoes. It turns out that 
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E C 

Fi.gure 12. 

101 of them satisfy the criterion, so that only 7 cases have to be considered 

separately. Four of these are non-tilers. 

It has been shown by Golomb [ 11] that no finite algorithm exists which 

decides whethercopies from a finite set of polyominoes tile the plane. If the 

set contains only one element, the decidability question is open. 

But even when a polyomino is known to tile the plane, may questions can be 

asked, e.g. "In what ways does it tile the plane?" 

In figure 13 we indicate three ways of tiling the plane with copies of c 6 ; 

in figure 14 we present a much more complicated tiling of c 6 with an elementary 

cell containing 32 copies. 

fJsrlT-Li 

Figure 13. 
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Figure 14. 
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According to Gardner [ 7B], A,W. Bell has discovered !2_ types of tilings 

with L4 . 
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4.2 Tiling the plane with congruent polygons 

It is easily seen that each triangle and each quadrangle, convex or not, 

tiles the plane. Curiously, it seems that the question as to what~ of 

tilings are possible with quadrangles, say, has not been considered at all. 

With pentagons or polygons of higher orders, it is possible to tile the 

plane in special cases only. For the moment, we restrict our attention to 

convex n-gons (n~5). 

The case n=S has a romantic history. In 1918, five types of pentagons 

which tile the plane were discovered by K. Reinhardt. To illustrate, we 

describe "type 2" in Kersher's notation [14]. Let the vertices be called A, 

B, C, D, E in cyclic order, and let EA=a, AB=b, BC=c, CD=d, DE=e. Then a 

pentagon of type 2 is a pentagon with A+B+D=21T, a=d. In 1968, Kershner [14] 

published 3 new types. He claimed completeness, but did not give the proof, 

for reasons of space. In 1975, M. Gardner [7A) wrote about Kershner's results 

in the Scientific American, and after a couple of months, he published a new 

type [7CJ, found by R.E. James. An example is shown in figure 15. The 

requirements are: A=90°, C+D=270°, 2D+E=2C+B=360°, a=b=c+e. It is clear that 

the case of the convex pentagons is not closed. 

Figure 15. 
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For hexagons, the situation is much simpler: there are three types, all found 

by Rheinhardt. A tiling with congruent convex n-gons is not possible when n~7. 

We return to not necessarily convex n-gons to quote from Fejes Toth's book [6]: 

"The general tiling problem consists of obtaining a description of all partitions 

of the plane into equal (but not necessarily equivalent) parts. The difficulty 

inherent in this problem (brought into prominence by Hilbert) is illustrated by 

the very interesting partition due to Voderberg (-1936, 1937)". A figure showing 

that partition can be found not only in [6], but also in Gardner's column [7D]. 

The latter describes a very simple way to obtain Voderberg's partition, found by 

Golomb. He starts with a non-periodic triangle tiling like the one in figure 16a. 

He then slides the "upper half" to the left to obtain figure 16b. Finally, the 

lateral sides of the triangles are "crooked" to yield something like Voderberg's 

9-gons (figure -17). 

(a) (b) 

Figure -16. 

Figure 17. 
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The tilings of figure l6 are non-periodic. Obviously, the triangle admits 

periodic tilings as well. An open question is whether any polygon exists, 

which tiles the plane non-periodically only. 

A partial answer has been obtained in the following sense. 

T 

H H H 

Figure 18. 

According to Gardner [7D], R. Berger has constructed a set of more than 20 000 

cells, copies of which tile the plane without rotations or reflections non­

periodically only. He also reports on the present record: Penrose has discovered 

the set of 2 polygons shown in figure 18, which tile the plane non~periodical+y 

only. The letters Hand T near the vertices are intended as restrictions: two 

pieces may only touch at equal letters. The sides have lengths 1, qi and 1+¢, 
1+✓5 . 0 

where qi= --2-; the angles are all multiples of 36. Gardner mentions several 

properties of Penrose's polygons, e.g. in each tiling the ratio of the number 

of "kites" to "darts" is¢. Also, there are uncountably many different tilings, 

However, each pair of t.ilings has arbitrarily large finite areas in common! For 

further details, we refer to Gardner's article. No proofs are given (with the 

exception of one incomplete proof), but the article is beautifully illustrated. 
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FRACTIONAL PACKING AND COVERING 

by 

A. Schrijver 

INTRODUCTION 

Let H = (V,~) be a hypergraph (i.e., Vis a finite set (of points or 

vertices), and 3: is a family of subsets of V- (called the edges)). 

175 

Packing problems ask for the maximum number v(H) of pairwise disjoint edges 

of H; trivially, Y(H) is never more than the minimum number ~(H) of points 

representing each edge, and one may ask: when do we have P(H) = r(H)? 

A useful tool to answer, in a number of cases, this question is the theory 

of fractional packing and covering. 

Usually, in a packing an edge occurs a certain integral number (0 or 1) of 

times; we can fan out this by allowing each edge to occur a fractional number 

of times. We obtain a fractional packing by assigning to each edge a nonnegative 

rational number such that the sum of the numbers given to the edges containing 

any point, is at most one. So, if only· integers are assigned we have a (usual) 

packing. Therefore, J/(H) ~ .,,-(H), where ,.,*(H) equals the maximum sum of the 

assigned numbers in any fractional packing. Similarly, one defines -r•(H) to 

be the minimum sum of rational numbers assigned to the points such that the 

sum of the numbers assigned to the points in any edge is at least one. So 

~(H)~ L(H), and it is not difficult to see that v•(H)~T~(H). In fact we have 

IJ;c(H) = -r"'(H), since 

( 1) 

and 

(2) 

where Mis the incidence matrix of H (i.e. Mis a (0,1)-matrix with rows and 

columns indexed by V and~, respectively, the entry in the (E,v)-th position 

being a one iff v e: E), IYI and lxl denote the sums of the entries in the 

(appropriately sized) vectors x and y, respectively, and 1 is an all-one 
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vector. Since, by the duality theorem of linear programming, for any matrix 

A and vectors band w 

(3) max { yb i y ); 0, yA ~ w} min { wx I x ); 0, Ax ) b t 

(also if we restrict ourselves to rational A,b,w,x and y), we conclude from 

(1) and (2) that P~(H) = L*(H). There is a reasonably good procedure (the 

simplex method) to calculate (3), which, by (1) and (2), may be applied to 

determine v•(H) and ,:-'-(HJ. 

What can we say about P(H) and ~(HJ if we know v*(H) ? Clearly, ~(H) is equal 

to the right hand side of (1) if one restricts the range of y to integral 

(i.e., integer-coordinated) vectors; "C"(H) can be described similarly. Therefore, 

means are asked to determine left and right hand side of (3) when restricting 

oneselve to integral y and x (obviously, we loose equality in (3) in general); 

the search for those means is a main goal of the theory of integer linear 

programming. 

The branch of combinatorics trying to solve combinatorial problems with the 

help of fractional packing and covering and linear programming sometimes is 

called polyhedral combinatorics, since polyhedral representations are used to 

solve the problems. Chvatal' s claim that· "combinatorics = number theory + 

linear programming" seems to be particularly valid for polyhedral combinatorics, 

searching for lattice points in polyhedra. For instance, the right hand side 

of (3) asks for the minimum value of wx where xis in the polyhedron 

If we should know that all the vertices of P have integer coordinates we may 

deduce that, in (3), we can restrict ourselves to integral x, without loss 

of generality. In general it is useful to have a procedure to derive from (4) 

a matrix A' and a vector b' such that 

(5) P' 

is the convex hull of the integral vectors in P. For from (5) we may conclude 

that 

(6) min {wx / x ~ 0, x integral, Ax); b} 

max { yb' I y '? O, yA' ~ w} , 

min { wx / x 1 0, A' x ~ b •} 
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so the simplex method is applicable. Chvatal indeed has given such a general 

procedure, which is, in a sense, related to Gomory's "cutting plane method" 

to solve integer linear programs. 

However, in the present paper, to keep size in hand, we confine ourselves mainly 

to finding classes of linear programming problems one or both sides of which 

are achieved by integral vectors. That is, specializing to hypergraphs, we 

shall focus our attention onto classes of hypergraphs for which P(H) = p•(H) 

or L~(H) = T(H). These classes turn out to have, sometimes, nice structural 

properties. E.g., if we have P~P~ for a certain hypergraph and some derived 

hypergraphs, then also T=T•, i.e. P=T. Or, if T=•- for certain hypergraphs, 

then T=•• also for certain other hypergraphs. 

Often the content of the re?ults is the assertion that certain polyhedra have 

integral vertices, or the results consists of the determination of the faces 

of the convex hull of a given set of vertices. 

A further restriction is that our approach will be rather theoretical; we 

shall not discuss algorithms finding packings and coverings. It must be said, 

however, that algorithms and combinatorial optimization form an important 

motivation for many of the results mentioned in this paper. 

The reader whose interest exceeds the bounds we have set to ourselves here, 

is referred to CHVATAL [18,19) for a procedure to find the faces of the 

convex hull of integral vectors in a polyhedron, to GOMORY (61,62,63) for 

a description of the "cutting plane algorithm", to ROSENBERG [131) for a 

comparison of Chvatal's procedure with Gomory's algorithm, to CHVATAL ["20] 

for a nice informal discussion on polyhedral combinatorics, to LOVASZ [100] 

and STEIN ~45] for investigations into the proportion of•· with respect to 

T~, and to LAWLER [91) for a survey of algorithmic methods in combinatorial 

optimization. 

In the present paper we assume familiarity with basic definitions and properties 

of graphs, hypergraphs and polyhedra, and with the duality theorem of linear 

programming (knowing (3) is sufficient). 

Background references are BONDY & MURTY l161 and BERGE {71 for graph and hyper­

graph theory, DANTZIG C25] for an extensive survey of linear programming 

techniques, GARFINKEL & NEMHAUSER [59] and HU [811 for information about integer 

linear programming (see JOHNSON l831 for a review of some more books), and 

STOER & WITZGALL [146] for convexity in relation to optimization. 
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Surveying papers related to the present one are BERGE [13 J , EDMONDS [35] 
and WOODALL [167]. 

Organization of the paper. 

Section 1 of this paper collects some general and special properties of 

polyhedra and lattice points, and their interference, needed for the other 

sections. In section 2 we investigate classes of hypergraphs H for which 

P(H) = µ*(H) or r~(H) = -Z:(H); it includes Fulkerson's theory of blocking 

and anti-blocking polyhedra and hypergraphs, and Lovasz' perfect graph 

theorem. 

Section 3 gives Hoffman & Kruskal's result on totally unimodular matrices 

and Berge' s results on balanced _!:1ypergraphs. Finally, in section 4 a 

recently developed method of Edmonds & Giles is described, solving some 

special classes of integer linear programming problems with "submodular" 

functions and "cross-free" families; furthermore Edmonds' characterization 

of matching polyhedra is discussed. 

In each of the sections 2-4 we first present some general theorems as tools, 

which are applied after that to a number of examples. Some of these examples 

emerge several times throughout the text, viz. "bipartite graphs", "network 

flows", "partially ordered sets", "graphs·", "matroids", "directed cuts", 

"arborescences". Sometimes, describing an application, we anticipate to 

results obtained in a subsequent section. 

Some conventions. 

It seems necessary to prearrange some usages practised in this paper to 

simplify terminology and argumentations. 

Throughout the paper we work within rational vector spaces rather than within 

real (or complex) ones. Also any matrix is preassumed to be rational-valued. 

This will cause not too much loss of generality since, on the one side, results 

will be needed often only in their rational mode, and, on the other side, most 

of the assertions can be straightforwardly adapted to real ingredients. 

When talking about a maximum or minimum the assertions in question are meant to 

be done only in case the maximum or minimum exists; e.g., if we say that a 

certain maximum is an integer, we aim to say that the maximum is an integer if 

it exists. 

When using notations like Mx ~b and wx, where M is a matrix and b, wand x are 

vectors, we implicitly assume correctness of sizes of M, b, w, and x (wx denotes 

the usual inner product). Moreover, 0 and 1 stand for, again appropriately 
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sized, all-zero and all-one vectors. 

If the rows and columns of a matrix Mare indexed by sets X and Y, respectively, 

then Mis said to be an X XY-matrix. Furthermore, we identify functions with 

vectors; e.g., a function ~:V ➔~ will be considered {also) as a vector in 

Wv, and conversely. 

~+ and z+ denote the sets of nonnegative rationals and integers, respectively. 

I thank Dr. A. Frank {Budapest) and Dr. P.D. Seymour {Oxford) for helpful 

communications. 



1$0 

1. POLYHEDRA AND INTEGRAL POINTS 

Here we collect some general and special information about polyhedra and 

integral points, and especially about their interference. 

1.1. CONVEXITY AND INTEGRALITY 

Convexity and integrality represent the two sides of polyhedral combinatorics. 

Two parallel aspects of convexity and integrality, respectively are given by 

the following two basic properties, given a matrix A and a vector c: 

(1) there exists a nonnegative vector y such that yA = c, if and only 

if for each vector x one has ex ~ 0 whenever Ax ~ 0, 

(cf. HALL [691 thm 8.2.1), and 

(2) there exists an integral vector y such that yA = c, if and only if 

for each vector x one has ex e Z whenever Ax is integral, 

(cf. Van der WAERDEN [162] section 108). 

(1) says that if C is the smallest convex cone containing the points a 1 , ... ,am 

(represented by the rows of A), that is, if 

(3) C is the set of nonnegative scalar combinations of a 1 , ... ,¾J, 

then 

(4) C is the intersection of all closed half-planes (i.e. sets of the 

form { x I bx·~ 0 \ for any vector b) containing a 1 , ... , am. 

Similarly, (2) says that if Sis the smallest lattice (additive subgroup) 

containing the points a 1 , ... ,am, that is, if 

(5) C is the set of integral scalar combinations of a 1 , ... ,am, 

then 

(6) C is the intersection of all sets of the form {x I bx is an integer} 

(for any b) containing a 1 , ... ,am. 
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So~+ and z have parallel properties; it would be very helpful for many 

problems in polyhedral combinatorics if the set Z+ would have an analogous 

property, but alas, this is not the case, even not for one dimension (m=l). 

However, fortunately, there are some other useful results relating convexity 

with integrality. 

1.2. POLYHEDRA 

A (convex) polyhedron in ~n is a subset P of ~n determined by a finite set 

of linear inequalities, that is, Pis a polyhedron iff 

( 1) p 

for some matrix A and vector b. Pis a polytope in ~n if Pis the convex hull 

of a finite number of points in ~n. A classical result is: 

(2) Pis a polytope iff Pis a bounded polyhedron. 

A point v in a polyhedron~is a vertex if P ,{v} is convex. So a polytope is 

the convex hull of its vertices. A polyhedron has a number of faces; these 

can be described as nonempty subsets F of P such that 

(3) F b'}, 

where A' and b' arise from A and b by deleting some rows of A and the corres­

ponding entries in b. 

A main problem in this field consists of determining (the equations for) 

the faces of a polyhedron if its vertices are known, or conversely. The advantage 

of knowing the faces is that one can apply linear programming techniques to 

find "optimal" vertices: if we know that (1) is the convex hull of a finite 

set S of vectors then 

(4) max { wx j x E: S} max { wx / Ax ~b} min { yb I y ~ 0, yA 

E.g., let S be the set of characteristic vectors of stable subsets in a graph. 

In general, it is a difficult problem to find the faces (to find A and b) of 

its convex hull (see CHVATAL [19], cf. [18], NEMHAUSER & TROTTER [1171 and 

PADBERG [122]); we shall see that for some classes of graphs (perfect graphs 
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and line-graphs) these faces can be found simply. 

It is not difficult to see that a face Fis a minimal face (with respect to 

inclusion) of (1) iff 

(5) F = { xc g;in \ A'x b'} 

for some A' and b' (arising from A and bas before); so minimal faces are 

exactly those faces which are affine subspaces of g;)n. 

Note that if xis not in the polyhedron Pin 'Qn then there is a hyperplane 

seperating them, i.e., there exists a we'Qn and rE 1£! such that wx)r and 

wv ~ r for all v "- P. So two polyhedra P and R are equal iff for all w E 'Qn 

we have: 

(6) max { wx I x E P} 

1.3. BLOCKING AND ANTI-BLOCKING POLYHEDRA 

Often we shall be concerned with polyhedra P of one of the types 

( 1) p 

where C is a nonnegative matrix. FULKERSON [48,50,51] developed a theory 

for polyhedra of these types, called the theory of blocking and anti­

blocking polyhedra. 

For a polyhedron P of the first type, let 

(2) A(P) { y 1;- IQ: I yx <;, 1 for x € P} 

be the anti-blocking polyhedron of P; and for polyhedra P of the second 

type, let 

( 3) B (P) = { y t 1£!: / yx ~ 1 for x E P} 

be the blocking polyhedron of P. Clearly, A(P) and B(P), respectively, are of 

the same type as P. 

A pair (P ,R) is called an ctnti-blocking pair of_p5)1,yhedril; if P is a polyhedron 

of the first type and R = A(P). The pair (P,R) is called a blocking pair of 
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polyhedra if Pis a polyhedron of the second type and R = B(P). 

We list various equivalent characterizations of (anti-)blocking pairs of 

polyhedra. 

THEOREM 1 (FULKERSON (50,51], LEHMAN [92)). ~ P = {xEi Q: I ex ~1} and 

R = { z, SJ~ j Dz~ 1}, where e and D are nonnegative matrices with row vectors 

c 1 , ... ,cm and d 1 , ... ,dk, respectively. Then the following assertions are 

equivalent: 

(i) (P,R) is an anti-blocking pair of polyhedra; 

(ii) R consists of all vectors x such that x ~ c _for some convex combination 

c of c 1 , ... ,cm; 

(iii) for all weq):: max {wc 1 , .•. ,wcm1 mint IY\ly~O, yD~w}; 

(iv) xz~1 for XEiP and z<e:R, and for all {,wEQ:: 

max { wx \ x E P \ .max { l z / z, R \ ~ l w ( "length-widt-inequali ty" ); 

(v) (R,P) is an anti-blocking pair of polyhedr~. 

PROOF. (i)+--+(ii). Since 

(4) A(P) = {ze;Q:I xz~l for x~·p\ = 

= f z E fl: I max { zx I x E P 1 ~ 1} 
= { z <i. 92: j max { zx \ x ~ 0, ex $1} $ 1} = 

= { z f fl: j min f I y I j y ~ 0 , yC ? z } ~ 1} = 
= { z '- fl: j z ~ ye for some y ~ 0 with I y I ~ 1} , 

we have that A(P) consists of all vectors x such that x~c for some convex 

combination c of c 1 , ... ,cm. Hence R = A(P) iff (ii) holds. 

(ii).,._.,, (iii). This follows directly from the duality theorem of linear 

programming: 

(5) min{IYI I y~ 0, yD~w} max{wz \ z~O, Dz~ 1} max { wz \ z f. R} . 

(i) ~(iv). The assertion "RcA(P) ", clearly, is equivalent to the first 

half of (iv). We prove that A(P) CR iff the second half of (iv) holds. 

It is easy to see that A(P)cR iff 

(6) Vle iC= max -f tz I ze:A(P)}.,;;: max{lzj HR}. 
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By scalar multiplication of l we see that (6) is equivalent to 

(7) ViE-<IC= maxflz./zE.R1..; 1 implies max{ lz / z€A(Pl1 ~ 1. 

(8) is a reformulation of. (7): 

(8) 

The definition of the anti-blocking polyhedron A(P) gives that (8) is equiva­

lent to: 

(9) 

and hence to: 

(10) V (..:, g):: max { wx I Xf. p 1 ~ 1 and max{ t z I z f. Rl {. 1 together imply ew ~ 1. 

Again by using scalar multiplications of e and w, we get that (10) holds if 

and only if: 

(11) 'l{,w€.!Q:: max{wxjxEP}.max{€zj Zf.R}~ lw, 

which is the second half of (iv). 

(iv)-~(v). By symmetry of (iv) this equivalence can be proved in a manner 

analogous to the previous one. 0 

REMARK. Since each rational vector is a nonnegative scalar multiple of an 

integral vector and since the (in-)equalities in question are stable under 

nonnegative multiplication, we may replace,in the assertions (iii) and (iv), 

the conditions we IQ: and fr: \Q:, by w E z: and l Ii ~:, respectively. 

By turning terminology (replacing, e.g., anti-blocking,~, min, max, respect­

ively, by blocking,), max, min, respectively) one similarly proves the 

blocking analogue of theorem 1: 

THEOREM 2 (FULKERSON [48, so], LEHMAN [ 92]). Let P = f x f: 12: l Cx ~ 1} and 

let R = / z E Q: ) Dz~ 13, "'._here C and D are nonnegative matrices with row vectors 
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equivalent: 

(i) (P,R) is a blocking pair of polyhedra; 
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(ii) R consists of all vectors x such that x ~ c for some convex combination 

C of C11•••1Cm; 

(iii) _for all we Q~: min{wc 1 , ... ,wcm} = max{IYliy~O, yD~w1 

(iv) xz ~l for xeP and ZER, and for all l,wr; {!~: 

min f wx I XE p} .min fez I z (; R l ~ e w ("length-width-inequality") ; 

(v) (R,P) is a blocking pair of polyhedra. 

PROOF. Analogous to the previous proof. 0 

The theory of blocking and anti-blocking polyhedra ~s a useful tool for 

fractional packing and covering problems. 

1.4. INTEGRALITY OF VERTICES 

It will turn out useful to have a characterization of polytopes the vertices 

of which all are integral; more general, a characterization is welcomed of 

polyhedra all faces of which contain an integral vector. That is a character­

ization of polyhedra P such-. that for all W€ Qn 

(1) max{wx/xi;P} 

is achieved by an integral x. The following theorem characterizes such poly­

hedra (in case all minimal faces of the polyhedron are vertices the theorem 

can be proved in a more simple way). 

THEOREM 3 (EDMONDS & GILES [37]). Let P be a polyhedron in 92n. Each face of P 

contains an integral vector, if and only if max { wx I x f P} is an integer for 

~ WE :Sn. 

PROOF. The "only if" part being straightforward, we prove "if". So suppose 

that for all we Zn max{wx lxc P}is an integer; let P =fx€~n/ Ax:!,b}, 

for some matrix A and vector b. Let F ={xr;.qt[A'x=b'} be a minimal face 

of P (cf. section 1.2); we may suppose that the rows of A' are linear independ­

ent. We have to prove that A'x = b' for some xr; Zn. By (2) of section 1.1 it 

suffices to show that for each vector y: yA' is integral implies yb' is an 
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integer. So let y be a·vector such that yA' is integral. 

F is a minimal face, hence there is an open convex cone Uc.qt such that, for 

all w , U, max f wx I x 1: P} is achieved by all vectors x in F. Since U is an open 

convex cone there are integral vectors w1 and w2 in U such that yA' = w1-w2 . 

Since, !or all Xiii F, w1x and w:1x are integers (independent of the choice of 

x t: F) , we have, for x fi F: 

(2) yb' yA'x 

which is, again, an integer. As Fis nonempty we have proved that yb'G Z. D 

Let M be ann~m-matrix and let b be an integral vector of length n. Consider 

the series of inequalities, for wG zm, 

(3) Mx ~ b } ~ max { wx ( x 1: (Qm, Mx ~ b} 

yM w 1 , min { yb I y 1: 1zz:, yM = 

yM w}. 
w} 

Trivially, if the first and the last expression are equal then also the 

last two minima are equal. The next theorem asserts that also the converse 

holds: if, for each w E; Zm, the last two minima are equal, then all five 

optima are the same (for each w, Zm). The theorem is a combination of results 

of EDMONDS & GILES [37] and LOVASZ [102, 1031. 

THEOREM 4. For each w G Zn both sides of the linear programming duality 

equation 

(4) wJ 

are attained by integral vectors x and y, if and only if for each wE Zn 

(5) w} 

is attained by an integral y. 

PROOF. By (3) it suffices to prove the "if" part. So suppose (4) is achieved 

by an integral vector y, for each wE2n. Then for each natural number k 

we have: 
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(6) . { / - (k+l) n m1.n yb y E 2 Z +, yM w} I -k n 
min { yb y E 2 Z + , yM w}, 

since this is equivalent to 

(7) 

by our assumption. Therefore, by induction, also for each natural number k 

Hence, since 

(9) -k n ·} inf (min { yb / y t 2 • Z +, yM=w ) , 
k 

we have that 

(10) min { yb / Yf. 'Jl:, yM=w} min f yb I y € :.r:, yM=w}. 

By the duality theorem of linear programming 

(11) 

Since bis integral, it follows from (10) and (11) that max {'wx I xfi 'Jlm, Mx{bt 

is an integer, for each we Zn. Therefore, by theorem 3, each face of the 

polyhedron { x l Qn j Mx ~ b} contains integral vectors. Therefore 

(12) max {wx / xe 2n, Mx,bt max { wx I x e f}_n, Mx ~ b }-

for each Wf: Zn (and hence also for each we it). (10), (11) and (12) together 

imply the required property of (4). 0 

As straightforward corollary one has, e.g.,: 

COROLLARY 5. Let M be a nonnegative matrix and let b be an integral vector. 

For each we z: both sides of the linear programming duality e~tiCl_!) 

( 13) max { wx j x ~ 0 , Mx ~ b} 
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n are attained by integral vectors x and y, if and only if for each w<E z+ 

(14 ) min { yb / y E \z:, yM ) w J 

is attained by an integral vector y. 

EDMONDS & GILES f37) call a system of linear inequalities Mx ~b totally 

dual integral if for all integral vectors w the minimization problem 

(15) min { yb / y ~ 0, yM=w} 

has an integral solution y. It follows from theorem 3 that if Mx ~bis 

totally dual integral and bis integer-valued then each face of the 

polyhedron { x / Mx ~ b} contains integral vectors. 
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2. HYPERGRAPHS 

2.1. INTRODUCTION TO NOTATIONS 

A classical theorem of MENGER [11o)says the following. Suppose we have a 

directed graph G, with two fixed vertices rands. Call the set of arrows 

in a directed path from r to s an r-s-path. Then the maximum number of pair­

wise disjoint r-s-paths is equal to the minimum number of arrows meeting 

each r-s-path. 

To formulate this result in a wider context define, just as in the intro­

duction, for each hypergraph H = (V,l:) the numbers 

( 1) V(H) the maximum number of pairwise disjoint edges of H, 

and 

(2) the minimum size of a subset V' of V intersecting each edge. 

So, clearly, µ(H)~ r(H). If Vis the arrow set of the digraph G and 

is the collection of all r-s-paths in G then the content of Menger's theorem 

is that P(H) = L(H). 

More generally, define, fo-r hypergraphs H (V,~) and natural numbers k: 

( 3) such that E~ g (E) ~ k for all v f, Vt 

and 

(4) min{ LV f(v) I f:v-z::n such that r f(v)~k for all Eii:Zt}. Ve + vi;E 

One easily sees that µ(H) 

let 

(5) 

and 

(6) 
"I"k(H) 

inf ---
k k 

·\ (H), .(H) = "1 (H) and .i)k (H) ~ Tk (H) . Moreover, 

.,;k (H) 

lim -k-­
k•-+~ 

Tk(H) 
lim ---
k k 
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the right hand side equalities follow from the facts that Yk+L(H) ~ Yk(H)+ Yl(H) 

and -rk+t(H)"" Tk(H)+ "tt(H), respectively (using "Fekete's lemma"). 

We may put (5) and (6) in a linear programming form. Let M be the incidence 

matrix of H. Then 

(7) max {IYI j yr. i1+, yM ~ 1) 

and 

(8) min fix I I x f 'Il~, Mx) 1 t . 

The duality theorem of linear programming gives us that P~(H) = L~(H). Since 

the matrix Mand the all-one vectors are rational-valued, the simplex-method 

for solving linear programming problems delivers rational-valued vectors 

y and x in (7) and (8); this implies that we may replace in (5) and (6) the 

"sup" and "inf" by "max" and "min", respectively. 

Summarizing we have for natural numbers k and l: 

(9) 

In particular, if P(H) =T(H) then all inequalities pass into equalities. It 

can be considered as one of the main ends of this paper to examine for 

which k we have: Pk(H) = k. '7'(H), or k.'t'~H) = "t"k(H), respectively; often it 

consists of to investigate to what extent the equality of certain terms in (9) 

implies the equality of other terms. 

It is easy to see that Yk(H) = k.P~(H) if and only if the maximum in (7) is 

attained by a vector ye 1/k.Z+, i.e., by a vector y having integral multiples 

of 1/k as coordinates. 

The question of determing Y(H) may be viewed as a packing problem; we now 

introduce its covering pendant. A basic example (in a sense the counterpart 

of Menger's theorem) is DILWORTH's theorem [26] let (V,<) be a finite 

partially ordered set; then the minimum number of chains to cover Vis equal 

to the maximum number of elements in an antichain (an (anti-)chain is a set 

of pairwise (in-)comparable elements). 

In hypergraphical language: define for each hypergraph H (V,~) the numbers 

(10) the minimum number of edges to cover V, 
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(11) ()((H) 
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the maximum number of points no two of them being contained 

in an edge. 

Now we have ~(H) ~ o((H). If Vis the set of elements of a partially ordered 

set and ;i:. its collection of chains, then Dilworth's theorem tells us that 

~(H) = o((H). 

Again, define more generally for hypergraphs H (V,t) and natural numbers k: 

(12) min { ~.., g(E) j g:~ .-. ~ such that > g(E)? k for all ve v} 
Ee~ + IG"v 

and 

Now we have: ~(H) = ~1 (H), <X(H) = o<1 (H) and ~k(H)) o<k(H). Moreover, let 

( 14) 

and 

(15) 

~k (H) 
inf --­

k k 

o<k (H) 
sup --­
k k 

~k (H) 
lim -k--
k➔= 

o{k (H) 
lim -k-­
k .. .,.. 

~k (H) 
min -k-­

k 

O(k (H) 
max --­

k k 

just as before these equalities follow from Fekete's lemma and the rationality 

or linear programming solutions. The duality theorem yields ~*(H) = ~*(H). 

Summarizing we have, for natural numbers k and l: 

(16) 
O{ (H) 

o(*(H) ~ _k_f __ 
kl 

o(k (H) 
-k- ~ o((H). 

Also for these inequalities we investigate when they pass into equalities. 

2.2. CONORMAL AND FULKERSONIAN HYPERGRAPHS 

Now we shall deal with problems concerning the functions ti, "C" , ~ and CX. Com­

paring the pair fl,I( with the pair 7:,v, it turns out that they sometimes 

share analogous properties, but at times their properties diverge. 

In this subsection we exhibit some of their common features. Subsection 2.3 
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is devoted to the perfect graph theorem, being a base for many results on 

()(and~- Subsections 2.4 and 2.5 show some of the divergent properties of 

o:.,~ and "t,>-', respectively. 

We first need some further definitions. Let H = (V,'\;) be a hypergraph. 

Multiplying a vertex v e V J-!!!:h some number k ~ 0 means that we replace v by 

knew vertices v 1, ••• ,vk, and each edge E containing v by knew edges 

(E,fv})ujv11,, ••• , (E,.fvj)11{v~\• E.g., if Vis the set of arrows of a 

directed graph, with two fixed vertices rands, and~ is the collection 

of r-s-paths, then multiplying v by k corresponds with replacing, in the 

digraph, the arrow v by k parallel arrows. 

Multiplying a vertex v with 0 is the same as removing the vertex v and all 

edges containing v. 

More generally, for a function w:v-~+' the hypergraph Hw arises from H 

by multiplying,successively, every vertex v by w(v). So the class of hyper­

graphs arising from digraphs as described above is closed under the trans­

ition H -+Hw. A class with this property will be called "closed under multi­

plication of vertices". 

The hereditary closure Hof His the hypergraph having the same vertex set 

as H, with edges all sets contained in any edge of H. His hereditary if 

H = H. Similarly,~ again has the same vertex set as H, now with edges all 

subsets containing some edge of H. 

The anti-blocker A(H) and blocker B(H) of Hare hypergraphs with vertex set 

V, while the edge set of A(H) is the collection 

(1 ) { V' c V j IV ' I\ E I ~ 1 for all E <. ~ } 1 

the edge set of B(H) is 

(2) f V'c V j jv• ~EI i 1 for all EE3:i;\. 

So ()((H) is equal to the maximum size of edges in A(H), and ~(H) is equal to 

the minimum size of edges in B(H). 

Clearly, A(H) = A(H) and B(H) = B(H). It is easy to see that B(B(H)) = a 
(cf. EDMONDS & FULKERSON [36), and SEYMOUR [138]). An analogous property 

does not hold for the anti-blockeri in fact 

(3) A(A(H)) H if and only if His conformal, 
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that is, by definition, iff any subset V' of Vis contained in an edge of H 

whenever each pair of vertices in V' is contained in an edge. In particular, 

for each hypergraph H the hypergraph A(H) is conformal. 

Straightforward analysis of Hw, randy yields (Mis the incidence matrix of H): 

(4) -C (Hw) min { wx I x f Z ~, Mx ~ 1} 
r"(Hw) min { wx I x f 92~, Mx>,.d 

Jfi(Hw) max flyl I y€ (_, yM ~w\ 

J)(Hw) max f jyl I ye Z!, yM.,; w1 

Moreover, if His hereditary we have: 

(5) ~(Hw) max f wx I . V X€ li\, Mx ~ 1~ 

oC"(Hw) max { wx Ix E 92~, Mx S 1 ~ 

~*(Hw) min f jyl I y~ ~, yM ~w! 
w 

e<H) min { IYI j ye.2;!, yM), w} 

REMARK. We have to require, in (5), that His hereditary since,otherwise.,we 

must adapt, for the IX,~-case the definition of "multiplying a vertex with 0". 

In the r,1-case removing a point v together with the edges incident with it 

in case w(v) = 0 gives no problems, but in the ~,~-case this does not work 

unless we assume that His hereditary. This causes no loss of generality 

since in ~,~-problems passing from H to H mostly does not change those 

problems. 

Now we have two analogous theorems, based on the theory of blocking and 

anti-blocking polyhedra (subsection 1.3). 

THEOREM 6 (FULKERSON [so, s 11 , LEHMAN [92]) • Let H and. K be hypergraphs such 

that K = A(H) and H = A(K). _Then the following assertions are equivalent: 

(i) 0(-.rt(Hw) is an integ:er for each function w: v-z+; 
(ii) oc"(Hw) = 0( (Hw) for each function w: v-•\; --·--------~- -------

(iii) <X(Hw) 0( (Ke) ~ Ll(v)w(v) for all functions t ,w: V-,, :ii'+; 
VtV 

(iv) o<~(K I) = ex (Kt) for each function l, V -,.:;1\; 

(v) ~(Kt) is an integer for each function t: V - 2'+. 

Let Mand N be the incidence matrices of Hand K, respectively. Let 
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(6) p 

and 

(7) R 

So, by (5), c(•(Hw) = max { wx Ix~ P} and o((Hw) = max {wx Ix fi i!, x E P} 

(since H = A(K), His hereditary). This means that (ii) is equivalent to 

saying that P has integral vertices. Similarly, (iv) is equivalent to 

saying that R has integral vertices. 

All five assertions (i) - (v) are equivalent to: (P,R) is an anti-blocking 

pair of polyhedra. 

PROOF. Evidently, (ii) -+(i) and (iv) -->(V). 

(i) -(ii). Assertion (i) says that, for each w: V··➔ z+, the number 

max f wx j x E P} is an integer; it follows that for each w: V--, Z this 

number is an integer. Consequently, by theorem 3, each vertex of Pis integral, 

that is, (ii) holds. 

The proof of (v)-(iv) is similar. 

So the equivalence of (i) and (ii), and that of (iv) and (v), is based on 

theorem 3; theorem 1 is a basis for the equivalence of (ii), (iii) and (iv). 

We show that each of (ii), (iii), (iv) is equivalent to: the pair (P,R) 

is an anti-blocking pair of polyhedra. 

As said, (ii) is equivalertto: P has integral vertices, that is, P consists 

of all vectors v~c for some convex combination c of characteristic vectors 

of A(H). But these characteristic vectors are the row vectors of N, hence, 

by theorem 1, (ii) is equivalent to: (P,R) is an anti-blocking pair of 

polyhedra. 

Similarly, (iv) is equivalent to: (P,R) is an anti-blocking pair of polyhedra. 

Finally we show that assertion (iii) is equivalent to assertion (iv) of theorem 

1. To this end let R' = A (P) and P' = A (R) • So R' consists of all vectors v ~ c 

for some convex combination c of row vectors of M; P' consists of all vectors 

v ~ d for some convex combination<lof row vectors of N. 

Hence ol'(Hw) = maxfwxj x<:P'] and ()('1ir(Kl) = max ftzj zEB'}, and for all 

x e: P' and z <: R' one has xz s 1 . Therefore (iii) implies, by (iv) of theorem 1 , 

that (P',R') is an anti-blocking pair, hence also (P,R) is an anti-blocking 

pair. 
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Conversely, if (P,~) is an anti-blocking pair also (P',R') is an anti-blocking 

pair. But then (iv) of theorem 1, applied to the pair (P',R'), implies (iii). D 

By using theorem 3 together with theorem 2 we can derive the blocking analogue: 

THEOREM 7 (FULKERSON [48 , 50], LEHMAN [92]) . Let H and K be hypergraphs such 

that K = B(H) and H = B(K). Then the following assertions are equivalent: 

(i) i;<lt(Hw) is an integer for each function w: v-2+; 

(ii) L;.(Hw) = r(Hw) for each function w: v--~+; 

(iii) -c (Hw) -i (Kt) s· L l(v)w(v) for all functions i,w: V -i. 2+; 
V<N 

(iv) -c- 11(Kl) = -z:. (Ke) for each function l: V-+ Z+; 

(v) -r•(Kl) is an integer for each funct_i_()i:! l: V ~z+. 

PROOF. Adapt the previous proof. 0 

By giving one example we indicate how these theorems can be used; in the 

other subsections more examples can be found. 

EXAMPLE 1 (Network flows) (cf. FULKERSON & WEINBERGER [55]) . Suppose we have 

a directed graph, with two fixed vertices rands. Let V be the set of arrows 

of the digraph, and let~ be the collection of subsets of V containing an 

r-s-path. Let~ be the collection of subsets of V intersecting each r-s­

path; such sets are called r-s-disconnecting sets. Let H = (V,;I:) and 

K = (V,~); hence B(H) =Kand B(K) = H. 

Proving -Z:.-(K) = V(K) is easy: the length of a shortest r-s-path is equal to 

the maximum number of pairwise disjoint r-s-disconnectinq sets. Since multi­

plication of vertices of K corresponds with replacing arrows by paths, one 

even has: T (Ke) = t.l(Kl), for all l: V -+2+. In particular: T(Kt) =1:•(Kt) 

for all e, v--.z,+· Hence also, by theorem 7, 'T(Hw) = 1·:it(Hw) = µ'lll(Hw) for 

each w: v-:a-+. 

So if we consider a function w: v_..z+ as a "capacity function" defined on 

the arrows of the digraph, then r(Hw) is equal to the minimum capacity of 

an r-s-disconnecting set; v•(Hw) is equal to the maximum amount of "flow" 

which can go "through" the arrows of the digraph, from r to s, such that 

through no arrow there is a flow bigger than the capacity of the arrow. 

;; (Hw) = V*(Hw) therefore, is the content of FORD & FULKERSON's "Max-flow 

min-cut" theorem [43] 
w 

It is even true that, for w: V··➔ ~+' ""t"(H ) v(Hw) (Ford & Fulkerson's 
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"integer-flow" theorem), but this cannot be derived straightforwardly from 

theorem 7; it will be discussed in subsection 2.5. For an extensive survey 

on "Flows in Networks" we refer to FORD & FULKERSON's fundamental book with 

this title [44]. 

We shall call a hypergraph H' conormal if H' is conformal such that one, and 

hence all, of the conditions mentioned in theorem 6 holds for the pair H = H' 

and K A(H). 
11' 

We call a hypergrapfiYFulkersonian if one, and hence each, of the conditions 
...,, 

mentioned in theorem 7 holds for the pair H = H' and K = B(H). 

So 

(8) His Fulkersonian iff B(H) is Fulkersonian, 

and, if His conformal, 

(9) His conormal iff A(H) is conormal. 

(Fulkersonian hypergraphs are called by SEYMOUR [140,142] hypergraphs with 

the Q+-Max-flow Min-cut property. Conormal hypergraphs are those hypergraph 

whose dual is normal - see LOVASZ [95, 97]. ) 

The two counterparts oe,~ and i:,Y may be faced by: o<,~ contra r,1; anti-blocking 

contra blocking; A(H) contra B(H); conormal contra Fulkersonian. 

As said earlier, the theory of oe.,~ is not completely analogous to that of •,Y. 

The (necessary) adding of the conditions of hereditarity and conformality each 

time shows one point of anomaly, This causes, however, a simpler representation 

for conormal hypergraphs, namely by perfect graphs (see section 2.3). 

Another divergence is that, as will turn out, in theorem 6 (the ~,~-case) we 

may replace in the assertions (i)-(v) the conditions w: v ..... 2+ and e, v-z+ by 

w: v_..{0,1} and l: v-{o,1}, respectively. Furthermore, we may extend (ii) 
w w 

to: ~(H) = ~(H) for all w: V·-'>Z+. These extensions and sharpenings will be 

discussed in sabsection 2.4. 

Analogous sharpenings and extensions are not valid for theorem 7. Replacing 

there Z+ by {o,ij yields assertions which are not equivalent to the original 

ones. Also the assertion "i-(Hw) = ,J(Hw) for all w: v- 2+" is provable stronger 

than assertion (ii) of theorem 7. For more details see subsection 2.5. 
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2.3. PERFECT GRAPHS 

Let,for each graph G, 6(G) and w(G) denote the chromatic number and clique 

number (maximum size of a clique) of G, respectively. Clearly, w(G) ~ t(G). 

The property "w = 0 " does not say much about the internal structure of a 

graph: by adding a disjoint large clique each graph can be extended to a 

graph with this property. The property 

( 1) W(G') a(G') for each induced subgraph G' of G 

says more; graphs G satisfying (1) are called perfect. 

Examples of perfect graphs are: (i) bipartite graphs (trivially); (ii) ~ 

itively orientable graphs (i.e., graphs with vertices the elements of a 

partially ordered set, two of them being adjacent iff they are comparable; 

the perfectness of these graphs is easy to see). The content of KONIG's 

theorem [86] and DILWORTH's theorem [26], respectively, is that also 

complements of bipartite and of transitively orientable graphs, respectively, 

are perfect. This made, in 1961, BERGE [3,4] to conjecture that the comple­

mentary graph G of a perfect graph G is perfect again. This "perfect graph 

conjecture" was (after partial results of BERGE [7], BERGE & LAS VERGNAS [14], 

SACHS [134j, and FULKERSON [49,50,511) proved in 1972 by LOVASZ [951 (un­

knowingly extending one of Fulkerson's ideas). 

THEOREM 8 (LOVASZ' perfect graph theorem [951). A graph G is perfect if and 

only if G is perfect. 

PROOF. I. We first show that if G = (V,E) is perfect, then also the graph Gv 

is perfect, where Gv arises from G by replacing the vertex v by two new 

vertices v' and v", each of them being adjacent to those vertices which were 

adjacent in G to v; moreover v 1 and v2 are adjacent. The adjacency within 

v,lv1 remains unchanged. 

Choose an arbitrary vertex v. To prove that Gv is perfect it is, by induction, 

sufficient to show that W(G) 
V 

If <..;(G) = l,:(G)+l, then (.J(Gv) 6(Gv)' since 6(Gv)~ t(G)+l =W(G)+l. 

Therefore suppose W(Gv) = W(G). Now colour G with W(G) colours, and suppose 

the vertex vis in the colour class W. Consider the subgraph G' of Gv induced 

by (V, W)vfv'\; this graph is isomorphic to the subgraph of G induced by 

(V ,w) {v), so G' is perfect. 
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Also we have w(G') = W(G) -1, since if (V, W) u{ v •} would contain a clique of 

size w(G) it must contain v' (there is no clique of size w(G) = ((G) contained 

in v, W), and hence W(Gv) = W(G)+l. 

Since G' is perfect, W(G') = 6 (G') and so G' can be coloured w,ith W(G') = 

c.)(Gv)-1 colours. Adding the colour class (w,{v1Ju{v"} yields a colouring 

with W(Gv) colours. 

II. Now suppose G is a smallest (under taking induced subgraphs) perfect graph 

such that G is not perfect. Hence we know that w(G)< 6(G), and also that 

each stable subset of G is disjoint from some clique of G of size W(G) (other­

wise we could split off such a stable subset as a colour class to obtain 

a smaller counterexample). That is, each clique of G is disjoint from some 

stable subset of G of size ~(G). 

Let c 1 , ... ,cm be all cliques of G. Let v 1 , ... ,Vm be d(G)-sized stable subsets 

of V such that Ci is disjoint from Vi, for i=l, ... ,m. Now make a graph G", 

having vertex set the disjoint sum of v 1 , ... ,vm, such that two "new" vertices 

vi E. Vi and v j E V j ( i;,fj) are adj a cent iff the "old II vertices vi and v j are 

equal or adjacent (consequently, within any set Vi there are no edges in G"). 

It is easy to see that G" arises from G by a number of splitting of points, 

as described in part I of this proof. So G" is perfect. 

But <X(G") = o-:(G), and W (G") < m, since each clique is disjoint from one of the 

sets Vi. Since the number of vertices of G" is equal to m.()((G), G" cannot be 

covered by w(G") stable subsets of G", i.e. W (G") < ~ (G"}, contradicting the 

perfectness of G". 0 

As indicated before the perfect graph theorem has a lot of applications (cf. 

also BERGE [5,11], SHANNON [144], TUCKER [148]). 

EXAMPLE 2 (Bipartite graphs). As remarked earlier, any bipartite graph is 

trivially perfect, hence the complements of bipartite graphs are perfect 

again. This is the content of a theorem of KONIG [86] and EGERVARY [42j: 

the maximum cardinality of a stable subset of a bipartite graph is equal to 

the minimum number of edges needed to cover all points (the theorem is 

easily adapted if the graph has isolated vertices). 

A theorem of GALLA! [56,57} says that, for any graph G without isolated 

vertices one has: 

(2) D((G) + 'i(G) J)(G) + ~(G) the number of points of G. 



So the Konig-Egervary theorem, together with Gallai's theorem, gives 

KONIG's theorem [86]: the maximum number of pairwise disjoint edges in a 

bipartite graph is equal to the minimum number of points representing 
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all edges. This is equivalent to saying that the line-graph L(G) of a bipartite 

graph G is perfect. By the perfect graph theorem also the complementary 

graph L(G) is perfect, which is the content of another theorem of KONIG [85]: 
the minimum number of colours needed to colour the edges of a bipartite 

graph such that no two edges of the same colour meet, is equal to the 

maximum degree of the graph. 

EXAMPLE 3 (Partially ordered sets). A transitively orientable graph is 

trivially perfect, hence also its complementary graph is perfect, which 

is the content of DILWORTH's theorem [26]: the minimum number of chains 

to cover a partially ordered set is equal to the maximum size of an anti­

chain. 

EXAMPLE 4 (Triangulated graphs). A graph G is called triangulated if each 

circuit having at least four edges contains a chord. DIRAC (cf. FULKERSON 

[sl]) showed that each triangulated graph contains a vertex v all of whose 

neighbours together form a clique, i.e., v· is in only one maximal clique. 

From this one easily derives that ~(G) = ~(G) for triangulated graphs G. 

Since each induced subgraph of a triangulated graph is triangulated again, 

it follows that complements of triangulated graphs are perfect (HAJNAL & 

SURANYI ["68]). Hence, by the perfect graph theorem, also triangulated graphs 

are perfect. 

If G is perfect then ~(G) -~(G) is not less than the number of vertices of G, 

since, colouring the vertices with W(G) = o(G) colours, each colour class 

contains at most ~(G) vertices. Clearly, also each induced subgraph of G 

has this property. In fact this characterizes perfect graphs, as LOVAsz[96J 

proved the following sharpening of the perfect graph theorem (suggested by 

A. Hajnal). 

THEOREM 9 (LOVASZ [96]). A graph G is perfect iff w(G') W(G') is at least the 

number of vertices of G' ,-... for each induced subgraph G' of G. 

The followirflsharpening of theorem 9 (and of the perfect graph theorem), 

due tb Berge and Gilmore, still forms an open problem. 
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STRONG PERFECT GRAPH CONJECTURE (BERGE [6]): A graph G is perfect iff no 

induced subgraph of G is isomorphic to the odd circuit c2n+l or to its 

complement c2n+l, for n ~ 2. 

So it is conjectured that each minimal nonperfect graph is isomorphic to an 

odd circuit or to the complement of an odd circuit. 

Several partial results on this conjecture have been found: 

CHVATAL [21] showed that the strong perfect graph conjecture is equivalent 

to the conjecture that each minimal nonperfect graph G has a spanning 

subgraph isomorphic to C~-l where ~=~(G) and w=~(G) (a spanning subgraph of ()(.) -1 , 
G arises from G by deleting some of the edges; ck is the graph with vertices 

n 
1, .•. ,n, two vertices i and j being adjacent iff 0 < I i-j I ~ k (mod n) l; 

PARTHASARATHY & RAVINDRA [127] showed the truth of the strong perfect graph 

conjecture for graphs having no K1 , 3 as an induced subgraph (e.g. line­

graphs) (this implies that, to show the conjecture, it is enough to show 

that any minimal nonperfect graph has no K1 , 3 as induced subgraph); 

TUCKER proved the strong perfect graph conjecture for planar graphs [1491, 

"circular arc" graphs [150] , and 3-chromatic graphs [1s1]; 

GALLAI [ssl, SACHS [1341 and MEYNIEL [1111 showed that if every odd circuit 

in G of length at least five contains at least two non-crossing (Gallai)/ 

crossing (Sachs)/arbitrary (Meyniel) chords, then G is perfect; 

OLARU [119] and PADBERG [122,123,125) have derived several properties of 

minimal nonperfect graphs (e.g., PADBERG [122] showed that every minimal 

nonperfect graph G with n points contains exactly n cliques of size W(G); 

their characteristic vectors form a nonsingular matrix). 

2.4. CONORMAL HYPERGRAPHS 

The theory of perfect graphs can be smoothly described and extended within 

the context of hypergraphs. 

Let G = (V,E) be a graph; let hypergraph HG= (V,~) have edges all stable 

subsets of V. So His conformal iff H = HG for some (uniquely determined) 

graph G. Then, as can be seen straightforwardly, the property "(i)(G) = 6(G)" 

coincides with "(Y.(HG) = ~(HG)". 

If G' is the subgraph of G induced by V'c V, then HG' equals H~, where w is 

the characteristic vector of V' (writing H~ for (HG)w). It follows that 
w w f l G is perfect if and only if ~(HG)= ~(HG) for each w: V_..,,z0,li. Part I 

of the proof of the perfect graph theorem implies that G is perfect iff 
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~(H;) = ~(H;) for each function w: v-z+. In particular, if G is perfect 

then HG is conormal. The next theorem implies even that: 

( 1) G is perfect if and only if HG is conormal, 

His conormal if and only if H = HG for some perfect graph. 

Hence the theories of perfect graphs and conormal hypergraphs pursue parallel 

courses. Formulating in terms of hypergraphs sometimes reveals underlying 

structures and causes better understanding. 

For each graph Gone has: HG= A(HG). The perfect_graph theorem now can 

be formulated and extended within the theory of hypergraphs as follows, 

yielding an extension of theorem 6 as well. 

THEOREM 10 (FULKERSON [so,s1], LEHMAN[93], LOVASZ [95,96,97], BERGE [101>. 

Let H = (V,~) be a hereditary, conformal hypergraph. Each of the following 

assertions characterizes H to be conormal: 

(i) O((Hw) = ~(Hw) for each w: V -'1'{0, 1} ; ( i:j.) id ... w:V--'>lil +; 

(iii) Ol(Hw) = <X'"(Hw) ,for each w: v-{0,1}; (iv) id ... w:V-'> :Z+; 

(v) ~*(Hw) ~(Hw) for each w: v_,, {o, 1}; (vi) id ... w:v--,,.2+; 

(vii) ~(Hw) € z for each w: v-fo,1L (viii) id ... w:V -'>-2+; 

(ix) e2 (Hw) 2.~(Hw) for each w: v.....-,{0,11 (x) id ... w:V ---➔ Z +; 

(xi) O((Hw)r(Hw) ~ 'E w(v) for each w: V---.{0,1}; (xii) id ... w:V-'> 7r+; 
V 

(xiii) O((Hw) OC(A(H) l) ~ r w(v) i(v) for 
V 

each l,w:v.....,{0,1}; (xiv) id •. (,w:V ·-➔ 2 +; 

(i')-(xii'), arising from (i)-(xii) by replacing H by A(H). 

PROOF. We shall not give a complete proof of this theorem,.but discuss some 

parts of it and refer to the original papers for the details of the other parts. 

It is clear, by using (16) of section 2.1, that 

,.,(iii) 
( i) :.-:~.' ,t­

,,.. 
t 
1. 

.7 (iv) 
{ii). ______ _ 

,,.:\(vii) 
'(v)___.... ,., 

~ '(ix) 

\iviii) 
~(vi). __ 

I\ 
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where arrows stand for implications. 

The equivalence of H to be conormal with each of the assertions (iv), (viii), 

(xiv), (iv') and (viii') is true by definition of conorrnality (cf. theorem 

6). 

The implication (iv)-(ii) was proved by FULKERSON [5i]. This implies that 

(ii) and (ii') are equivalent, being the content of FULKERSON's "pluperfect 

graph theorem" [49,50,511 which says: if each graph arising from a graph G 

by a series of splittings of point5 (as in the fist part of the proof of the 

perfect graph theorem) is perfect, then the same holds for the complementary 

graph G. So, knowing the pluperfect graph theorem, to prove the perfect graph 

theorem it is enough to show that the class of perfect graphs is closed under 

splitting of points, and this was shown by LOVASZ [95] (part II of theorem 8). 

Theorem 5 of [95] also shows the implication (vii)--,.(viii), and hence the 

equivalence of (i)-(viii). 

w 
(x)---+(vi) is straightforward by observing that ~kfH) 

2 ~(Hw) ~ 2 (Hw) for all w: V·➔ Z'+' then 

(2) 

hence, by induction to i, we have for all i 

(3) 

i.e., for all. i: 

(4) 

Since '{"(Hw) = ki .. ~( ~k(Hw))/k (cf. (14) in subsection 2.1) it follows that 

fCHw) = ~(Hw). 

The implication (ix)~(x), and hence the equivalence of (i)-(x), follows 

from BERGE [lo] (cf. LOVASZ [ 9 7] ) . 

Clearly (xii)-- (xi) and (xiv) - (xiii). Furthermore (i) •-)(xi) and (ii) -·)(xii), 

since for each hypergraph H we have that ~(H).r(H) is at least the number of 

points in H. 

It is easy to see that, in (xiii), we loose no generality if we assume that 

{ = w. Since, for w: V-~0,1}, r(Hw) = ~(A(H)w) the equivalence (xi)-(xiii) 



is clear. 

Also, for w: V➔Z+, r(Hw) = ~(A(H)l), where l arises from w by replacing 

each positive entry by 1. So (xiv)~(xii) is true. 

Finally, the implication (xi)~(i) follows from theorem 7 (LOVASZ [96], 

cf. [97], PADBERG [125], SAKAROVITCH [135)). 

Hence the assertions (i)-(xiv) and (i')-{xii') all are equivalent. D 
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Note that each of the assertions {i)-{xii) implies that His conformal; also 

if this would not be required in advance (but still requiring hereditarity). 

For suppose H is not conformal; let V' CV be such that: ( i) V' 4= a:_ ; (ii) each 

pair of elements of V' together forms an edge of H; and (iii) IV'I = k is 

minimal (under the conditions (i) and (ii)). Let w be the characteristic 
w _.:It w ]< 1l. w w \"" 

vector of V'. Then: «(H) = 1, ~--·(H) = k-l = ~ (H' ), r(H) = k-1, /i.vw(v) = k, 

~ 2 (Hw) = 3, and ~(Hw) = 2. This contradicts each of the assertions (i)-(xii). 

A hypergraph is normal if the dual hypergraph is conormal. It follows from 

theorem 10 that H = (V,~) is normal if and only if .1,'(H') = 't'(H') for all 

hypergraphs H' = (V,:E') with lE;'cll:i. 

The perfect graph theorem is contained in theorem 10. It also follows that, to 

prove the strong perfect graph conjecture, it is sufficient to show that if 

a graph G = (V,E) has no circuit c2n+l or its complement (n~2) as induced 

subgraph, then the maximum value of [Vf{v) is an integer, where f is a 
Vt, 

nonnegative function defined on the vertices such that the sum of the numbers 

assigned to the vertices in any clique does not exceed 1. 

A straightforward sharpening of the results mentioned in section 1 gives that 

for each hypergraph Hand natural number k: 

(5) o(k (Hw) = k O(*{Hw) for all w: V--+Z+, if and only if_ 

k ~«(Hw) is an integer, for all w: v--,,~+· 

Hence also: 

(6) ~k(Hw) 

~k(Hw) 

2~k (Hw) 

<Xk(Hw) for alJ,. w: V-"tZ+, j_f: __ ~~_ori:Ly if 
k ~~(Hw) for all w: V -",!?l+, and also,_ if and or1ly if 

w 
~ 2k(H) for all w: v-z+. 
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What happens when we replace in (5) and (6) Z+ by {0,11? Fork= 1, 2 or 3 

they remain valid (k=l: theorem 10 (FULKERSON [51); k=2: LOVASZ [99); k=3: 

LOVASZ [103]), but for k = 60 we may not replace in (5) or (6) Z + by { 0, 1} 

( SCHRIJVER & SEYMOUR [13 7 J ) . 

Finally we discuss some examples. 

EXAMPLE 5 (Bipartite graphs). Let G = (V,E} be a bipartite graph. Then G, G, 

L(G) and L(G) are perfect (example 2). It follows from theorem 10 that: 

{i) for each function w: V---'tZ+' the maximum value of w(v' )+w(v"), where 

{v' ,v"}e E, is equal to the minimum number of stable subsets of V 

(possi_bly taking a subset more th_a!l__QgC::e) such that any vertex v is 

in at least w(v) of these subset~; 

(ii) _for each function w: E---'t2+, :t:11.e maximum value of w(e 1 )+ ... w(ek), .!','~~ 

e 1, ... ,ek are pairwise disjoint edges, is _equal to the minimum value 

of J.:vf(v), _where f: v-z+ :;;uch that f(v')+f(v''.) ~ w({v! ,v"}) _for 

each fv' ,v"}EE; 

(iii) each function w: E---,.Q such that L. w(e) ,s- 1 for each v € V, is a conv_e_ }_{ + ----- e~v --
combination of characteristic vectors of ___ n1a:t_c_hings_ in. G (BIRKHOFF [15) 

and Von NEUMANN [118]) . 

For a survey of several linear programming applications to bipartite graphs 

see FORD & FULKERSON [441, HOFFMAN [70,71]. 

EXAMPLE 6 (Partially ordered sets). Theorem 10 also characterizes the convex 

hull of (characteristic vectors of) chains/antichains in a partially ordered 

set: this convex hull consists exactly of thos nonnegative functions whose 

sum is at most 1 on each antichain/chain. 

This characterization (and also Dilworth's theorem) has been extended by 

GREENE & KLEITMAN [64,65J, cf. HOFFMAN & SCHWARTZ [79]. 

EXAMPLE 7 (Graphs). Let G = (V,E) be a graph, and let~ be the set 

E u'{{v}/ve-v}u{0}. Set H = (V,l-), i.e., H = G. It is easy to see that 

~4 (H) = 2 ~ 2 (H). Since the class of hypergraphs H obtained this way from graphs 

is closed under multiplication of vertices, we derive from (6) that ~2 {H) = 

o< 2 (H), i.e., Q2 (G) =IX2 (G) (cf. LOVASZ [99]). 

EXAMPLE 8 (Matroids). Let H = (V,l) be a matroid, i.e. let Lbe a nonempty 

collection of subsets of V such that: 
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( i) if VII c V ' f J then VII e l ; 
(ii) if V',V 11 e J and /V'f< lv 11 ! then V'vfvft: J. for some v1:V 11 \V'. 

We furthermore assume that each singleton is in J . 
The sets in J are called the _independent sets of the matroid. 

H determines a rank-function r: 'j>(V)--, Z+' given by 

(7) r(V') max { IV 11 I I V11 c V' and V11 is independent}, 

for V'cV. So V'e. J iff r(V'l = lv'I. 

Examples of matroids are given by: 

(i) Vis the set of edges of an undirected graph, 

J consists of all sets of edges containing no circuit; 

(ii) Vis the set of edges of a connected, undirected graph, 

J consists of all sets of edges the removal of which does not disconnect 

the graph; 

(iii) Vis a set of vectors in a vector space, 

J consists of all linear independent subsets of V; 

(iv) Vis a collection of subsets of a set, 

J consists of all subcollections of V having a system of distinct repre­

sentatives (cf. MIRSKY [113]). 

For more background information about matroids see WELSH [165j . 

EDMONDS [321 (cf. [35]) showed, by means of the so-called _greedy algorithm, 

that, for w: v.---,i+, the maximum value of L ,w(v), where V' is independent, 
VfV 

is equal to the minimum value of 

wnere v1 , ... ,Vk are subsets of V (for some k) such that each element v of V 

occurs in at least w(v) sets of v 1, .•• ,Vk. In the language of matrices, let 

M be the 'P(V) i< V-matrix such that the row with index V' ~'P(V) is the character­

istic vector of V'. Then Edmonds' result can be restated as: for each 

(9) 

Let M' arise from M by dividing any row with index V' by r(V') (and deleting 

the row with index~). Then (9) implies that the polyhedron 
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(10) p 

is the convex hull of characteristic vectors of independent sets of H. 

So the anti-blocking polyhedron of Pis 

( 11 ) R = 1 z ';, 0 j Nz ~ 1 } 

where N is the incidence matrix of H. By theorem 1 R consists of all vectors 

v ~ c for some convex combination c of row vectors of M'. So the left hand 

side of the linear programming duality equality 

( 12 ) max [ I z I I Nz ~ 1} = min f I y I j yN ~ 1} 

is equal to 

( 13) I v•I 
max r (V') 
V'cV 

In fact, EDMONDS [28,33] and NASH-WILLIAMS [116J proved that ~(H) = l~ll\(Hi', 

i.e. I the minimum number of independent sets to cover Vis equal to 

(14) ~ max (V')" 
V'c.V r 

This can be used to determine the minimum number of forests to cover the edges 

of a graph (NASH-WILLIAMS f115], for a directed analogue, see FRANK [47}). 

This theory can be dualized to get, e.g., the maximum number of disjoint 

spanning forests - see EDMONDS[29], NASH-WILLIAMS [1141, TUTTE [156], WELSH 

[165]. 

2.5. FULKERSONIAN HYPERGRAPHS 

The assertions for~,µ analogous to those in theorem 10, are not all equivalent 

to each other, that is, we may not sharpen theorem 7 by replacing Z + by { 0, 11 , 

nor we may extend theorem 7 by setting 7: =J,) for T = T-ir: However, there still 

are some equivalences. 

THEOREM 11 (LOVASZ [97] ) . Let H = (V ,l:) be_ i3. EX12~l'.''J.X-i3._:e_h : .. '!'12~n --~-q:~:L_y~lent a;t;§_: 

(i) T"'(P..w) is an integer for each w: V -{o, 1!, ~nd 

(ii) T(Hw) =""i:*(Hw) for each w: v---,fo,1). 
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PROOF. Since obviously (ii) ---!t(i), we prove (i) ~(ii). Suppose (i) is true 

and (ii) is false. Let w: v~o,1} be such that rit(Hw) < T(Hw), and assume 

lwl is as small as possible. Without loss of generality we may assume that 
w 

H = H . 

so for all u: v__,..fo,1} we have T(Hu) = ~•(Hu) whenever u(v) = 0 for some veV. 

Let z: V--.:,,f2+ be such that v{Ez(v)} 1 for all EE~, and ~(H) lz{. Let v' 

be a vertex such that z(v') > 0. Let u(v) = 1 if v F v', and u(v') = 0. Then 

(1) lzl ) z - z(v') 

Hence, since by (i) T-11(Hu) and .~(H) are integers, T*(H) = 1 + ~*(Hu). As 

T (Hu) = T-ff(Hu) and T (H) ~ 1 + T (Hu) it follows that T (H) = V'(H). Q 

Direct consequences of theorem 11 are: 

COROLLARY 12. Let H (V,~) be a hypergraph. Then the following two assertions 

are equivalent: 

(i) ,l] (Hw) = //"(Hw) for all w: V -{ 0, 1~; 

(ii) :V(Hw) =T(Hw) for all w: V-¼{0,1\. 

COROLLARY 13 (cf. LOVASZ [102]). Let. H (V,~) be a hypergraph. Then the follow-

ing three assertions are equivalent: 

(i) V(Hw) = pil(Hw) for all w: V~Z+; 

(ii) J)(Hw) = r-(Hw) for all w: V--'>Z+; 

(iii) J)2(Hw) = 2.JJ(Hw) for all w: V--+ Z+. 

Corollary 13 follows from corollary 12 by applying corollary 12 for each Hw 

apart. Assertion (iii) can be seen in the same way as the implication (x)__,,(vi) 

of theorem 10. 

A hypergraph H satisfying (i) and (ii) of corollary 12 is called seminormal; 

if H satisfies (i), (ii) and (iii) of corollary 13, His called Mengerian. 

It is not difficult to see that each normal hypergraph (cf. section 2.4) is 

seminormal. 

The following theorem gives a characterization of hypergraphs H for which 

the blocker B(H) is Mengerian. A k-~ of H = (V,~) is a function l: V_.,ll: 
+ 

such that v~E l(v) ~ k for all E E): . 
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THEOREM 14. Let H = (V,l\::) be a hypergraph. Then B(H) is Mengerian if and only 

if,for each natural number k, ~~l k-cover is the sum of k 1-covers of H. 

PROOF. By definition, B(H) is Mengerian iff P(B(H)f) = T(B(H)l), for each 

e, v~z+. 
Now 1:"(B(H)l) equals the minimum value of .L.E€(v), for E Ek. Moreover, 

Vf 

J)(B(H)e) equals the maximum number k of 1-covers e1,·••1lk such that 

el (v)+ ... +ek(v) < l(v) for each V e.V. 

So, for each natural number k we have: for each 2: V---'>2+: T(B(H)£) ~ k implies 

J) (B (H/ ) ~ k, if and only if each k-cover is the sum of k 1-covers. 0 

Note that the right hand side of the equivalence of theorem 14 directly 

implies (by definition of Tk (section 2.1)) that Tk(H) = k T(H) for all k, 

that is, T(H) = -C*(H). 

The relations between the several classes of hypergraphs can be visualized in 

a diagram, where arrows stand for implications, and(+) denotes 

(+) 

for H (V ,}.) • 

(2) 

/H seminormal 

H Mengerian ~H 

~H Fulkersonian 

B(H) Mengeri~ ':;B(H) 

~B(H) seminorm~l 

satisfies thrn.11 (i) 

~(+) 

satisfies thrn.11 (i) 

There are no more arrows (or equivalences) in this diagram (except for arrows 

following from the transitive closure of implications). To show this, it is 

enough to give an example of a non-seminormal hypergraph with Mengerian 

blocker, and an example of a seminormal hypergraph whose blocker does not 

satisfy (i) of theorem 11. 

The hypergraph Q6 , having vertices all edges of K4 (the complete undirected 

graph on four points), with edges all triangles in K4 (considered as triples 

of edges) is not seminormal, but B(Q6 ) is Mengerian (LOVASZ [97], SEYMOUR [140]). 

SEYMOUR [140] conjectures that a Fulkersonian hypergraph H = (V,~) not contain-
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ing Q6 as a minor (a hypergraph H' is a minor of H if it arises from H by 

a series of removals of points (i.e., multiplications by k=O), anc contractions 

of points (i.e., removal of the points from the vertex set and from the edges)) 

is Mengerian; it is easy to see that any minor of a Mengerian hypergraph is 

Mengerian again. Validity of this conjecture implies the truth of Seymour's 

second conjecture that a hypergraph His Mengerian if its blocker is Mengerian 

and H itself does not have Q6 as a minor ("Both conjectures are based on a 

lack of counterexamples rather than a superfluity of supporting evidence~"). 

The hypergraph with four points and with edges all three-element subsets con­

taining a fixed point, is seminormal, but its blocker does not satisfy assertion 

(i) of theorem 11. 

Again, theorem 11 and its corollaries can be extended to: 

(3) kT1,(Hw) is an integer _for_eac~ w: v-2+, if and only if 

k t'(Hw) = Tk (Hw) for ea_c_g w: V-".J z+, 

and 

(4) k. /'(Hw) 

"Tk (Hw) 

J)2k(Hw) 

= J.\(Hw) for each w: V~Z+' if and only if 

J)k ( Hw) fc:>r __ e_13-_cl! w: V __,,.z +, and also, if and only if 

2 J)k (Hw) for each_ w: v----,z+, 

for any hypergraph H (V,l::) (LOVASZ [99,1031, SCHRIJVER & SEYMOUR [1371). 

There is a variety of classes of hypergraphs to which we can apply the results 

obtained in this subsection (for more examples see MAURRAS [i.07), WOODALL 

[167]). 

EXAMPLE 9 (Bipartite graphs). Let H = (V,E) be a bipartite graph. It is very 

easy to show that v2 (H) = 2 ).)(H). Since the class of bipartite graphs is 

closed under multiplication of vertices we even know that ;J2 (Hw) = 2Y(Hw) 

for all w: V----) ~ +. Hence, by corollary 13, T ( H) = J) ( H) , which is the content 

of KONIG's theorem [86]. 

Let K be the hypergraph obtained from the bipartite graph H by taking as ver­

tices all edges of H, and as edges of Kall stars, i.e., all sets {etElvfe} 

for v EV. Now K is Mengerian (see example 16), and B(K) is Mengerian, which 

follows from a result of GUPTA [67]: the maximum number of pairwise disjoint 
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sets of edges.in a bipartite graph, each set covering all points, is equal 

to the minimum valency of the bipartite graph. Note that the class of hyper­

graphs B(K) arising this way from a bipartite graph is closed under multipli­

cation of vertices. 

EXAMPLE 10 (Network flows). Let H = (V,3!:) be a hypergraph with vertices all 

arrows in a digraph, and edges all r-s-paths (where rands are two fixed 

vertices of the digraph). By corollary 13, to prove FORD & FULKERSON's 

Max-flow Min-cut theorem [43] (in the integer form) it suffices to prove 

that ½<HJ= 2.V(H) for each hypergraph H arising this way from digraphs. 

Corollary 13 then gives that '!'(Hw) = I) (Hw) for all w: V----.:+ Z+, which is the 

content of the Max-flow Min-cut theorem. 

EXAMPLE 11 (Graphs). Let G = (V,E) be a graph. After proving that ~4 (G) 

2 Y2 (G) (which is not difficult) and observing that the class of graphs is 

closed under multiplication of vertices, we deduce from (4) that T2 (G) = Y2 (G) 

(TUTTE [154], cf. BERGE [12]). 

GALLAI [56,57] showed that C((G)+ "t" (G) ~(G)+ J) (G) = I vj (assuming that 

V = U E). LOVASZ [99] observed that one proves similarly: 

(5) o<2 (G) + T 2 (G) 

Hence II T 2 (G) = P2 (G) 11 can be derived also from example 7. 

BERGE [2] derived from a result of TUTTE [i52,155] that 

(6) P(G) min 
V'c.V 

lvl+lv•I - f!/(v-.v• l 
2 

where ~(V\V 1 ) denotes the number of components having an odd number of 

vertices, in the subgraph of G induced by V ,v•. This result is known as the 

Tutte-Berge theorem - see section 4.3. 

EXAMPLE 12 (Directed cuts). Let D = (V,A) be a digraph. A directed cut is a 

set of arrows of the form (VW' ,V') whenever l,?l f V' f V and (V' ,V-.V') = l,?l. 

Here (V' , V11 ) denotes the set of arrows with tail in V' and head in V11 • 

Consider the hypergraph H with vertices all arrows of D, and edges all directed 

cuts. 

Call a set of arrows the contraction of which makes D strongly connected, a 

diconnecting set. That is, a set A' of arrows is diconnecting iff adding, 
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for each arrow in A', an arrow in the reversed direction makes D strongly 

connected. Let K be the hypergraph with vertices all arrows, and with edges 

all diconnecting subsets of A. 

It is easy to see that K B(H). 

In 1976 LUCCHESI & YOUNGER [los] proved that L(H) = Y(H) (this was conjectured 

by Robertson & Younger), i.e., the minimum size of a diconnecting set is 

equal to the maximum number of pairwise disjoint directed cuts (for a proof 

see example 19). Since the class of hypergraphs H obtained this way from 

directed graphs is closed under multiplication of vertices, we even have 

that T(Hw) = P (Hw) for each w: A---"r2+, i.e., H is Mengerian. This implies 

that Hand K = B(H) are Fulkersonian. Hence "t'(K) =T~(K). 

It is conjectured by EDMONDS & GILES [37] that, in fact, T(K) = P(K), 

i.e., the minimum size of a directed cut is equal to the maximum number of 

pairwise disjoint diconnecting sets. Since the class of hypergraphs K obtained 

this way from digraphs is closed under multiplication of vertices by k ~ O, 

a simple adaptation of the proof method for corollary 13 shows that it is 

enough to prove that, in general, µ2 (K) = 2 V(K). 

Edmonds & Giles' conjecture has been proved by FRANK [46] (cf. example 23) 

in case the digraph D has a vertex from which each other vertex is reachable 

by a directed path. 

EXAMPLE 13 (Arborescences). Let D = (V,A) be a digraph, with fixed vertex r, 

called the root. An r~arborescence is a collection A' of arrows such that 

each vertex in Vis reachable from r by a directed path consisting of arrows 

from A'. It is easy to see that a minimal (under inclusion) r-arborescence is 

a directed tree. 

Let H be the hypergraph with vertex set A and edges all r-arborescences. 

EDMONDS [31,341 (df. LOVASZ [102], TARJAN [1471, and example _22) proved that 

"°t"(H) = V (H), that is, the maximum number of edge-disj_°-_in! r-~rpo:rescences 

:i,_s equal to the minimum II inde9_!'."_~e II CJ_f __ c1ny n()11empty subset_ o,( V , { r i - Here we 

used that the blocker K = B(H) of H has edges all sets containing a set of 

edges of the form (V , V', V') for some V' c V, { r} (again, (V', v 11 ) denotes the 

set of arrows from V' to V11 ). 

By Menger's theorem, Edmonds' result is equivalent to: if there are k ~c:'!g_~.= 

d_~oint paths from r to any other vertex, then there are k ~~e_::-9,_!:,j_?!!.lt 

r-arborescences. A. Frank (personal communication) posed, as a conjecture, 

a vertex-disjoint 'version of this theorem: 
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CONJECTURE. If from r to any other vertex there are at least k vertex-disjoint 

paths, then there are k r-arborescences such that, for each other vertex s, 

the (unique) patrn from r to s within the respective r-arborescences are pairwise 

vertex-disjoint. 

FRANK [45] also relates Edmonds' theorem to Tutte's theorem on the maximum 

number of disjoint spanning trees in a graph (cf. example 8). 

Since the class of hypergraphs H obtained this way from digraphs is closed 

under multiplication of vertices it is even true that --Z:-(Hw) = Y(Hw) for all 

w: A- z +. So H is Mengerian and Fulkersonian, hence also K = B (H) is Fulkerson­

ian. FULKERSON [52,53]. (cf. LOVASZ [io3]) showed that K is also Menqerian, i.e., 

the minimum .'!~:i,g_!it __ ():f ap r-arborescence is equal to the m_aximum_ number Qf sets 

of_the fo:r-m_ (V,V',V') (V'cV,{r}) such that no arrow occurs in more of these 

sets than its weight (for any integral weight function defined on the erges) 

(see example 22). 

EXAMPLE 14 (Binary hypergraphs). A hypergraph H = (V,~J is called binary if 

E1 AE2 AE 3 t~ whenever E1 , E2 , E3 cif: ( A means symmetric difference); so the 

characteristic vectors of the edges may be conceived as vectors in a coset of 

a chain-group modulo 2 (for characterizations of binary hypergraphs, see 

LEHMAN [92] and SEYMOUR [1391). 
V 

It is easy to see that the class of hypergraphs H arising from binary hypergraphs 

His closed under multiplication of vertices. If His binary, then B(H} = ~ 

where K has edges all subsets of V intersecting each edge of Hin an odd number 

of points. So K again is binary, and B(K) = 8. 
LOVASZ [103] proved that each binary hypergraph H has l: 2 (H) = 2 1-· (H}. SEYMOUR 

[140] proved that a binary hypergraph is Mengerian if and only if H has no 

minor isomorphic to Q6 . 

The class of binary Fulkersonian hypergraphs has, as yet, not been characterized 

this way, despite its nice structural properties (the class is closed under 

taking blockers). SEYMOUR [141] conjectures that a binary hypergraph is 

Fulkersonian if and only if it does not contain a minor whose minimal edges· 

are "isomorphic" to: either the lines of the Fano-plane, or the edge-sets of 

odd circuits of K5 , or the minimal edge-sets in K5 intersecting each odd circuit. 

(SEYMOUR [140] in fact proved: let H = (V,!l be a matroid, and let C be its 

set of circuits (i.e., minimal dependent sets); then for each v EV 1:J:l_e_ hyp~:rg_l'."al'h 

(V ,{ v}, {c ,{ vf / v f. C <' l:}) is Meng_~~<:1:12 g an.d only if H is a bl,nary matroid not_ 

containing_the Fano--matroid as a minor (binary and minor now, for the moment,in 

the matroid sense). This generalizes Menger's theorem for undirected graphs. 
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In this light it is interesting to mention that MINTY [112] proved, for 

collections E and a) of subsets of a set V: t and~ are the collections of 

circuits and cocircuits of a matroid, respectively, if and only if for each 

v in V the hypergraphs_ (V ,{ v}, f C ,f v~/ v EC c !::}) and (V \ { v}, { n ,{vt j v ~ D If ~l) 
have, as edges, the minimal edges of the blocker of each other. So the class 

of matroids for which the hypergraphs (V ,{v1 ,/c ,fv!jvE:"C El::}) are Fulkersonian 

(v 1:; V) is closed under taking duals.) 

We give four examples of binary hypergraphs, each of them being derived from 

a graph G (V ,E). 

(i) Let rands be two vertices of G. Letl:=; consists of those subsets E' of 

E such that the graph (V,E') has an even valency in each point except 

in rands. The hypergraph H (E,¥) is binary, and the minimal edges 

are the r-s-paths. By Menger's theorem His Mengerian, and also B(H) 

is Mengerian (trivially). 

(ii) Let T be an even subset of V and call a subset E' of Ea T-join if T 

coincides with the set of vertices having an odd valency in the graph 

(V,E'). Let ~be the collection of T-joins. Then the hypergraph H = 
(E,~) is binary. 

A subsets E' of E is called a T-cut if E' is !i (V' ) for some V' c. V 

with jv• n Tl odd ( b(V') is the set of edges intersecting V' in 

exactly one point). Let f consists of all T-cuts. The hypergraph 

K = (E,t) again is binary. Furthermore H = B(K) and K = B(H). 

SEYMOUR [143] proved that, if G is bipartite, then '12 (K) = 2 tJ (K); 

this implies a result of LOVASZ [99] that, if G is arbitrary, 

V4 (K) = 2P2 (K) (this implication can be seen by replacing each edge 

of G by two edges in series, thus obtaining a bipartite graph). Since 

the class of hypergraphs K obtained this way from graphs is closed 

under multiplication of vertices (this is not so if we restrict ourselves 

to bipartite graphs) (4) implies that v2 (K) = T2 (K). As K is binary 

we know furthermore that T 2 (K) = 2<(K), hence L(K) = ½ Y 2 (K) ( (a) more­

over if G is bipartite then T(K) Y(K); (b) if G = K4 and T = V then 

7:"(K) * J/(K); (c) if we have T = V, then T(K) is equal to the minimum 

size of a V-join; in that case T(K) = /vi if and only if G contains 

a perfect matching (cf. section 4.3) - LOVASZ[99] showed that this way 

Tutte's 1-factor theorem can be derived). 

In particular, T (K) = 1/'(K), hence, by theorem 7, also T (H) = r:1<(H) 

(EDMONDS & JOHNSON [39], extending the "Chinese postman problem"), i.e., 

since the class of hypergraphs H obtained this way is closed under multi-
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plication of vertices, Hand Kare Fulkersonian (but, in general, not 

1l V,2,(H) = "t" (H)). 

(iii) Let r,s,r',s' be four distinct vertices of G. Let;lS be the collection 

of all subsets E' of E such that, in the graph (V,E'), either rands, 

or r' ands', are the only two vertices of odd valency. So the minimal 

el~ents of 3: are the r-s-paths and the r'-s'-paths. Clearly, the hyper­

graph H = (re,l'<-) is binary. 

Let ~ be the collection of all subsets E' = 6 (V') of E such that 

Iv• n{r,sJj = jv•n{r•,s•lJ = 1. Again K = (E,t) is a binary hypergraph. 

Furthermore 8 = B(K) and f = B(H). 

LOVASZ [io1] proved that, if G is Eulerian, then V2 (H) = 2;/(H); this 

implies that, for arbitrary G, JJ4 (H) = 2~2 (H) (make G Eulerian by 

replacing each edge by two parallel edges). Since the class of hyper­

graphs H obtained this way is closed under multiplication of vertices 

we know, by (4), that T 2 (H) = JJ2 (H). Since His binary, moreover, 

T 2 (H) = 2o(H), hence T(H) = 1l~(H), which is the content of HU's two­

cammodity-flow theorem [so]. so, if G is Eulerian, then -C(H) = P(H), 

which is a result of ROTHSCHILD & WHINSTON [132]: the maximum number 

of edge-disjoint paths connecting r with s, .2!" r' with s' in the Euler­

ian graph G is equal to the minimum.size of a collection of edges 
whose removal disconn!;!cts r from s, .fill&!. r' .frn s' • 

Similarly, SEYMOUR l142j proved that, if G is bipartite, then Y2 (K) = 
= 2l(K); hence, by an analogous reasoning, we know that T(K) = 1lP2 (K) 

(= V(K) if G is bipartite). 
V I/ 

The classes of hypergraphs Hand K arising this way being closed under 

multiplication of vertice~it follows that Hand Kare Fulkersonian. 

(iv) Suppose V partitions into R,S,R' and S'. Let H be the hypergraph with 

vertex set E and edges all subsets E' of E such that, in the graph 

(V,E'), either both in Rand in S occur an odd number of points with 

odd valency, and in R' and S' not, or both in R' and S' occur an odd 

number of points with an odd valency, and in Rand Snot. 

So the minimal edg:es··of H are the paths connecting either R with s or 

R' with S'. It is easy to see that His binary. 

KLEITMAN, MARTIN-LOF, ROTHSCHILD & WHINSTON [841 proved that 't"(H) = J>(H). 

This can be derived in two ways from V2 (H) = 2 V(H): (a) the class of 

hypergraphs H arising this way is closed under multiplication of vertices 

hence, by corollary 13, T(H) = >'(H); (b) by appropriately adding four new 

vertices r,r',s,s' it follows from (iii) thati:(H) = ½v2 (H), whence ~(H) = 
J) (H). 
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EXAMPLE 15 (S-paths). Let G = (V,E) be a graph and let S be a subset of V. 

Call a set of edges an S-path if it forms a path between two different points 

of S. Let H be the hypergraph with vertex set E and edges all S-paths. 

LOVASZ [101] proved that T2 (H) = V2 (H); since the class of hypergraphs 

obtained this way is closed under multiplication of vertices it is sufficient 

to prove that V4 (H) = 2V2 (H). 

MADER [106] showed that 

(7) min 
A(Vl)+ ... +A(Vk) - E(V,(V1v . .. vvk)) 

2 

where the minimum is taken over all collections of pairwise disjoint sets 

v1 , ... ,Vk such that Sc v1 u ..• vVk and each Vi intersects Sin exactly one 

point (so k = IS(); ~(V') is the number of edges intersecting V' in exactly 

one point, and f(V') denotes the number of components C of the subgraph 

induced by V', for which A(C) is odd. 

Mader thus proved, inter alia, Gallai's conjecture that V(H) ~ ½c(H) (cf. 

LOVASZ [101]). 
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3. TarAL UNIMODULARITY 

3. 1. TarALLY UNIMODULAR MATRICES 

In the preceding section one of the main problems was to decide whether certain 

polyhedra have integral vertices, or, more generally, whether each of their 

faces contains integral vectors. Therefore, it should be nice to have a 

characterization of pairs of matrices Mand vectors b such that each face 

of the polyhedron 

(1) p 

contains integral vectors. This problem has, as yet, not been solved in general; 

a nice result in this direction has been found by HOFFMAN & KRUSKAL [76). 
A matrix Mis called totally unimodular if each square submatrix of M has 

determinant +1, 0 or -1; it follows that Mis a {+1,0,-lf-matrix. 

THEOREM 15 (HOFFMAN & KRUSKAL [76]). If Mis a totally unimodular matrix and 

b is integer-valued then each face of_ the polyhedron P = { x I Mx :'> b) contains 

integral vectors. 

PROOF. Let M be a totally unimodular matrix and let b be a integral vector. 

Let F =i fx I M'x b'} be a minimal face of P (cf. section 1.2), where matrix 

M' consists of some rows of Mand tl of the corresponding entries of b. We may 

assume that the rows of M' are linear independent. Let M' = MiM2, where M~ is 

nonsingular. Since detMi +1 we have that the vector 

(2) X 

(where O is a,tall-zero matrix) is integer-valued. Since M'x 

contains an integral vector. 0 

Let M be a totally unimodular matrix. Since the matrix 

(3) 

b ', the face F 

is totally unimodular as well, it follows that, for all integral a,b,c and d, 
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each face of the polyhedron {x/ c$x~d, a~Mx~b} contains integral vectors. 

In fact, Hoffman & Kruskal showed that this characterizes totally unimodular 

matrices. 

THEOREM 16 (HOFFMAN & KRUSKAL [76], VEINOTT & DANTZIG [159]). A matrix Mis 

to~a.}-}-Y unimodular iff for each integral vector beach face of the polyhedron 

{ x \ x ~ 0, Mx ~bl contains iI!!_egral vectors. 

One implication follows directly from theorem 15; the reverse implication 

is more difficult to prove - see e.g. GARFINKEL & MEMHAUSER [591. 

In particular, it follows from theorem 15, that, if Mis totally unimodular 

and band ware integral vectors, then both sides of the linear programming 

duality equation 

(4) max { wx I x ~ 0 , Mx S: b J min fyb j y J O, yM ~ w} 

can be solved with integral x and y. 

Other characterizations of a matrix M to be totally unimodular are: 

(i) each collection of rows of M can be split into two classes such that 

the sum of the rows in one class, minus the sum of rows in the other 

class, is a 0,:!:_1-vector (GHOUILA-HOURI [60]); 

(ii) Mis a (0,:!:_1)-matrix with no nonsingular submatrix containing an even 

number of nonzero entries in each row and in each column (CAMION [17]): 

(iii) Mis a (0,:!:_1)-matrix with no square submatrix having determinant +2 

(GOMORY, cf. CAMION [17j ) . 

For more results concerning totally unimodular matrices, cf. COMMONER [221, 

HOFFMAN [73], PADBERG [1261. 

Hoffman & Kruskal's result can be applied to the following examples. 

EXAMPLE 16 (Bipartite graphs). The incidence matrix of a graph is totally 

unimodular iff the graph is bipartite. Let M be the incidence matrix of 

the bipartite graph G = (V,E). 

By taking in (4) w = 1 and b = 1 one gets 

(5) max{Jx I I 
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which is the content of the theorem of KONIG [861 and EGERVARY [42]: the 

maximum number of pairwise nonadjacent points is equal to the minimum numbe~ 

~f _1:d9~~-co_y~ring -~1,1 _poi_~t_s_, i.e., Ol(G) = ~ (G) • 

Similarly, one has that 

(6) min f lxl I 

or: the maximum number of pairwise disjoint edges is equal to the minimum 

number_of_points representing each edge (KONIG's theorem [86]), i.e. "t:(G) 

= ~(G). 

Clearly, by letting wand b arbitrary, we can obtain more general results, 

e.g., for all w: E-z+ 

(7) 

which implies that the hypergraph K of example 9 is Mengerian. 

EXAMPLE 17 (Network flows). The incidence matrix of a digraph D 

the A,.. V-matrix M with: 

M = 1, if V is head of arrow a, a,v 
(8) M a,v = -1, if V is tail of arrow a, 

M = o, otherwise. a,v 

(V,A) is 

The incidence matrix of a digraph is totally unimodular (this was first con­

jectured by POINCARE [120]). 

Let rands be two vertices of digraph D = (V,A), let D' be arising from D 

by adding a new azrow a' with tails and head r. Let M' be the incidence 

matrix of D'. Consider the linear programming duality equation 

( 9) max { yf I O s: y ~ d, yM' ~ 01 = min { dz I z ~ 0, x ~ 0, z+M 'x ~ f} 

where f is a vector with a one in the position of the new arrow a', and zeros 

in the other positions, and dis any integral vector. 

We may view d as a capacity function defined on the arrows of D', and y as 

a flow function. The condition ·yM~ocan be interpreted as saying that no vertex 

of D receives a larger amount of flow than departs from it. Since the total 

amount of incoming flow is equal to the total amount of outgoing flow, yM' ~O 
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implies yM' = 0. The value of yf equals the flow in D' through the new arrow 

a'. So the maximum value of yf is equal to the maximum flow through the 

arrows of D from r to s, obeying the capacity function d (restricted to D), 

if we take d(a') large enough. By the total unimodularity of M this flow y 

can be taken integral. 

The right hand side of (9) is equal to the minimum value of dz where 

z: A·-'>Z+ and x: v.-z+ such that 

(10) z (a) + x(w) - x(v) ) 0 

for each arrow a= (v,w) of D, and z(a')+x(r)-x(s) ~ 1, by definition of f. 

If d(a') is large enough,a pair z,x achieving the minimum has z(a') = 0, so 

x(r) ~ 1 + x(s). It follows straightforwardly that the minimum value of 

dz is equal to the minimum capacity of anr-s-disconnecting set. 

So from the total unimodularity of Mone can derive FORD & FULKERSON's 

Max-flow Min-cut theorem [43]: the maximum amount of flow from r to s obeying 

the capacity function dis equal to the minimum capacity of an r-s-disconnect­

ing set. If all capacities are integers then also the optimal flow can be 

taken to be integral ("integer flow theorem"). If each capacity is 1 then 

Menger's theorem follows. 

If we impose not only an upper bound d, but also a lower bound 

function c for the flow through arrows, where 0~ c ~d, (9) gives: the maximum 

flow in D from r to s obeying the upper bound d and the lower bound c, is 

equal to the minimum value of 

(11) I I (v,w) EE d( (v,w)) - (w,v) 6 E c ( (w,v)) 

where V' , V" partitions V such that r EV' and s "- V" ( cf. HOFFMAN [711 ) . 
If we impose only lower bounds and no upper bounds one can derive, inter alia, 

Dilworth I s theorem ( example 3) (cf. also HOFFMAN [721 and HOFFMAN, KRUSKAL & 

SCHWARTZ [ 771 ) . 
Let D = (V,A) be a directed graph, and let A' be a set of arrows together 

forming a spanning tree for D. Let M be the A', A-matrix given by 

M 0, a,e if the unique v-w-path in A' does not pass a; 

M 1, if the unique a,e v-w-path in A' pass a forwardly; 

M 
a,e 

-1, if the unique v-w-path in A' pass a bacl<wardly; 
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for a e A' and e = (v,w) €. A. Then M is totally unimodular; this can be derived 

from the above by using elementary linear algebraic arguments (TUTTE (157], 

cf. BONDY & MURTY Ii 6) ) . 

3.2. UNIMODULAR, BALANCED AND NORMAL HYPERGRAPHS 

A hypergraph H = (V,~) is called unimodular if its incidence matrix is 

totally unimodular. H is _balanced if for all E1 , ... ,Ek, x1 € E1 n E2 , . . . , 

xk_ 1 E.Ek_ 1 nEk, ~E.Ekf'lE1 , where k is odd, there existsanEi (1.,;:i'$k) 

containing at least three elements from x 1 , ... ,xk. Formulated otherwise, 

His balanced iff its incidence matrix does not contain an odd-sized square 

submatrix with exactly two ones in each row and each column. It follows 

from Gomory's and Camion's characterizations of totally unimodular matrices 

(section 3.1) that each unimodular hypergraph is balanced. 

Unimodular and balanced hypergraphs form, in a sense, a mixture of hyper­

graphs "nice" for ()(,~-problems and those "nice" for T,Y-problems. 

Berge and Las Vergnas characterized balanced hypergraphs. A hypergraph 

H' = (V' ,,t•) is called a _partial subhypergraph of H = (V ,~) if V' c V and 

~• c{Et\V' IEE;)::). 

THEOREM 17 (BERGE [8, 9], BERGE & LAS VERGNAS [14!). Let H (V ,;JS) be a 

-~E_<lEaph. The following assertions __ are_ eg__uivalent: 

(i) H is balanced; 

(ii) "T(H') Y(H') for each.E_artial subhype~~aph H' of H; 

(iii) C\(H I) e (H') ' ' ' ' H' of H; 

(iv) if(H') r(H') ' ' ' ' ' ' ~· of H; 

(v) q (H') o (H • l I I ' ' r I H' 2.f H; 

(vi) K (HI) r'(H') ' ' I I I I ', H' of H; 

(vii) E (H') f(H') r I ', I I I r H' of H. 

Here: ~(H') the minimum number of colours needed to colour the vertices of 

of H' such that no edge contains twice the same colour; 

r(H) 

! (H) 

q(H') 

1<.(H') 

and r' (H) denote the maximum and minimum size, respectively, of edges of 

and 

= 

~-• (H) denote the maximum and minimum valency, respectively, of H'; 

minimum number of collections of pairwise disjoint edges, such that 

each edge is in at least one of these collections; 

maximum number of pairwise disjoint subsets of the vertex set of H', 

each of them intersecting each edge; 

H'; 
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maximum number of pairwise disjoint edge collections, each covering 

the vertex set of H'. 

PROOF. To prove that each of (ii)-(vii) implies (i) is easy: if His not 

balanced H contains, as a partial subhypergraph, an odd circuit graph, for 

which none of (ii)-(vii) is valid. 

For a proof of (i)-l-(ii) we refer to BERGE & LAS VERGNAS [14] or BERGE [71. 
Since the dual of a balanced is trivially balanced again, a proof of (i)-"7(ii) 

is also a proof of (i).-(iii). 

In fact, (iii) is equivalent to: each partial subhypergraph is conormal. So, 

by theorem 10, for each partial subhypergraph H' the anti-blocker A(H') is 

conormal, i.e., 

(1) ~(A(H')) =P.(A(H')) r(H'). 

So (iii) implies (iv). Since (iv) implies that each partial subhypergraph 

of H is conformal, also (iv)---+-(iii). 

Since (v) arises from (iv) by replacing H by its dual hypergraph, it follows 

that (i)-(v) are equivalent. 

For the equivalence of (vi) and (vii) to .(i)-(v) we refer to BERGE [7]. D 

A graph is balanced iff it is bipartite, so theorem 17 can be considered as 

extending several theorems of KONIG [85,861, GUPTA [671 (cf. examples 2, 5, 
16) • 

It follows from theorem 17 that any balanced hypergraph is normal and conormal. 

The inclusion relations between some classes of hypergraphs are represented 

by the following diagram, where an arrow denotes implication. There are no more 

arrows other than those arising from making the transitive closure (cf. BERGE 

(2) 

/H conormal 

/H balanced·---,.H normal - H 

H unimodular· --------- H Menger ian'/>H 

seminormal -H satisfies 

1 . /' thm.11(i) 
Fu kersonian 

we close this section with a rather technical theorem surveying the character­

izations and interrelations given untill yet, in the language of matrices (cf. 

PADBERG [124], FULKERSON, HOFFMAN & OPPENHEIM [54]). If in vector b the entry 

°" occurs then the rows in the inequality Mx ~ b corresponding with °" do not 

impose any condition on x. Similarly if we minimize yb then we take any entry 

of y to be O if the corresponding entry in bis""· 
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THEOREM 18. Let M be_J!~ m x n-(0,1)-matrix. 

(a) 

(b) 

(c) 

Eg:uivalent are: 

(i) M is the incidence matrix of a unimodular h~ergraph; 

(ii) \/ m bt.i2+' Vwe2: minfyb l y)O, yM~wt is achieved b:t: an integral y; 

(iii) v'bt-2:, Vwf2: max{wx I x~O, Mx~bj is achieved b:t: an integral x; 

(iv) Vbt2:, V c:zn w + max{yb I y)O, yM~wl is achieved by an integral y; 

(v) './bE2:, Vw1:2n 
+ 

min{wx I x~O, Mx?b'! is achieved by an integral x. 

_Eg;uivalent are: 

(i) Mis the incidence matrix of a balanced hypergraph; 

(ii) Vb {1,~~'vw {O,Ltn min{yb I y~O, yMlw1 is achieved by an integral y; 

(iii) Vb {1 ,o.\~ Vw Zn 
+ min{ yb I y~O, yM~wl is achieved by an integral y; 

(iv) Vb fl ,o.i'F, Vw {O,lln max{wx i x~O, Mxtb} is achieved bX an integral x; 

(v) Vb {1,0o\~Vw 2n 
+ 

max{wx j x~O, Mx$bl ~ _achieved by an integral x; 

(vi) Vb {O,l}~Yw {1,.,.t max{yb I y~O, yM,;wJ is achieved b:t: an integral y; 

(vii) Vb zm 
+' 

Vw {1_.o,,.f max{yb i y~O, yM,w) is. achieved __ by an integ_ral y; 

(viii) Vb {O,lt~\Jw {1,11o}n min{wx I x)(), Mx~b} is achieved by an i:qt,~_al x; 

(ix). \( b m 
1/w f1,0<>\n minfwx I ~O, Mx~bl is achieved b:i,: integral a+' an x. 

;e:__g__uivalent are: 

(i) Mis the incidence matrix of a conormal h~ergraph; 

(ii) If b5l1, V wf{0,1\ n minfyb I y)O, yM)wl _!s cl.C?P,.l,~V_E!Q_by an i_n!:,"!_g__ra_!. y; 

(iii) II b=l, V Wf z: minfyb j y~O, yM)wl ;.s __ achieved by an ___ :i,_".ltegral y; 

(iv) ~ b=l, Vwc[O,l~n max{wx j x~O, Mx,b) is achieved_by an __ inte~al x; 

(v) ¥ b=l, Vwe 2: max(wxl x~O, Mx<b} is achieved b_y __ an int~gral x. 

(d) lj:qu;i.va,lept a,re.: 

(i) M is_the incidence matrix of a normal hyper gr c!Eh; 
(ii) -l/b£f0,1Jm,,(w=1, maxfyb I y,O, yM,w\ is achieved by an inte9:!:al y; 

(iii) VbE E:, •I w=l, max{yb I y~O, yM~w·i is_achieved by an int~al_ y; 

(iv) i;b ~{o, 1! m, ,f w=l, min{wx I X)O, Mx;.bJ ;i.s achieved by_ an_intlqgL<!-J. x; 

(v) Vb E z:, ,j' wEl, minfwx I x~O, Mx~b} is achieved __ b_y an integral x. 

(e) ~__g__u~ycl.Jent are: 

(i) M is the inc;i.<1-.f!!!:!9~ matrix of a F~J.!l:_e:r:_~Cl_I!.;i.9,I_l_J:iyp_~;rg~c;i...P.h.; 

(ii) ,/b=l,. Vwe z~ minfwxl x~O, Mx)b} is achi!§!v~d by_an_integral x. 

(~) Equivalent are: 

(i) M is the incidence_lI!~'lcr.~x-~t ?I, _!-1eI_lgt;!;::_;ian l:}ypergra12~; 

(ii) ;f b=l, Vw E z: maxfyb j y~O, yMiw) is ach:i,_Ec1~eq_p_y __ ar1 :!,ntegr_al y. 

(g) Equivalent are: 

(i) Mis the incidence matrix of a seminormal hyperg~ap~; 

(ii) ~ b=l, Vw t{O,l~n maxfrb I y~O, yM,wl .is achieved _l::>y an,_i_!;l,!,1'!9!"}~-.l y. 
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4~ SUBMODULAR FUNCTIONS AND NESTED FAMILIES 

In this section we exhibit a method of proof designed by EDMONDS & GILES [37j, 
based on ideas of EDMONDS [32], LOVASZ [i.02] and N. Robertson. 

We shall not give a general description of this method but present three 

instances of its employment. The first one, due to Edmonds & Giles, is based 

on defining a submodular function on a "cross-free" family, and is applicable 

to network flows, matroids and directed cuts. The second one, due to FRANK [46], 
defines a submodular function on a "kernel system", yielding results again 

for flows and directed cuts, and for arborescences. The third instance applies 

Edmonds & Giles' method to matchings in graphs {SCHRIJVER & SEYMOUR [136]). 

4.1. SUBMODULAR FUNCTIONS ON GRAPHS 

The results in this subsection are based on EDMONDS & GILES [371. Let D 

be a digraph. Call a collection ¥c'P{V) crossing if 

{ 1) T, u e- ¥ ' T (\ u f. 0, T Vu f. V imply T " u /'; ~ and T V u ii ¥ . 

A function f: - \2 is submodular if 

(2) f{T) + f{U) ~ f{T/\U) + f{TvU) 

whenever T, U, T /I U, T u U f; ~ • 

{V,A) 

Let be given a crossing family ~ c 'P {V) and a submodular function f on¥. Let 

furthermore be given functions d,b,c: A--q;i. Consider the following problem. 

(3) What is the maximum value of ex, where xis a "flow" function defined 

on the arrows such that: 

{i) d ~ x ~ b; 

(ii) for each Te~ the loss of flow is at most f{T), i.e., the total 

amount of flow going out of T, minus the total amount of flow 

coming into Tis at most f{T)? 

When does an integer-valued flow exist? 

We remark that we do not require that in each vertex the amount of incoming 

flow equals the amount of outgoing flow. By taking t'= {{v} j v~ v} and f = 0 

problem {3} passes to a problem about this "classic" form of flow. So this is 
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one of the problems derivable from (3) but there are more; we discuss them at 

the end of this subsection. 

We can put problem (3) in the language of linear programming. To this end let 

M be the ~ :i,; A-matrix with 

(4) M 
T,a 

1, if the tail of a is in T and its head is not in T, 

~.a 
-1, if the head of a is in T and its tail is not in T, 

~,a 0, otherwise, 

for T ~t and aeA. Now condition (ii) of (3) is equivalent to: Mx ,,;f. So 

(3) asks for 

( 5) max { ex j d ~· x ~ b, Mx "> f } 

which is, by the duality theorem of linear programming, equal to 

(6) I A %-
min { zb-wd+yf z, w £ 12+, y € Q+, z - w + yM C} • 

Now we can formulate Edmonds & Giles' result: 

THEOREM 19 (EDMONDS & GILES [37)). If b, d, c and fare integral then both 

(5) and (6) have integral solutions x, z, wand y. 

REMARK. It follows that if only b, ··d and f are integral then (5) has an integral 

solution x; if only c is integral, then (6) can be solved by integral z,w,y. 

DESCRIPTION OF THE METHOD OF PROOF. 

A collection :i,-• of subsets of Vis called cross-free if for all T,U Et•: 

(7) T c U, or U c: T, or T n U 0, or T.; U V. 

By induction to l~'I one can prove: a collection~• is cross-free if and only 

if there exists a directed tree, with vertex set V' and arrow set A', and a 

function cp: V ➔ V' , such that for each set T in %="' there is an arrow a in the 

tree with the property: T consists exactly of all v € V such that the arrow a 

points to f (v) (i.e., such that, if we should remove a from the tree, ~(v) is 

in the same component as the head of a). In fact one can make a one-to-one 

correspondence between¥' and the arrows of the tree. 
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Call a vector y€:g/: cross-free if the collection {Ttt'\ yT;>,O}is cross-free. 

STEP 1. The minimum (6) is achieved by some z,w,y where y is cross-free. 

Proof. Let z,w,y be achieving the minimum, such that 

(8) L yT.IT/.jv,Tj is as small as possible. 
TO' 

W8 prove that y is cross-free. For suppose that yT ~ Yu> 0, for T,U Et°, such 

that T 4 U 'f T, T () U cf 0 and T v U cf V. Since ¥ is crossing TI\ U f ¥ and T v U f ~ 

Now let y': t _.. Q+ be given by 

(9) 

and y' coincides with yin the remaining coordinates. Straightforward checking 

shows that y'f ~ yf, y'M = yM (so z,w,y' achieve the minimum (6)), and 

contradicting (8). D 

STEP 2. If c is integral the minimum (6) is attained by integral z,w,y. 

Proof. Let z,w,y be achieving (6) such that y is cross-free. Let M' and f' 

arise from Mand f by deleting rows of Mand entries off, respectively, 

corresponding with the 0-coordinates of y. So the rows of M' correspond with 

the cross-free family t' = {T1:%'jyT) o}. Thus (6) is equal to 

(11) { [ E l' 
min zb-wd+y'f' z,wE Q+' y'i:; Q+' z-w+y'M' 

Straightforward checking, using the definition of M, the tree representation 

of cross-free families and example 17 (last paragraph), shows that M' is 

totally unimodular. Hence (11) can be attained by integral z,w,y'. By lengthen­

ing y' with zero-coordinates, thus getting y, we obtain an integral solution 

z,w,y for (6). D 

STEP 3. If c,d,b and fare integral, then both (5) and (6) are attained by 
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integral x,z,w,y. 

Proof. Since we have proved that for each integral c the minimum (6) has an 

integral solution, by theorem 3 (or 4) also for each c the maximum (5) has 

an integral solution x. 

Theorem 19 can be restated as: for integral b,d and f the system of linear 

ine~alities 

is totally dual integral (cf. section 1.4). 

The theorem of Edmonds & Giles has been extended to so-called lattice poly­

hedra by HOFFMAN, KRUSKAL & SCHWARTZ [77}, HOFFMAN [74,751 (cf. KORNBLUM 

[87,88,89]. See also JOHNSON [82]. 

we now give some applications of theorem 19. 

EXAMPLE 18 (Network flows). If we take ¥ ={fvt \ vi; vf and f - O, the equal­

ities (5) and (6) pass to those treated in example 17. 

EXAMPLE 19 (Directed cuts). Let D = (V,A) be a digraph. Lett' be the collection 

of subsets V' of V such that 0 f V' f V, and no arrow leaves V'. So the sets 

(V, V', V') , for V' € ¥ , are exactly the directed cuts of D ( example 12) • It is 

easy to check that-tis a crossing family. Also the function f = -1 (defined 

on~) is trivially submodular. Taking b = 0, d = - Oo (or very small), c = 1 

theorem 19 passes into the theorem of LUCCHESI & YOUNGER [105]: the maximum 

number of disjoint directed cuts is equal to the minimum size of a set of 

arrows intersecting each directed cut (this was proved for bipartite directed 

graphs by McWHIRTHER & YOUNGER [1091). For (5) = (6) changes to 

{13) max {lxl j x~O, Mx ~ -1} min { - I y I j y ;,, 0, yM ~ 1 J 

i.e. I 

(14) min f' I x I I x ) 0 , Mx ~ 1} max f /YI j y ~O, yM~ 1}, 

both sides still having integral solutions x and y. The left hand side of (14) 
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is equal to the minimum cardinality of a set intersecting each directed cut 

(a diconnecting set), and the right hand side equals the maximum number of 

disjoint directed cuts. 

EXAMPLE 20 (Matroids). Let (v,f1) and (v,!2 ) be matroids, with rank-functions 

r 1 and r 2 , respectively. The theorem of Edmonds & Giles can be used to prove 

EDMONDS' intersection theorem [32] (cf. TUTTE [158J) giving the maximum size 

of a set in X1 fl ½. This can be done as follows. 

Let v1 and v2 be disjoint copies of V, and make a digraph D with vertex set 

v1 uv2 by drawing an arrow from any point in v 1 to its corresponding point in 

v2 . Let¥ be the collection 

which is crossing. Let f: i"' -a, 2+ be given by 

(16) f(Vl) r l (V l) , for V l c V 1 , 

f (V l U v2) r 2 (V 2 , V 2) , for V 2 c. V 2 

(loosing no generality we assume that r 1 (V1) = r 2 (v2 )). Then f is submodular 

(this can be derived from the well-known submodularity of r 1 and r 2). Now 

let c = 1, d = 0, and b = 1. Then (5) passes to 

that is, since an integral solution x exists, the maximum cardinality of a 

set in J1 C\J 2 . Expression (6) equals 

(18) min 1 lzl + yf j z,y~ 0, z+yM ~1}. 

That is (again since (6) has integral solutions), the minimum value of 

1 k 1 t 
such that V = VO V V l u u V l U V 2 U • •. UV 2 . But always 

1 k 1 k 1 
r 1 (V l) + ... + r 1 (V 1 ) ~ r 1 (V 1 v ... v V 1) and r 2 (V 1 ) + ... + 

r 2 (v1~ ... v vf), hence the minimum value of (19) is equal 

rl (Vol~ lvol, 
t 

r2(V1) ~ 

to the minimum 

value of r 1 (V') + r 2 (V") , where V' , V" partitions v. So Edmonds' theorem 
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can be derived: the maximum cardinality of a common independent set is equal 

J;£ 

(20) min (r1 (V') + r 2 (v,v')). 
V'cV 

Of course, by taking c arbitrary, the Edmonds-Giles theorem gives the maximum 

weight of a common independent set as well (cf. EDMONDS [32,33], LAWLER [90]). 

A corollary is that the intersection of the convex hulls P1 and P2 of all 

characteristic vectors of independent sets in J1 and i2 , respectively, only 

has integral vertices. Also results on "polymatroids" are derivable - see 

EDMONDS & GILES [37). (For other extensions of Edmonds' matroid intersection 

theorem see CUNNINGHAM r231 and MCDIARMID [1oal (proving a conjecture of 

. FULKERSON [50], cf. WEINBERGER [163,164)) .) 

4.2. KERNEL SYSTEMS ON DIRECTED GRAPHS 

A second framework for proving min-max theorems, having many features in 

common with the proof method described above but with a number of different 

applications, has been drawn up by FRANK [46]. 

Let D = (V,A) be a directed graph, with a fixed vertex r, called the~­

For subsets u of V, the indegree ~(U) and outdegree O(U) of u is the 

number of arrows entering U and leaving U, respectively. A collection 

of·subsets of V ,frJ is called a kernel system with respect to D if 

( 1) (i) ~(U)) O for all u e+, and 

(ii) if T, U e- t and T o U t, ~, then T fl U E' ~ and T v U €. t . 

A function f: ¥ __,. '2+ is supermodular if 

(2) f(T) + f(U) ~ f(TnU) + f(TvU) 

whenever T,U £-t and T "u t, ~-
Let be given a kernel system t and a supermodular function font'. Let 

furthermore be given a function c: A-~+· Consider the problem: 

(3) What is the maximum value of ex for a "flow" x: A-->t.:l+ such that, for 

each T et, the total amount of flow coming into T is at least f (T) ? 

When does an integral optimal flow exist? 
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Again, we delay the discussion of particular instances of this problem until 

the end of this subsection. 

First we put the problem in the language of linear programming. Let M be the 

~ x A-matrix ,·ith 

(4) 1, if the head of a is in T and its tail is not in T, 

O, otherwise, 

for T e:t and a EA. The condition mentioned in (2) is equivalent to: Mx,.,; f. 

So (2) asks for 

(5) min { ex I x ~ 0, Mx) f} 

which is, by the duality theorem of linear programming, equal to 

(6) 

If y is integral yM -s; c can be interpreted as a subcollection t' of t, possibly 

taking sets repeatedly, such that no arrow a enters more than c(a) of these 

sets. 

Now Frank's theorem is: 

THEOREM 20 (FRANK [461).If c and fare integral then both (5) and (6) are 

achieved by integral x and y. 

DESCRIPTION OF THE METHOD OF PROOF. 

Call a collection %'' of subsets of V , f rl laminar if, for all T, U t~• , 

T c U, or Uc. T, or T l'I U = 0. Laminar collections have a nice, again tree-like 

structure; their Venn-diagram is "planar". Laminar collections can be split 

up in~- The first level consists of all maximal (with respect to in­

clusion) sets int'; the (i+1)-th level consists of all maximal sets in~• 

properly contained in some set of the i-th level. Each level consists of 

pairwise disjoint sets. 

Each laminar collection, being cross-free (section 4.1), has a tree-represent­

ation by a directed tree; this tree can be taken to be rooted, i.e., the tree 

contains a vertex from which directed paths are going to any other vertex of 

the tree. 

A vector y £:: ~'t is called laminar if the collection l='' 
+ 
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STEP 1. The maximum (6) is achieved byyome laminar y. 

Proof. Let y achieve the maximum (6) such that 

(7) T1 YT• IT\ .\v,Tj is as small as possible. 

Suppose y is not laminar, and let T,Ue~ be such that yT ~yu)0, Tr.U I' 0, 

and T cf: U ,{:. T. Now let 

(8) y~ = 0, YT = yT-yU, 

YTnU = YTnu+Yu• YTuU = YT~u+Yu• 

and let y' conincide with yin the remaining coordinates. Straightforward 

checking shows that y'f ~yf, y'M yM (soy' achieved the maximum (6)) and 

contradicting our assumption (7). 0 

STEP 2. If c is integral_the maximum (6) is achieved by an integral y. 

Proof. Let y be achieving the maximum (6) such that y is laminar. Lett•= 

{ T E4jyT) 0 f and let M' and f' be arising from M and f by deleting rows and 

entries corresponding with positions whose index is not in t'. So (6) is 

equal to 

(10) ~·· max { y' f' / y' E Q+ ' y' M' ~ c 5 · 

Straightforward checking, using the definition of M, the (rooted) tree­

representation oft' and the last paragraph of example 17, shows that M' 

is totally unimodular; hence (10) is achieved by some integral y'. By 

lengthening y' with zero-coordinates we obtain an integral solution y for 

(6). 0 

STEP 3. If c and fare integral then both (5) and (6) are achieved by integral 

X -~_g._y. 

Proof. Since for each integral c the maximum (6) has an integral solution, 



by theorem 3 (or 4), also the minimum (5) has an integral solution x, if 

f is integral. 0 

So Frank's theorem says: if f is integer-valued then the system of linear 

inequalities 

(11) x~O, Mx~f 

is totally dual integral (cf. section 1.4). 
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Before giving applications of Frank's theorem we mention a second theorem 

of Frank. Let be given a digraph D = (V,A), with fixed root r, and a kernel 

system ~c;.<p (V, fr J). Call a subset A' c. A k-entering if for each T et· there 

are at least k arrows in A' entering T. 

THEOREM 21 (FRANK [461). _A subset A I of A is k-entering iff A I is th_~ 

disjoint union of k 1-enterings. 

For a proof we refer to [46]. We can translate this theorem in hypergraphical 

language by defining the hypergraph H = (A,¥), where~ consists of all sets 

(V\T,T), for Te¥ (as usual, (V\V',V') denotes the set of arrows entering 

V'). By taking c = 1 and f = 1 in theorem 20 one sees that T,(H) = ~(H), or, 

more generally, that l:'(Hw) = P(Hw) for all w: A-E+ (by taking c w). So 

His Mengerian. Let K be the blocker of H; so the edges of Kare the 1-entering 

sets of arrows. From theorem 14 it follows that theorem 21 is equivalent to: 

K is Mengerian. In particular, T (K) = V(K) . 

We now apply theorems 20 and 21 to some examples. 

EXAMPLE 21 (Network flows). Let D = (V,A) be a digraph, with fixed vertices 

r and s. Let ~ be the collection of all subsets of V , fr 1 containing s. So 

tis a kernel system, with root r. It is easy to see that theorem 21 applied 

to this kernel system gives us Menger's theorem. 

EXAMPLE 22 (Arborescences). Let D = (V,A) be a digraph, with root r, having 

at least one r-arborescence. Now let %'='P(v ,{r}l. Then theorem 21 applied 

to this kernel system is equivalent to EDMONDS' theorem [34] (cf. LOVASZ [1021>= 

the maximum number of pairwise edge-disj<?in~ r-arborescences is eg__uc1!__!:2 the 
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minimum indegree of sets int. For let Kand K be as described after.theorem 

21, then K has, as edges, all r-arborescences; hence T(K) = P(K), which is 

the content of Edmonds' theorem. 

By taking f = 1 theorem 20 passes into: given a "weight" function c, defined 

on the arrows, the minimum weight of an r-arborescence is equal to the maximum 

number 1 of nonempty sets v1 , ..• ,Vec V ,fr}, such that each arrow a enters 

at most c(a) of these set, that is His Mengerian (this is a result of 

FULKERSON [s2l, cf. LOVASZ [1031 l. 

EXAMPLE 23 (Directed cuts). Let D = (V,A) be a directed graph, with root r, 

having an r-arborescence. Let¥ be the collection of all nonempty subsets of 

V ,{r\ having zero outdegree. So the hypergraph H, as described after theorem 

21, has edges all directed cuts. Hence theorem 21 implies, for this case, 

a conjecture of EDMONDS & GILES [37] (cf. example 12) that the minimum size 

of a directed cut is equal to the maximum number of ~irwise arrow-disjoint 

diconnecting sets. 

4.3. MATCHINGS IN GRAPHS 

Finally we apply Edmonds-Giles-like techniques to prove total dual integrality 

for some linear inequalities derived from matchings in graphs. This was 

proved for the first time by CUNNINGHAM & MARSH [24] (cf. HOFFMAN & OPPENHEIM 

[78]); the present proof method is taken over from SCHRIJVER & SEYMOUR [136]. 

We omit many technical, straightforward to check details. 

Let G = (V,E) be an undirected graph. 

A famous theorem of TUTTE [152J (cf. LOVASZ [98], see EDMONDS [271 and WITZGALL 

& ZAHN [166] for algorithms) asserts the following. 

(1) G has a 1-factor if and only if for each subset V' of V th.§...number 

o_f.o_ci<:i_.cco.mp9-i:ients of (v,v') c!o~s not exceecl lv'I. 

[Here <..v, V ') is the subgraph of G induced by V , V', and an odd component is 

a component having an odd number of vertices. A 1-factor is a collection of 

pairwise disjoint edges covering all points] 

This theorem has turned out to be fundamental for subsequent investigations in 

matching theory. [ A matching is a collection of pairwise disjoint edgesJ 

For example, by adding new vertices one can deduce the following theorem of 

BERGE [2] (cf. ANDERSON [1]) . 



(2) The maximum cardinality of a matching in G (i.e., V(G)) equals 

min 
V'cV 

/vl+lv•I -O'(VW'l 
2 
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[rn this formula O'(V, V') denotes the number of odd components of (v , V •> J 
This result is known as the Tutte-Berge theorem. 

Many research has been done into matching theory by J. Edmonds and his co­

workers (cf. EDMONDS [27,30], EDMONDS, JOHNSON & LOCKHART [40), EDMONDS & 

PULLEYBLANK [41), PULLEYBLANK & EDMONDS [1301, PULLEYBLANK [129]). EDMONDS 

[30] studied maximum weighted matchings, and he gave a good algorithm for 

finding one (given a weighting of th edges). An interesting theoretical by­

product is his matching polyhedron theorem: 

(3) _A vector g e §2! is expressible as a convex combination of (character­

istic vectors of) matchings if and_onlyif 

(i) 

(ii) 

L g (e) ~ 1, for each vertex v, and e-:3v ----·-- ·------- · 
e ~ V I g ( e) ~ e, IV ~ _for each subs~_!_ V I of V • 

Clearly, the inequalities (i) and (ii) are satisfied by any convex combination 

of matchings, since each matching itself satisfies them - the content of the 

theorem is the converse. Edmonds' theorem gives the faces of the convex hull 

of the matchings; it may be considered as an extension of the characterization 

of Birkhoff and Von Neumann (example 5). 

We can restate (3) in matrix terminology. Let M be the V~E-incidence matrix 

of G, i.e., M 1 if VE e, and M = 0 if v4e, for vt.V, e <fE. Define 
v,e v,e 

the "r(V) J<.E-matrix N by NV',e = 1 if ecV', and NV',e 0, if ecf:V', for 

e E. E, V' c V. So the rows of N are the collections of edges of induced subgraphs 

of G. The function f:'f(v)- 42+ is defined by f(V') = fv, = L~lv'1, for V'C.V. 

Now (3) says that the convex hull P of the collection of matchings equals 

(4) P = { x~ 0 j Mx ~ 1, Nx ~ f}. 

Since the matchings are the extreme points of P we have that the maximum weight 

pf a matching equals 

(5) max [wx j x E z!, Mx ~ 1, Nx ~ f 1 max { wx I x E 4?!, Mx ~ 1 , Nx ~ f} 



234 

for any "weight" function w: E~Q. 

The left hand side of (5) is the maximum weight of a matching; the duality 

theorem of linear programming is applicable to the right hand side, yielding 

( 6) max { wx / x ~ 0 , Mx ~ 1 , Nx i;:' fJ = min f I y I + tf I y ~ 0 , t ► 0 , yM+tN ~ w} 

For the case w - 1 we have, by the Tutte-Berge theorem (2), a stronger 

result since (2) may be formulated as 

(7) 

that is, also the minimum in (6) is achieved by an integral solution y,t. 

We shall show here that this is true for each integer-valued weight function 

w, i.e. 

THEOREM 22 (CUNNINGHAM & MARSH [24], cf. SCHRIJVER & SEYMOUR [1371). Both sides 

of the linear programming duality equality (6) are achieved by i~teg~a_~ x,y,t 

if w is integral. 

As said, (1), (2) and (3) follow from this•. Theorem 22 is equivalent to: the 

system of linear inequalities 

( 8) x ~ 0, Mx .{ 1 , Nx s; f 

is totally dual integral (cf. section 1.4). 

DESCRIPTION OF THE METHOD OF PROOF. 

Again we use the terminology of laminar subcollections ~of 'P(V) and laminar 
"P(V) 

vectors in~+ (cf. subsection 4.2). 

STEP 1 . For each w E: ZE 

is achieved by some y,t, where tis laminar. 

E V 'i>(V) 
Proof. Let w~ Z , and choose yE Z+, t<E l\ such that y and t attain the 

minimum in (9) and such that 



(10) u~v tu./uf .c1v,uj+1) is as small as possible. 

We prove that t is laminar. Suppose t is not laminar, and let ~ ~ ~) 0, 

with TfU,f:T and Tl\ U 'F f/l. 

First suppose )TI\ U I is odd. Define 

(11) t~ = 0, t~ tT-tU, 

t~I\U = tTnU+~, ~vu= tT~U+tu. 

and let t' be equal to t in the remaining coordinates, i.e., 

(12) t' 
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using identification of subsets of <j)(V) with their characteristic vectors 
q(V) . 

in i. . It can be checked straightforwardly that jyj+t'f ~fyj+tf and 

yM+t'N~yM+tN, so y,t' achieves the minimum (9), and 

contradicting (10). 

Secondly assume that IT 'I U I is even. Let 

(14) y' 

t' 

y + tu. (T n U), 

t + tu{T\U,U\T} - tu{T,uJ, 

again using identification of characteristic vectors and subsets. Now we 

have that IY'\+t'f( IYl+tf, y'M+t'N~yM+tN, so y',t' achieves the minimum (6), 

and, furthermore, (13), for this t', holds, again contradicting (10). 0 

STEP 2. For each w E: :r;E 

is attained by integral y and t. 

E 
Proof. Since M and N are nonnegative we heed to consider only w £ z +. 

E 
Suppose (15) is not attained by an integral solution y,t, and let W£ a+ be 

a fixed counterexample to this, such that jw/ is as small as possible. 
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V 'i>(V) . . { JV Then each yG½Z+' tc½Z+ reaching the minimwn (15) is such that ye O,½ 

and t e- fo,½f(V), except, possibly, the (inessential) t-values on singletons 

and the empty set. If this were not the case, there would exist, as can be 

seen easily, a counterexample w' with lw•I < lwl. 
Since (15) is equal to 

it follows from step 1 that (15) is attained by some half-integer-valued 

y,t, where tis laminar. We may asswne that t equals zero on singletons and 

the empty set. We may also asswne that y and tare chosen such that jyj is 

as large as possible, under the condition that tis laminar. 

Now we define the laminar collection 

and let 

(18) s 

First suppose¥= 0, i.e., t - 0. Define y' - 0, t' - {s}. It can be checked 

easily that 

(19) I y'/ + t'f ~ jy\ + tf, 

y'M + t'N ~!IM+ t~ -~ w, 

(vector LUJ arises from vector u by taking coordinate-wise lower integer parts) 

so y',t' reaches the minimwn in (15); this contradicts our assumption that 

for this w there does not exist integral y,t attaining (15). 

If ~ t- 0, there are sets on an odd level of the laminar collection t ; let 

Ube a minimal set (under inclusion) in~ on an odd level, i.e., u is a 

minimal set such that I { T €sf'/ Uc:. T J j is odd. Let T 1 , ... ,Tk be the sets in 

properly contained in U (possibly k = 0). So T1 , .•. ,Tk are pairwise disjoint. 

It is easy to see that either 

or 



If (20) is true, let 

(22) y' 

t' 

y + ~(UnS), 

t - ~{U,Tl' ••• ,Tky + {T1,s, ••• ,Tk\Si. 

Since, as can be checked straightforwardly, 

(23) IY'l + t'f ~IYI + tf, 

y'M + t'N )LyM + tNJ ~ w, 
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y',t' reach the minimum (15). Hence y',t' is {o,~\-valued, which implies that 

the right hand side of (20) equals zero. Since the left hand side of (20) is 

not zero this yields a strict inequality in the first line of (23), contra­

dicting the minimality of IYI + tf. 

Similarly we can deal with the case that (21) holds true. Now let 

(24) y' 

t' 

y + ~(U\S), 

t - ~{u,T1' ••• ,Tk1 + fT111s,· ••• ,Tkns\. 

Again, for this y',t', (23) holds. Since t' is laminar we have that IY'/ ~ IY{; 
moreover t' is fo,~}-valued. Hence the right hand side of (21) equals zero. 

This leads in the same way as before to a contradiction. 0 

STEP 3. Both sides of the linear programming duality equality (6) are attained 

by_~r1teg~c:i-1 x,y,t, if w is integral. 

Proof. This follows directly from step 3 and theorem 4. D 

E As said a corollary of theorem 22 is that a vector x E ii+ is a convex combination 

of matchings if Mx~ 1 and Nx'li'f. Let N' be the matrix arising from N by dividing 

any arrow with index u by L~lu.!J = f(U) (deleting the row if this number is zero). 

So the convex hull of matchings in G is equal to the polyhedron 

The anti-blocking polyhedron R of P can be desribed as 
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(26) R 

where Lis a matrix whose rows are the characteristic vectors of matchings. 

By the theory of anti-blocking polyhedra R consists of all vectors z ~ c for 

some convex combination of row vectors of Mand N'. So 

(27) max { / z I z ~ 0 , Lz ~ 1} 
r number of edges in (u) max7 ll.(G), max·-----,--,....--,,---"------

UcV L½lµ.,J, 

where A,(G) is the maximum valency of G. By the duality theorem of linear 

programming (27) equals 

(28) min f/y( y~0, yL~l} 

If this minimum has an integral solution y then (28) can be interpreted as 

the minimum number X (G) of colours needed to colour the edges of G such that 

no two edges of the same colour intersect each other. However, the Petersen­

graph shows that (28) not always has an integral solution y. The value of 

(28) can be interpreted as the "fractional edge-colouring number" X~(G) of 

G; so (27) and (28) together yield a min-max relation for 'f,.""(G). Note that, 

if G is simple, then X(G) = ~(G) or x(G) = A(G)+l, following a theorem of 

VIZING [1611 and GUPTA [66]. (See SEYMOUR [14ij for results relating matchings 

and edge-colourings to T-joins (example 14 (ii)) and the Chinese postman 

problem.) 

GALLAI's theorem [56,57] (cf. example 11) says that Y(G)+ ~(G) =Iv/, for 

any graph G. Together with the Tutte-Berge theorem (2) this implies that 

(29) O'(Ul + lul max 2 
UV 

Also a covering analogue of Edmonds' matching polyhedron theorem (3) can be 

proved: for a vector g E- {!! we have that g ~ c for some convex combination of 

(characteristic vectors of) edge sets covering all point:_E:_, J! and on3:'{ _ if 

(30) L. ,ri-1:p enUf0g(e) ~ ½ U, for each subset u of v. 

More generally, it can be proved (in a way similar to the above proof of 

theorem 22) that the system of linear inequalities (30) is totally dual 

integral. 

This method of proof may also be extended to get results about f~factors, i.e. 
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subgraphs such that the vertices v have a prescribed valency f(v) (cf. TUTTE 

[is3,155], ORE [i20,12iJ, LOVASZ [94]), and to get results about subgraphs 

whose valencies obey prescribed upper and lower bounds (cf. SCHRIJVER & 

SEYMOUR [136]). 
The "matroid parity problem", posed by LAWLER (cf. [91]), generalizes both the 

matching problem and the matroid intersection theorem: given a graph G = (V,E) 

and a matroid M = (V,!l, what is the maximum number of pairwise disjoint 

edges whose union is an independent set in the matroid? LOVASZ [104] recently 

gave an answer in case M is linear (i.e. , J. consists of the linear independent 

subsets of a vector space). 
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