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The dynamic inventory model with demands 

depending on the stock level 

by 

H,C, Tijms 

1. Introduction 

The stock level of a single item is reviewed at the beginnings 

of the periods 1 ,2,,., and only at the beginning of each period an 

order may be placed. We assume that the delivery of an order is imme­

diate, Let cp(k,j) be the probability of demand j during any period 

for which the stock level is k just after any additions to stock in 

that period. 'l'he demand in any period depends only at the stock level 

at the beginning of that period, Excess demands are backlogged, Hence 

the stock level may take on negative values, It is assumed that 

CX) 

<!>(k,O) < 1 and µ(k) = I jcp(k,j) < 00 

j=O 

where I is the set of all integers. 

for all k EI, 

The cost of ordering z units is Ko(z) + c(z), where K ,::_ O, 

8(0) = O, and o(z) = 1 for z > 1. Let L(k) be the holding and shortage 

costs in a period, where k is the stock level just after any additions 

to stocl~ in that period. Finally, there is specified a fixed discount 

factor a, 0 <a,:_ 1, with the interpretation that a unit cost incurred 
. t-1 at the lbeginning of period t has a value of a at the beginning of 

period 1, 

In section 2 we give some properties of the probabilities cp(k,j), 

In section 3 we define for the infinite period inventory model two 

optimality criteria: the total expected discounted cost (a< 1) and 

the average expected cost per period ( a = 1), It is shown that for these 

optimality criteria it is no restriction to assume that the cost of 

ordering z units is given by Ko(z), Section 4 is devoted to the (s,S) 



2 

inventory model. The solution for the total expected cost in the 

finite period (s,S) model is given. Furthermore, we give both the 

solution for the total expected discounted cost and the average expec­

ted cost per period in the infinite period (s,S) model. Finally, we 

give both the transient behaviour and the steady-state behaviour of 

the stock level at the time of review. The results of section 4 are new. 

Under rather weak conditions on the function L(k) and the probabilities 

$(k,j) we give in section 5 a unified proof for the existence of an 

optimal (s,S) policy for the infinite period model. This result has 

been already obtained by Johnson [2] under conditions which differ 

slightly from our conditions. Our proof is different from Johnson's 

proof. Johnson shows by an iterative approach, based on Howard's policy 

improvement method, that an optimal (s,S) policy exists and his proof 

yields an iteration method for the determination of an optimal (s,S) 

policy. In our proof, however, it is shown in a direct way that an 

optimal (s,S) policy exists. 

2. Preliminaries 

For any i EI and j .::_ o, let 

( 2. 1 ) 

where 

(2.2) 

Observe that 

For any 

(2.3) 

$(n)(i,j) = I $(n-l)(i,h) ~(i-h,j-h), 
h=O 

$(o)(i,j) {~ for J = o, 
= 

for J > 1 • 

~ ( 1 ) ( i ,j ) = $(i,j). 

J. EI and J .::_ 0, we have 

"'(n+m)(i" .J·) __ ~ "'(n)(. ) (m)(. . ) ~ • l ~ i,h $ i-h,J-h , 
h=O 

n > 1 

m,n > 0. 
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We prove (2,3) by induction on m, where we fix n, By (2,1) and (2,2) 
we have that (2.3) is true form= 0,1, Assuming that (2.3) is true 

for the integer m, we have 

h 
qi(i-h,j-h) I <l>(n\i,k) <l>(m\i-k,h-k) = 

k=O 

= ! <jl(n)(i,k) f <l>(m)(i-k,h-k) qi(i-h,j-h) = 
k=O h=k 

j 
= I 

k=O 

j 
= I 

k=O 

j-k ( ) 
<jl(n)(i,k) l qi m (i-k,r) qi(i-k-r,j-k-r) = 

r=O 

which proves (2,3) for m+1. This completes the induction proof. 

For any i EI and j.::,. O, let 

(2.4) 

By (2,3) and (2.4) we have for any i E I and j .::,. 0 that 

(2.5) ~(n+m\i,j) = ~ <l>(n)(i,h) ~(m)(i-h,j-h), 
h=O 

For any i EI and j.::,. O, let 

( 2 .6) m ( i ,j ) 
QI. 

n > 0 

m,n .::,. 0 . 

where O <a< 1, Observe that M (i,j) = m (i,O)+ ... +m (i,j), When 
- QI. QI. QI. 

a< 1, we have for any i EI and j > 0 that M (i,j) < a/(1-a), 
- QI. -
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Lemma 2.1 

The function M1(i,j), where i EI and j ~ o, is finite. For any 

i EI and j ~ 0 holds that ~( 1)(i,j)+ •• o+~(n)(i,j) converges exponen­

tially fast to M1(i,j) as n ➔ ~. 

Proof 

First we prove that for any i E I and J ::_ 0 holds 

(2.8) n > 0 • 

Clearly, (2,8) is true for n = 0. By (2,5) we have for any i EI and 

j ~ 0 that 

( 2 .9) ~(n)(i,j) = I cj>(i,h) ~(n-l)(i-h,j-h), 
h=0 

and from this relation follows now (2.8) by induction. 

Next we prove that for every i EI and j ~ 0 there exists an 

integer N > 1 such that 

(2.10) for n > N, 

Fix i and j, Suppose to th~ contrary that ~(n)(i,j) = 1 for all n > 0, 

From (2. 9) and the fact that 4> ( i , 0) < 1 it follows that an integer h * 

exists such that 1 < h* <.j and cj>(i,h*) > 0. Furthermore, we have by 

(2.8), (2.9) and the ass~tion ~(n)(i,j) = 1, n.:, 0, that 
(n)(. * . *) . . . 

~ i-h ,J-h = for all n > 0o Proceeding in this way, we see 
. . ·* . (n)(.* ) that there exists an integer i < i such that~ i ,0 = 1 for all 

. . . . . (n)(.* ) { (·* )}n n > 0. However, this is a contradiction, since~ i ,o = 4> i ,0 

n ~ 1. Thus ~(n)(i,j) < for at least one n ~ 0, and hence by (2.8) 

we have ( 2. 10) . 

< 1 ' 

We are now in a position to prove the lemma. Fix i 0 E I and j 0 > 0. 

From (2o10) follows the existence of a number o, 0 ~ o < 1, and an 

integer N ~ 1 such that 
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for all i 0-j 0 < i < i · 0 _< j < J0 
• n > N, 

- O' - O' 

For any k ~ O, we have by (2.5) that 

<I>(kN+N\. . ) 
Jo 

<l>(N)(iO,h) <I>(kN\. -h . -h) = I < 1 0 ,Jo 1 0 ,Jo -h=O 

"'(N)(. h) 
'I' ].O' I 

(2.11) k > O. 

The le~a follows now from (2.8) and (2.11), 

Corollary 

For any i E I and j ~ 0 holds that <I>(n)(i,j) and cj>(n)(i,j) 

converge exponentially fast to zero as n ➔ ®· 

Finally, we note that from (2.1) and (2.6) follows 

m ( i ,j ) a. 

j 
=a.<1>(i,j)+a.I 

h=O 
cp(i-h,j-h) m (i,h), a. 

Hence the numbers m ( i ,j ) can be computed recursively. 
a. 

3, The optimality criteria for the infinite period model 

]. E I; j > o. 

Let us define the state i of the system in a period as the stock 

level just before ordering in that period. We take I as the set of all 

possible states, Let us say that in state i decision k, where k ~ i, 
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is made when k-i units are ordered. Hence the ordering decision is 

identified with the stock level just after ordering. We impose the 

following mild restriction on the choice of an ordering decision, There 

are given finite integers m and M, where m .:::,_M, such that no ordering 

is done if the stock level i .:,.M, at most M-i units are ordered if 

i < M, and at least m-i units are ordered if i < m. Let A(i) denote 

the set of feasible decisions in state i. Then A(i) = {i} for i .:,.M 

and A(i) = {k!max(i,m) .:::,_k .:::,_M} for i < M. The numbers m and M will 

be specified further in section 5, 

A policy R for controlling the inventory system is a set of 

nonnegative functions Dk(ht_1,it); k e: A(it); t .::_ 1, satisfying 

for every "history" ht_ 1 = (i 1 ,k 1 ,. , . ,it_ 1, kt_ 1) and all it e: I, 

t = 1,2,, .. , where i and k are the observed state and the observed n n 
decision in period n. 

The interpretation being: if at the beginning of period t the 

history ht-l has been observed and the system is in state it, then 

k-it units are ordered with probability Dk(ht_ 1,it), 

Let C(m,M) denote the class of all possible policies, A policy 

R is said to be stationary deterministic if Dk(ht_ 1,it=i) = Dk(i) inde­

pendent of ht-land t, and if in addition Dk(i) = 1, or 0, 

Given that the initial state is i and policy R is used, we define 

the following random variables 

~ = the stock level just before ordering in period t, 

~ = the stock level just after ordering in period t, 

E; . = the demand in period t, -t 

We have for any i e: I and Re: C(m,M) that 

( 3. 1 ) 

t > 1 , 

t > 1 , 

t > 1, 

t > 1, 
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For the case a< 1, we take as optimality criterion 

V (i ;R) = 
a 

i}, 

where ER denotes the expectation under policy R. We note that the 

expectations exists and that V (i,R) is finite (this is proved by 
a 

m ~!.t ~max(i_1,M), (3.1) and ER(itli 1=i) ~max{µ(k)lm ~k ~max(i,M)). 

The quantity V (i;R) represents the total expected discounted cost for 
a 

the infinite period model, when i is the initial state and policy R 

1s followed. 

For the case a = 1 , we take as optimality criterion 

g(i;R) 

We note that g(i;R) exists and 1s finite. When the limit exists g(i;R) 

represents the average expected cost per period when the initial state 

1s 1 and policy R is used. 

Now we shall demonstrate that for these optimality criteria it 

1s no restriction to assume that the ordering cost of z units is given 

by Ko(z). For any i € I and R € C(m,M), let 

i},n> 1, 

where O <a< 1. Using (3,1), we obtain 

f (i·R·a) = 
n ' ' 

Since 
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we have 

i} - ci + 

where 

G (k) = L(k) + ( 1-a)ck + acµ(k), 
a 

For any i e: I and Re: C(m,M), we have 

lim anER(~+ 1 li1 
n-+co 

= i} = 0 for 

and 

lim ~ ER(~+1 li1 = i) = o, 
n-+co 

n.::.1, 

k e: I. 

a < 1 ' 

and hence both V (i;R) and g(i;R) are affected identically when we 
a 

redefine 

(3.2) 

and 

( 3. 3) 

V (i;R) 
a 

g(i;R) 

From now on we assume that the cost of ordering z units is given 

by K~(z) and that G (k) is the one period holding and shortage cost. 
a 

When a< 1 a policy R* e: C(m,M) is called optimal if 

V (i;R*) < V (i;R) 
a - a 

for all i e: I, all Re: C(m,M). 
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When a= a policy R* E C(m,M) is called optimal if 

for all i E I, all RE C(m,M). 

An easy consequence of theorem 6(f) in [1] is the following 

theorem (see also section 2 of [5]), 

Theorem 3, 1 ( the discounted cost criterion) 

Let a< 1, If for policy R* E C(m,M) holds 

00 

min {Ko(k-i) + G (k) + a IV (k-j;R")¢(k,j)}' l EI, 
kEA(i) a j=O a 

then the policy R* is optimal, 

A proof of the next theorem can be found in [4]. 

Theorem 3,2 (the average cost criterion) 

Let a= 1, Suppose there exists a set of numbers {g,v(i)}, i EI, 

such that 

00 

v(i) = min {Ko(k-i) + G1(k) - g + l v(k-j)¢(k,j)}, i E I 
kcA(i) j=O 

and 

lim; ER(v(~) li1 = i) = 0 for all i EI, all RE C(m,M), 
n-+<:0 

* Let R be any policy which, for each i, prescribes a decision which 

* minimizes the right side of (3.4), then R is optimal, Moreover, 

g(i;R*) = g for all i EI and the limit in (3,3) exists for policy R*. 

4, The dynamic (s,S) inventory model 

An (s,S) policy, wheres.:._ Sands, SE I, has the following form: 

If, at review, the stock level i is belows, order then S-i units; 

otherwise, do not order, 
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Fix an (s,S) policy, and define 

~(i;a) = 

where O <a~ 1, Let g0(i;a) = o, i €I.Clearly, we have 

( 4. 1 ) g (i;a) = K+g (S;a), 
n n 

i < s; n > 1. 

When the initial state !.1 = i.::_s and the (s,S) policy is followed, then 

the probability of a cumulative demand j in the first k periods is 

equal to cj) (k \ i ,j) for O ~ j ~ i-s, and the probability that the 

cumulative demand exceeds i-s for the first time during the kth period 
. ( k-1 ) ( . . ) ,._ ( k) ( . . ) It . . is~ i,i-s - ~ i,i-s • is now readily seen that 

(4.2) g (i;a) 
n 

n-1 
+ I ak{K+g. k(S;a)}p.(k), 

k=1 n- 1 
i .::_ s; n .::_ 1, 

where 

o, 
p. (k) = 

]. 

,._(k-1)( .. ) 
~ i ,i-s (k) ( . . ) - ~ i,i-s , i .::_ s ; n .::_ 1. 

Clearly, we have for any i .::_ s and n .::_ 1 that 

n 
(4.3) l p.(k) = 

k=O 1 

n 
1-~(n)(i,i-s); l kp.(k) 

k=O 1 

n-1 ) ( 
= 1+ I ~(k (i,i-s)-n~ n)(i,i-s), 

k=1 

and hence by the corollary of lemma 2.1 we have 

00 

(4.4) I 
k=O 

p. (k) = 
]. 

00 

and l kp.(k) = 1+M1(i,i-s), 
k=O 1 

]. > s. 
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Thus we have for any i ~ s 

bility distribution with a 

We can write (4,2) as 

that {p.(k)}, k > O, constitutes a proba-
i -

finite first moment, 

(4,5) g (i;a) = 
n 

n 
b (i;a) + I g k(S;a)a\.(k), i ~ s; n .::_ o, 

n k=O n- i 

where 

o, i~s;n=O, 

b (i;a) = 
n 

n-1 i-s ( n-1 
G (i) + I l akG (i-j)~ k)(i,j) +KI akp.(k), 

a k=1 j=O a k=1 l 

The equation (4,5) constitutes for i =Sa renewal equation. 

Let 

p(k;a) k .::_ 0, 

Let p ( 1 \ k ; a ) = p ( k ; a ) , k .::_ 0 , and let 

Define 

p(t)(j,a) = ! p(t- 1 \k;a) p(j-k;a), j ~ O; t > 2. 
k=O 

00 

r( j ;a) = l (t)(. ) 
P J ;a. ' J > 0. 

t=1 

We note that r(j;a) = p(j;a) + {p(O,a) r(j;a) + .,, + p(j;a) r(O;a)}, 

j,:. O. Observe that p(O;a) = O, and hence r(O;a) = 0. 

In the same way as in section 5 of [6] the following results can 

be proved, 
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Theorem 5,1. 

n 
gn(i;a) = bn(S;a) + l b -k(S;a) r(k;a) + K, 

k=O n 

and 

i<s;n.:::..1, 

n n-k 
g (i;a) = bn(i;a) + I {b -k(S;a) + l b k .(S;a) r(j;a)}akp.(k), 
n k=O n j=O n- -J i 

i~s,n> 1. 

Theorem 5 • ;2 • 

Let a < 1 , then 

V (i;(s,S)) 
a 

a (s,S) 
= lim g (i;a) = _a __ _ 

n 1-a l. < s' 
n-+oo 

and 

l.-S 

V (i;(s,s» = lim g (i;a) = G (i) + I G (i,j) m (i,j) + a n a a a n-+oo j=O 

+ 
a (s,S) 
-~---a-- {a-(1-a) Ma(i,i-s)}, 

where 

S-s 
a (s,S) = 

a 
{G (S) + I G ( S-k) m . ( S ,k) + K} / { 1 +M ( S, S-s ) } • a a a · a k=O 

Observe that 

lim (1-a) V (i;(s,S)) = a 1(s,S) for all i EI, 
at1 a 

where 
S-s 

a 1(s,S)d~f {G/S) + I G1(S-k) m1(S,k) + K}/{7+M/S,S-s)}. 
k=O 

Next consider the case a = 1 . Let 

i E I; n > 0, 
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From (4.1) and (4.5) it follows that 

( 4 .6) 
n 

g*(i) = b*(i) + l g* k(s) p .(k), 1 _> s; n _> o, 
n n k=O n- 1 

where 

o, i > s· n = 0 - ' 

i~s;n> 1 

The equation (4.6) constitutes for i = S a renewal equation. It is now 

readily seen that the following theorem holds (c.f, theorem 3,1 in 

section 3 of [6]). 

Theorem 4.2. 

n 
(4,7) g (i;1) 

n = na1(s,S) + b*(s) + l b:_k(S) r(k;1) + K, 
n k=O 

1 < s; n > o, 

and 

Theorem.4.3. 

g( i; ( s, S) ) = lim 
g ( i) 
_n ... n __ = a1(s,S) for all 1 E I. 

n-+00 

Proof. 

From lemma 2.1 and the definition of a 1(s,S) it follows that 

b*(s) converges exponentially fast to zero as n ➔ 00 , and hence 
n 

Elb*(s)I < 00 • From renewal theory (see, for instance, [3]) we have that 
n 
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the renewal quantity r(k;1), k ~ O, is bounded. From (4,7) it follows 

now that gn(i;1)/n ➔ a 1(s,S) as n ➔ =for i < s. Moreover, by (4,7) 
and the relation g*(s) = g*(i) - K for i < s it is readily seen 

n n 
that g*(s), n > O, is bounded. Since for any i > s the sequence b*(i) 

n - - n 
has a finite limit and using the fact that {p.(k)}, k > O, constitutes 

1 -
a probability di stri but ion for any i > s, we have by ( 4. 6) that 

g*(i)/n ➔ 0 as n ➔ =for any i > s. This ends the proof 
n -

Observe that the average expected cost per period for the infinite 

period (s,S) model does not depend on the initial stock. Finally, it 

is interesting to note that in the same way as in the sections 3 and 4 

of [6] for the (s,S) policy the probability distribution of k, n ~ 1, 
-n 

and the stationary probability distribution of the Markov chain {k} 
-n 

can be determined. Let 

1,J e I; n > O. 

We have the following theorem. 

Theorem 4.4. 

(n) <P(n)( .. ') 
n 

(n-k) ( ) (a) p .. = 1,1-J + I Ps- P. k , s.::j~max( i ,s) ; 
1J k=O ~ 1 

and 

(n) (n) <P (n\s,s-j) + I (n-k\ . ) ( ) 
Ps. = p .. = <P S,S-J r k;1 , 

1J 

where 

(b) 

where 

J 

<P(n\i,j) = 0 for J 

lim 
n➔= 

1 n (k) I p.. = q. 
n k=O iJ J 

k=O 

(s ~j < S· - ' 1 

< o. 

for all i,j EI, 

1 ~s;n~O, 

<: s;n~O), 
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otherwise 

If the greatest common divisor of the indices n, where p(n;1) > O, 

is 1, then the sequence {p~~)} is convergent for any i,j. 
1J 

5, The optimality of an (s.S) policy for the infinite period model, 
, 

For the existence proof of an optimal (s,S) policy we impose the 

following conditions on the function G (k). 
a 

(i) There exists a finite integer s0 such that G ( i) < G ( j) for 
a - a 

j .::. i .::. s0 and G(i)>G(j) for i ~j ~s0 . a - a 

(ii) lim G (k) > G (So) + K. 
lkl-+<x> a a 

We assume that s0 is the smallest integer for which (i) holds. 

The function Ga(k) takes on its absolute minimum at k = s0 , Let S~ be 

the largest integer at which G (k) takes on its absolute minimum. 
a 

Let s 1 be the smallest integer for which 

and let s1 be the largest integer for which 

Observe that s 1 .::. s0 .::. S~ .::,. s1 • 

We impose on the probabilities q,(i,j) the condition 

( 5. 1) 
0:, 

l q,( i ,k) > 
k=i-h 

l q, ( j ,k) 
k=j-h 

for all sO < 1 < j and O < h < 1. 
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First, we shall give some properties of the function a (s,S), 
a. 

where s !_ S and s ,s E: I. For any a., 0 < a. !_ 1, let 

Lemma 5, 1. 

* a = a. min 
s!_S;s,SE:I 

a (s,S). a. 

Let O <a.< 1 and lets* ands* be integers such thats*< s* and 

* * * a (s ,S) =a. a. a. 

,* * *) (*) * If m (S ,S -s +1 > O, then G s -1 >a. a. a. -a. 

Ifs*= s*, then G (s*) < a*. 
a. - a. 

* * . * * * * * Ifs < S and if m (S ,S -s ) > O, then G (s ) <a. 
a. a. -a. 

If ~(k,1) > 0 fork_< s*, then G (s*-1) >a*> G (s*)o 
a. -a.-a. 

(a) 

(b) 

(c) 

( d) 

(e) * * * * I If G ( s - 1 ) > a > G ( s ) , then s 1 _< s _< s0 when K = 0 , and a. -a.-a. 

* s 1 !_ s !,. s 0 when K > O. 

Proof. 

The proof is identical to the proof of lemma 4.2 of [5], 

Lemma 5 .2. 

Let O <a.< 1. There exist integers* and S* * * , s !_ S , such that 
* * * * * * a (s ,S) = aN and G (s -1) > a > G (s ). 

a.* ... a. -a.-a. 
and S = s 0 satisfy these conditions. 

* If K = O, thens = S 
0 

Proof. 

The proof is identical to the proof of lemma 4,3 of [5]. 

* * . . Let O <a.!_ 1. From now on s and S are two fixed integers for 
. * * * * * * which a (s ,S ) = a and G (s -1) > a > G (s ), where we choose a. a. a. -a.-a. 

* * s = S = s 0 when K = O, 

The function v*(i), i E: I, is defined as follows a. 
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0 * 
' 

J. < s 

(5.2) v*(i) = * ct 1-s 
G (i) * I v*(i-j) <P(i,j), * - a + ct J. > s a ct j=O a -

The function v*(i) is uniquely determined by (5.2). Iterating (5,2) and 
a 

using (2,1), yields 

n 
= a*(i) - a*+ 

a a I 
. * 1-s 
I {G ( .. ) *} k,1,(k)( .. ) + a 1-J -aa a o/ 1,J 

k=1 j=O 

. * 
1-s ( ) 

+ , * ( . . ) n+ 1,i, n+ 1 ( . • ) l V J.-J ct o/ 1,J , 
j=O a 

and hence by using the corollary of lemma 2.1 we obtain 

(5.3) 

(5.4) 

o, 
. * 1-s 
l G (i-j) 

j=O ct 

For convenience we define the function 

00 

J (k) = G (k) 
a a 

a*+ ct L v*(k-j) q,(k,j), 
ct j=O ct 

By (5,2) and (5,4) we have 

G (k) 
a 

J (k) = 
ct 

* V (k) , 
a 

* 1>s;n2:,.o, 

k e: L 

* k < s 

* k > s 

* J. < s ' 

* s ' 
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Theorem 5, 1 

(a) 

(b) 

(c) 

(d) 

( e) 

(f) 

* J (k) is nonincreasing on (-~,s -1]. 
a 

* * K+J (S ) = O; J (s -1) > O. 
a a -

J (k) > J (s*) for all k EI. 
a - a 

K+Ja(k) > 0 fork> s 1 • 

* Ja(k) ~o for s ~k ~s0 • 

K+J (k) > J (i) fork> i 
a - a -

Proof 

* > s . -

(a), (b) and (c). The proof of (a), (b) and (c) is identical to the 

proof of theorem 5,1(a), 5,1(b) and 5,1(c) of [5]. 

(d) By (5.2), (5,4) and (5,5) we have 

(5.6) J (k) 
a 

k > - * s . 

We have by (b) and (c) that J (k) > -K, k € I, and by the definition 
(l -

of s 1 we have Ga(k) > Ga(s0 ) + aK fork> s 1 .·Further, 

a: ~aa(S0 ,s0 ) = Ga(S0 ) + K/{1+Ma(s0 ,o)} ~ Ga(s0 ) + K. Hence 

* k-s 
K+J (k) > K+G (S) + aK-G (S )-- K-aK l ~(k,j) ~ O, k > s 1 . 

a a O a O j=O 

(e) The proof of (e) is identical to the proof of theorem 5,1(d) of [5], 

(f) By (b), (c) and (e) we have K+J (k) > 0 > J (i) fork> i and 
a -- - a -

s* < i < s 0 . The proof that K+J (k) > J (i) fork> i > s0 is a slight 
- - a -a -

modification of a proof in [2, pp. 84-85]. Assuming that i-1,::. s 0 is 

an integer such that K+J (k) > J (h) fork> hand s0 < h < i-1, 
a - a - - -

we shall demon.st rate that K+J ( k) > J ( i) for k > i. 
(l - (l 
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To prove this induction step we need the following lemma [2], 

Lemma 5.3, If a. and b., j = 0,1, •.• ,N, are nonnegative real numbers 
J J 

such that 

N N 
l a. = l b. 

j=O J j=O J 

H H 
l a. ~ l b. 

j=O J j=O J 
for all H = o, ... ,N-1, 

and if f(.) and g(.) are functions on the integers 0,1, .•• ,N such that 

f(h) ::_ g(j) whenever h ::. j, then 

N 

I 
j=O 

a. f( j) < 
J 

N 

I 
j=O 

b. g( j) • 
J 

Clearly, this lemma remains true when we replace the condition 

f(h)::. g(j) whenever h ::.j by the weak.er condition f(h)::. g(j) for any 

pair (h,j) with h ~ j and ~ b .. > 0. 
. J * * 

By (5.5) we have that J (h) = v (h) for h > s . To prove that 
0,. Cl. 

K+v*(k) > v*(i) fork_> i, we fix k and we distinguish between 
Cl. - Cl. 

~(i,O);:. $(k,O) and $(i,O) ~ $(k,O). 

First, consider the case $(i,O).:, $(k,O). By (5,2) we have 

(5,7) * = G (i) - a + 
Cl. Cl. 

$(i,j) ' 

where 

$(i,O) $(k,O), j = 0 ' 
$(i,j) = $ ( i ,j) 1 , • , • ,i-s * 

J = ' 
00 

I * $ ( i ,h) , 
h=i-s +1 

j i-s * +1 = . 

Further, we have 



where 
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* V (k) 
a 

* k-s +1 
= G (k) - a*+ a~(k,0) v*(k) + l v*(k-j) $(k,j) , 

a a a j=1 a. 

~(k,j) ' 

$(k,j) = 
00 

'i' ~ (k ,h) 
L, * 

h=k-s +1 

* J = 1,.,. ,k-s , 

* J = k-s +1 • 

Since Ga(.) is nondecreasing on [s0 ,00 ], we have 

00 

(5,9) G ( i ) - G ( k ) !_ 0 !_ K - aK a a I 
j=0 

~(k,j). 

From (5,7), (5,8) and (5,9) it follows 

(5. 10) 

Let 

and 

Define 

then 

* k-s 

. * 1-s +1 
{v*(i)-v*(k)}{1-a~(k,O)} < K{1-a~(k,0)}+ al v*(i-j) $(i,j) + a a - . 0 a J= 

a. = 
J 

b. = 
J 

f( j) 

$(. . * . ) 1,1-s +1-J 

0 
' 

$(k,k-s*+1-j), 

*( * . ) ( . ) = V s -1+J and g J = 
a 

* k-s +1 
- a I {K+v*(k-j)} $(k,J). 

j=1 a 

. . * for 0 ~ J < 1-s + 1 , 

. * . * for 1-s +1 < J < k-s , 

for O ~ j < k-s 

*( * . ) K+v s -1+J , 
a 

* 

* < k-s 

. * * 1-s +1 k-s * k-s +1 
I a.f(j) 

j=0 J 
= l v*(i-j)$(i,j); I b.g(j) = 

j=0 a j=0 J 
l {K+v*(k-j)}$(k,j). 

j=1 a 
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Using condition (5,1), the relation J (h) = v*(h) for h.::,. s*, the 
a * a 

induction hypothesis and the relation v*(s -1) = 0 < K+v*(h), h > s* 
a· - a -

(cf, (b) and (c)), it is straightforward to verify that lemma 5,3 

can be applied, and hence v*(i) < K+v*(k), 
a - a 

The case ¢(i,O),:. ¢(k,O) can be treated in an analogous way. 

In a similar way as ( 5, 10) , we obtain the inequality 

{v*(i)-v*(k)}{1-a¢(i,O)} < K{1-a¢(i,O)} 
a a -

k-s*+1 
- a l {K+v*(k-j)} ip(k,j) , 

. 0 a J= 

where $(i,j) and ip(k,j) are the same as before except ip(k,O) = 

¢ (k ,O) -· ¢ ( i ,O), From this inequality and lemma 5, 3 it follows easily 

that v*(i) < K+v*(k). This ends the proof, 
a - a 

Theoremg. 

(a) The set of numbers {a*,v*(i)}, 1 E I, satisfies 
Cl, Cl, 

00 

(5.11) min{Ko(k-i)+G (k) -a*+ a I v*(k-j)¢(k,j)}, l EI, 
k . a a . 0 a 

.::..1 J= 

where the right side of (5,11) is minimized by k = s* for 1 < s* and 
. . * by k = i for 1 > s . 

(b) 

Proof. 

< s 
- 0 

and 

(a) By (5,4) we have for any 1 EI that 

00 

Ko(k-i) + G (k) -a*+ a I v*(k-j)$(k,j) = Ko(k-i) + JN(k), k > lo 
a a . 0 a ~ 

J= -
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Consider Ko(k-i) + J (k) for i fixed and k > i. Distinguish the cases 
a . * . * i < s and J. ~ s • 

1. i < * s • By theorem 5.1(a), 5.1(b) and 5,1(c) we have that 

J (i) > J (s*-1) > K+J (s*) = min{K+J (k)}. 
a - a - a . a k>i 

Hence the right side of (5.11) is minimized by k = s* for i < s*. By 

theorem 5.1(b) and (5,2) we have K+J (s*) = v*(i) for i < s*. This· 
a a 

* proves (a) for i < s • 

2. i _> s*. By theorem 5,1(f) and (5.5) we have K+J (k) > J (i) = v*(i) 
a - a a 

f . * Th" ( ) . * or k ~ i ~ s . is proves a for i ~ s . 

(b) The relation s 1 ,::. s*.::. s0 follows from lemma 5,1(e). The relation 

s*.::. s 1 follows from theorem 5,1(b) and 5.1(d). 

Suppose that the numbers m and M, which determine the class C(m,M) 

of policies, satisfy m !_s 1 and M ~ s 1• 

A direct consequence of theorem 3,2 and theorem 5,2 is the following 

theorem (see also theorem 5,3 of [5]). 

Theorem 5.3 (average cost criterion) 

Let a = 1 , then 

min 
R€C(m,M) 

g(i;R) for all i € I. 

If K = O, then the (s0 ,s0 ) policy is optimal. If K > o, then any (s,S) 

* * policy sucp that a 1(s,S) = a 1 and G1(s-1) ~ a 1 .::, G1(s) is optimal and 

has the property s 1 .::. s .::. s0 and S.::. s 1• If ¢(k, 1) > 0 fork,::. S, then 

a 1(s,S) = a; implies G1(s-1) .::_a;~ G1(s). 

Next consider the case a< 1. From theorem 4.1 and (5.2) we have 
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and hence by theorem 5,2(a) we have 

00 

v (i;(s*,s*)) = 
a 

min{Ko(k-i)+G (k) +al V (k-j;(s*,s*))~(k,j)}, 1 € I, 
k>i a j=O a 

where the right side of this equality is minimized by k = s* for i < s* 

A direct consequence of this relation and theorem 3,1 is the following 

theorem (see also theorem 5,4 of [5]). 

Theorem 5,4. (the total discounted cost criterion) 

Let a < 1 , then 

min 
REC(m,M) 

V (i;R) 
a 

= v (i;(s*,s*)), 
a 

1 € L 

If K = o, then the (s0 ,s0 ) policy is optimal. If K > o, then any (s,S) 
* * . *) policy such that a (s,S) = a and G (s-1) > a > G (s) is optimal · and 

a * a a -a-a 
has the property s 1 !. s !. s0 and S* !. s 1• If ~(k,1) > 0 fork!. s, 

then a (s,S) = a* implies G (s-1) >a*> G (s). a a a -a-a 

Remark. 

When we require that condition (5,1) holds for all s 1 
0 !. h !. i , then 

s < s* 
0 

< 1 - < J and 

We indicate the proof briefly. First, it can be proved that J ( k) 
a 

is nonincreasing on (-00 ,s0]. Using this property of Ja(k) it can 

be shown with the aid of lemni.a 5. 3 and theorem 5. 1 ( b). (c.) 

that s0 !. s*. The proof that Ja(k) is nonincreasing on (-00 ,s0J runs 

as follows. By theorem 5,1(a), 5,1(b) and 5,1(e) we have that Ja(k) 

is nonincreasing on (-00 ,s*J. Consider the cases*< s 0 , Assuming 

that J (k) is nonincreasing on (-00 ,i] for some integer i with 
a 

s* < i < s 0 , we shall demonstrate that J (i+1) < J (i). 
a - a 

This optimality criterion has been already found by Johnson [2, p.89], 

and hence it is stated wrongly in [5] that this result is new. 
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The proof is a modification of a proof in [2, pp. 83-84]. Distinguish 

between ~( 1)(i,i-s*) < $(i+1,O) and ~(l)(i,i-s*) > $(i+1,O), First 

consider the case ~(lT(i,i-s*) < $(i+1,O). Since;(.) is nonincreasing 
- a. 

on [s*,sOJ we have by (5,6), theorem 5.1(e) and the induction hypothesis 

that 

J (i) - J (i+1) > a.J (i) ~(l)(i,i-s*) - a.J (i+1) $(i+1,O) > 
a. a. - a a 

-> a$(i+1,O) {J (i) - J (i+1)}, 
a a 

and hence J (i) > J (i+1). Next consider the case ~(l)(i,i-s*) _> $(i+1,O). 
a - a 

Using (5.1), (5.6), theorem 5.1(b) and 5,1(e) it is readily seen that 

J (i) -J (i+1) 
a a 

. * i-s +1 
::. a I 

j=O 

. * i-s +2 

J (i-j) ~(i,j) + a$(i+1,O) J (i) + 
a a 

- a I J (i+1-j) 
. 1 a 

$(i+1,j) - a$(i+1,O) J (i+1), 
a 

J= 

where $(i,O) = ~( 1)(i,i-s*) - $(i+1,O), $(i,j) = $(i,j) for 1 < j < i-s* 
1:( · · * ) ( 1 ) ( · · *) 1:( • 1 . ) "' ( . 1 . ) f 1 . . * 1 ~ i,i-s +1 = 1 - ~ i,i-s , ~ i+ ,J = ~ i+ ,J or ~ J ~ i-s + , 

and $(i+1,i-s*+2) = 1 - ~( 1)(i+1,i-s*+1). 

From above inequality and lemma 5,3 it can be easily deduced that 

J (i) > J (i+1). 
a - a 

Remark 

The conditions imposed on G (k) can be weakened in the same way 
a 

as in remark 5,2 in section 5 of [5], Furthermore we note that under 

Johnson's conditions for the case a< only the existence of an (s,S) 

policy can be shown for which the total expected discounted cost is 

· · · · · · s0 s0 . f. . [ 2 81 J minimal for each initial stock i ~ , where is de ined in , p. 
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