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1. Introduction 

Consider the situation that customers arrive at a store and that 

each customer demands for a single item. The times between arrivals are 

generated by a renewal process, where the interarrival times have a non­

lattice distribution function. The demands of the customers are mutually 

independent, non-negative and identically distributed random variables 

with a discrete distribution, and independent of the arrival process. 

Excess demands are backlogged, 

The storekeeper follows an (s,S) policy, i.e. when by the demand of 

a customer the stock on hand plus on order i falls belows, then S - i 

units are ordered; otherwise, no ordering is done. There can only be 

placed an order on the demand epochs. The lead time of an order is a 

constant T > O. The numbers sand Sare fixed integers withs.::_ S. 

We shall determine for both the stock in hand plus on order and the 

stock on hand the transient behaviour and the limiting distribution. 

2, Preliminaries 

Let ..§.,1, ..§.,2 , ••• , be a sequence of random variables such that the 

interarrival times ..§_k - ..§.k_ 1,-k = 1, 2, ••• , where ..§.O = O, are mutually 

independent, positive and identicallyr distributed random variables 

having the distribution function F(t). It is assumed that F(t) is non­

lattice *) with F(O) = 0 and 

µ=I: tF(dt) < 00 , 

Let 1,, · 12 , • • • be a sequence of mutually independent, non•negative and 

identically distributed random variables having the discrete distribu~ 

tion ~(j) = P{ln = j}, (j,:_O; n,:.1). The sequences {.§_k} and {lk} are as­

sumed to be independent. 

Let the random variable. s , n > 1, denote the epoch on which the 
-n -

n-th customer arrives, and let~ denote the size of the demand of the -n 

A distribution function H(t) concentrated on [0, 00 ) is said to be 
lattice if there exist numbers a,S .:_ 0 such that all points of in­
crease of Hare among the numbers a, a+S, a+2S, •••. 



n-th customer. 

We assume 

00 

o < I j•Cj) < 00 • 

j=O 

2 

Denote by F(n)(t) and •(n)(j), respectively, then-fold convolution 

of.F(t) and •(j), i.e. 

F(n)(t) = r F(t-y) F( n-1) ( dy) 
0 

for n .:.. 1 ; t .:.. 0, 

•(n)(j) = f .(j-k)<j>(n-1) (k) for n .:. 1 ; j .:.. O, 
k=O 

where F(O)(t) = 1 fort.::_ o, <l>(O)(O) = 1 and •(O)(j) = O for j.:. 1. 

Clearly, F(n)(t) = P{~n .:::._ t} and •(n)(j) = P{11 + ••. + ¾ = j}. 

Let 

00 00 

U(t) = I F(n)(t) fort.:.. O, m(j) = I •(n)(j) for J.:. O. 
n=1 n=1 

Since F(n)(t) and •(n)(j) converge exponentially fast to zero as n ~ 00 , 

the functions U(t) and m(j) are finite, and further they satisfy [1] 

U(t) = F(t) + ft F(t-y)U(dy), 
0 

m(j) = •(j) + f •(j-k)m(k), 
k=O 

Define ~ = O. Let 

,!i(t) = maxfo s < t} 
-n -

~ = max{n I ¾ + ••• + 1n .2- k} 

fort.::_ O; 

for J > O. 

for t .:.. O, 

fork> O. 

Note ,!i(t) is the number of arrivals in (O,t] and~ is th,e number of 

customers before the cumulative demand exceeds k. 
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It is well-known from renewal theory that [1] 

k 
~!_(t) = U(t) fort.::_ O, ~ = .l m(j) for J > O. 

J=O 

For any t .::_ O, let 

Clearly, a(t) is the total demand in (o.t], Since P{!_(t) = n} = 

= P{s <; < s } = F(n)(t) - F(n+i)(t) for n _> O, we have 
-n - n+1 

( 1 ) = k} = 'I'.(n)(kj{F(n)(t) 
A n=O 

fork.::_ O; t .::_ O. 

For any k .::_ 1 , let 

(2) 

Clearly, ik is the length of the time interval from t = 0 up to the 

epoch on which the cumulative demand exceeds k - 1 for the first time. 

Note that ik =_!!kif •(1) = 1. We have by Wald's equation 

'k-1 
t ik = t.!!1. t(~-1 + 1) :r:, µ { 1 + _I

0
· · m{j)}, 

J= 
( 3) for k > 1. 

Let ~(n)(j) = •(n)(O) + ••• + •(n)(j) for j ,:_ 0~ n .::_ O. Since the pro­

cesses {_!!k} and {1k} are independent, we have for each k > 0 that 

~(n) (k) - ~(n+. 1) (k) is the probability that the cumulative demand will 

first exceed k on epoch ~+ 1 , n ,:_ O, and hence 

00 

I 
n=O 

fort.::_ O; k > 1, 
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Using this formula and using a result from the theory of characteristic 

functions which characterizes the lattice distributionsOOit is readily 

verified that for each k > 1 the distribution function of !k is non­

lattice. 

We shall need the key renewal theorem. Before we state this theo­

rem, we give the following definition [1]. A function z(t), t .:::_ O, is 

said to be directly Riemann integrable if for fixed h > 0 the two·series 
00 00 

L m (h) and L M (h) converge absolutely and if 
1 n 1 n 

00 

lim h L 
h➔O n=1 

00 

m (h) = lim h 
n h+O 

where we denote by m (h) and M (h), respectively, the largest and the n n 
smallest number such that m (h) < z(t) < M (h) for (n-1)h < t < nh. 

n - - n -
We note that any directly Riemann integrable function is also 

Riemann integrable over [O,oo) in the ordinary sense. It is easily seen 

that a non-negative function z(t), t .:::_ O, is directly Riemann integra~. 

ble over [0, 00 ) if it is integrable over every finite interval [O,a) and 
00 

if L M (h) < 00 for some h > O. Hence a monotone function is directly 
1 n 

Riemann integrable if it is Riemann integrable in the ordinary sense. 

We now state the key renewal theorem [1] 

Key renewal theorem 

If the function z(t), t .:::_ O, is directly Riemann integrable and if 

F(t) is non-lattice, then 

Lemma 

lim Jt z(t-y) U(dy) = 
t➔00 0 

.1 f 00 z ( t ) dt • 
µ 0 

For each k > 0 the function ak(t), t .:::_ o, is directly Riemann inte­

grable and 

fork> O. 
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Proof 

For any k ,:_ O, let 

t > o. 

By (1), we have for any k ,:_ 0 that O ~ ~(t) ~ gk(t) fort> O. It is 

well-known that if H(t) is a distribution function concentrated on 

[0, 00 ) and having a finite expectation a, then 

J: {1 - H(t)}dt = a, 

and hence 

(4) for n ,:_ O. 

Thus, since ~(n)(k) converges exponentially fast to zero as n ➔ 00 for 

each k ,:_ O, the non-incr~asing function gk(t), t ,:_ O, is Riemann inte­

grable over [0, 00 ) in the ordinary sense. Hence, by a well-known result 
00 

from analysis, we have for each k > 0 that l gk(n) < 00 , Since 
n=O 

O ~ ~(t) ~ gk(n) for n ~ t < n+1, it is readily seen that ~(t) is 

directly Riemann integrable. Moreover, we have by (1) and (4) that 

00 

I fork> O. 
n=O 

This ends the proof. 

Finally let 

x_(t) = ¾(t)+1 -t, fort> 0. 

The random variable x_(t) is the length of the time interval between 

time t and the first demand epoch occurring after t. It is well-known 

that [1] 
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Jt 
P{.z(t) .::_ u} = F(t+u) - F(t) + {F(t+u-y) - F(t-y)} U(dy), 

0 

u > O; t .::_ O, 

and 

(5) 1 Ju lim P{.z(t) .::_ u} = - {1 - F(x)}dx, 
t+oo µ 0 

u > o. 

3, The transient behaviour and the limiting distribution of the stock 

level 

The ordering policy followed is an (s,S) policy, i.e. when on a 

demand epoch the stock on hand plus on order i falls belows, order 

then S - i units; otherwise, no ordering is done. The lead time of an 

order is a constant,> 0. 

Denote by¾ the stock on hand plus on order at time t, where on 

the demand epoch~¾ is measured just after ordering (if any). *) 

For any t .::_ 0, let 

for i, j > s. 

For any i .::_ s, denote by Gi(t) the distribution function of the random 

variable t. +1 (cf. formula (2)). Using a standard argument from renew­-i-s 
al theory, we have for 'any t > 0 that 

(6) p .. (t) = a .. (t) + Jt p8 .(t-u)G.(du), for all i; J.:. s, 
1J i-J O J i 

where 91t(t) = O fork< O; t > O. In particular we have 

Clearly 

(8) for J > S; t > O. 

It is interesting to note that the stock on hand plus on order on 
the demand epochs just after ordering behaves exactly as the stock 
on hand plus on order just after ordering in the classical, peri­
odic review (s,S) inventory model. 
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For each j E [s,SJ the equation (7) is a renewal equation. Let G~n)(t) 

be then-fold convolution of GS(t), and let the renewal function V(t) 

be defined by 

00 

V(t) = L G~n)(t), 
n=l 

t > o. 

For each k > 0 the function ak(t), t ~ O, satisfies O .::._ ~(t) .::._ 1 

(cf. ( 1 )) . Iterating (7) and using the fact that G~n) (u) ➔ O as n ➔ 00 

for each u, yields 

p .(t) = as .(t) + ft as .(t-u)V(du), for s .::._ j .::._ S; t .::_ o. 
SJ -J O -J 

The formulas (6), (8) and (9) in conjunction yield the time dependent 

solution of the distribution of the stock on hand plus on order. 

We shall next determine the limiting distribution of the stock on 

hand plus on order. Therefore we note that the distribution function 

GS(t) is non-lattice, as already proved in section 2. Further.we have 

for ea.ch k ~ 0 that ak ( t) ➔ 0 as t ➔ 00 • From the key renewal theorem, 

lemma 1, (3) and (9), it follows now that 

( 10) ( ) 1 Joo ( ) ¢(O)(S-j)+m(S-j) 
limp. t =tt as-· u du= l+M(S-s) 
t➔00 SJ -S-s+l O J 

where 

M(k) = m(O) + ... + m(k), k > 0. 

From (6), (8) and (10), it follows that 

{¢(o)(S-j)+m(S-j)}/{1+M(S-s)}, for all l ~ s; s < j < s 

( 11 ) lim p .. ( t) = 
t➔oo lJ 

0 , for all i ~ s; j > S. 
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Let qJ. =limp .. (t) for i, J > s. We note that if ~(1) = 1, then 
t+oo 1J , 

q. = 1/(S-s+1), 
J 

for s .::_ j < S . 

This result has been obtained in [3] for the case that the arrival pro­

cess is a Poisson proces, although the derivation in [3] needs an addi­

tional argument. If ~(j) has a geometric distribution, 1.e • 
. -1 

~(j) = p(1-p)J for j ~ 1, where O < p .::_ 1, then m(j) = p for j > 1, 

and hence 

q. = 
J 

1/{1 + (S-s)p}, for j = S, 

p/{ 1 + (S-s)p}, for s .::_ j < S • 

This result has been obtained in [5] for the case the arrival process 

is a Poisson process. Moreover, we note that in [2,4] a number of re­

sults for the distribution of the stock level are obtained for the case 

~(1) = 1 and the lead time is random. 

We shall next determine the distribution of the stock on hand. For 

any t ~ O, let 

for k ~ O, 

1.e. bk(t,,) is the probability that the total demand in (t,t+,J will 

be k. Note that bk(t,,) = ~(,) if the renewal process {_!!.k} is a Poisson 

process. 

For any t >,,let r . . (t) be the probability that the stock on - 1J . 
hand at time twill be j, given that .,;.0 = i. Since anything on order at 

time twill have arrived by time t + T and since anything ordered after 

time twill arrive after time t +,,we have for any t .~ O that 

( 12) r .. ( t+T) = 
1J 

max(i,S) 
I 

k=s 
p.k(t)bk .(t,,), for i > s,· 

1 -J -
J e I, 
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where I is the set of all integers and bk(t,r) = 0 for k < O. 

miing the definition of the random variable z(t) (cf. section 2), 

it is readily seen that 

(13) b 0 (t,,) = P{x_(t) > T} + J' {~(O) + a0 (,-u)} dP{x_(t) _::. u}, 
0 

t > 0 - ' 

and 

( 14) 

k .:_ 1; t .:_ O. 

By (12), (13) and (14) the transient behaviour of the stock on hand is 

determined, 

Finally, we determine the limiting distribution of the _stock on 

hand. From (5), it rollows that 

and 

( 16) 

From ( 11 ) , 

= _l J00 

{1 - F(u)}du + _l J' {~(O) + a0(,-u)}{1 - F(u)}du, 
µ T µ 0 

k r = - .I {¢(j) + ak .(,-u)}(1-F(u))du, µ 
j=O 0 

-J 

( 12) , ( 1 5) 

lim r .. ( t) = 
t-+oo iJ 

and ( 16) , it follows 

i .:_s; 

k > 1. 

J E I, 

where bk(,)= 0 fork< O. 
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Remark 

The results of this paper can be adapted to any general delll8Jld 

distribution. Further, the case that F has a lattice distribution can 

be solv-ed in a similar way ( in [6] the case is treated that F is degen­

erate). 

By imwosing a cost structure on the inventory model, the average 

expected cost per unit time for an (s,S) policy can be determined. 



11 

References 

[1] Feller, W., An 1ntroduction to Probability Theory and its Applica­

tions, Vol, II (2nd ed.), Wiley, New York, 1971, 

[2] Finch, P.D,, "Some probability theorems in inventory control',', 

Publ. Math. Debrecen 8(1961), 241-261. 

[3] Galliher, H.P., Morse, P.M. and Simond, M., "Dyna.mies of two clas­

ses of continuous-review inventory systems", Opns. Res. 

7(1959), 362-384. 

[4] Karlin, S. and Scarf, H., Inventory models and Related Stochastic 

Processes, Chap. 17 in K.J. Arrow, S, Karlin and H, Scarf, 

Studies in the Mathematicsl Theory of Inventory and Produc­

tion, Stanford Univ. Press, Stanford, Calif., 1958, 

[5] Silver, E.A., Chung-Mei Ho, and Deemer, R.L., Cost-Minimizing In­

ventory Control of Items Having a Special Type of Erratic 

Demand Pattern, Report of Department of Management Sciences, 

University of Waterloo: Ontario, Canada (1970), (to be pub­

lished in the INFOR Journal). 

[6] Tijms, H.C., Some Results for the Dynamic (s,S) Inventory Model, 

Report BW 8/71, Mathematical Centre, Amsterdam, 1971. 




