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On Dynamic Programming with Arbitrary State Space, Compact Action Space 

and the Average Return as Criterion 

by 

H.C. Tijms 

ABSTRACT 

A dynamic programming model with an arbitrary state space and a com

pact action space is considered. Under certain conditions it will be shown 

that there is an average return optimal stationary policy and that the op

timality equation for the average return criterion applies. Besides SOJile 

continuityassumptions on the immediate return and the transition probabili

ties, these conditions include the assumption that the transition probabil

ity functions associated with the stationary policies satisfy a recurrency 

condition known as the Doeblin condition in Markov chain theory. Finally, 

it will be proved that the value iteration method exhibits exponential con

vergence under certain conditions. 

KEY WORDS & PHRASES: Dynamic programming, arbitrary state space, compact 

action space, average re-turn, optimal stationary 

policy, optimality equation, value iteration. 





I. INTRODUCTION 

We consider a dynamic programming model specified by objects S, A, q and 
*) r, where Sis a locally compact Borel subset of a complete, separable metric 

space, A is a compact metric space, q associates with each pair (s,a) E S x A 

a probability distribution q(•ls,a) on the class B of Borel subsets of S, and 

r is a bounded Borel measurable function on S x A. Let M be any constant such 

that lr(s,a)I $ M for alls and a. The set S denotes the state space of some 

system and A denotes the set of possible actions. The state of the system is 

observed at times t = 0,1, •.•• When the system is in states and action a 

is chosen, an immediate return r(s,a) is received and the state next visited 

by the system is distributed according to q(• ls,a). 

A policy TT is a rule that prescribes for each time t which action to 

choose at time t as a Borel measurable function of the history (s 1,a 1, ••• ,st) 

of the system up to time t. Denote by F the class of all Borel measurable 

functions f: S ➔ A.For any f E F, let f(ro) be the policy that chooses ac

tion f(s) whenever the system is in states. Such policies are called sta

tionary policies. 

For any policy TT, denote by {Xt,t=O,I, ••• } and {at,t=O,l, ••• } these

quence of states and actions, and define 

g(TT,s) 
t 

= lim sup_!_ E { l r(X_ ,ak) I x0 = s} 
t➔ro t TT k=O -le 

for s ES, 

* where E denotes the expectation given that policy TT is used. A policy TT TT 
is said to be average return optimal when g(TT*,s) ~ g(TT,s) for all TT and 

SES. 

For the dynamic programming model with a continuous state space and 

the average return as criterion optimality results were found in LIPPMAN 

[7], ROSS [9], WIJNGAARD [14] and YAMADA [15] (see HORDIJK [4], LIPPMAN 

[6] and ROSS [10] for the case of a denumerable state space). In this paper 

we shall give conditions under which an average return optimal stationary 

policy exists and the optimality equation for the average return criterion 

applies. BE~sides some continuity conditions on q and r, we shall impose on 

the Markov chains {Xt} associated with the stationary policies a recurrency 

condition of the type known as the Doeblin condition in Markov chain theory 

*) If A is finite the results of this paper also hold when the local compact
ness of Sis not assumed (cf. the proof of Lemma 2 below). 
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(cf. DOOB [2]). Conditions of this type were also introduced in HORDIJK [4], 

WIJNGAARD [14] and YAMADA [15]. To obtain_ the optimality results for the 

average return criterion, we shall show that the family of functions given 

by the maximal discounted return function relative to some fixed state is 

bounded and equicontinuous and next follow the analysis in ROSS [9]. This 

will be done in section 2. Using the obtained result that the optimality 

equation for the average return criterion has a fixed point, it will be 

next shown in section 3 that the value iteration method exhibits exponential 

convergence under certain conditions. 

2. OPTIMALITY RESULTS FOR THE AVERAGE RETURN CRITERION 

We first introduce some notation. For any f E F, let q;(Bls) withs ES 

and BE B be then-step transition probability function of the Markov chain 

{Xt} associated with the stationary policy f(oo). Also, let q~(Bls) be equal 

to I ifs EB, and O ifs t B. For any signed measureµ on (S,B), denote by 

the measure 1µ1 the total variation ofµ. For any bounded Borel measurable 
V 

function hon S, we have 

1f hdµI ~ NlµI (E) 
E v 

for EE B 

when lhl ~ N. Also, for any E e: ·B, 

(2) 2 sup lµ(V)I. 
V~E 

We now introduce the following assumptions Al-AS under which it will 

be shown that the optimality equation for the average return criterion ap

plies and there is an average return optimal stationary policy*). 

Al. The function r(•,·) is continuous on S x A. 

A2. q(, Is ,a) converges weakly to q(• ls,a) ass ➔ sand a ➔ a. 
n n n n 

A3. (i) For each s e: S, the measure q (·Is ,a ) converges setwise. to the 
n 

*) 

measure q(• ls,a) as a ➔ a, or (ii) Sis compact. 
n 

cf. also section 3 where we shall replace AS by a different but related 
assumption under which the optimality results also hold. 



A4. For each s ES, supBEBlq(Bls',a) - q(Bls,a)j ➔ 0 ass' ➔ s, uniformly 

in a EA. 
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AS. There is an integer v ~ I, numbers y > 0 and p > 0 and, for each f E F, 

a a-finite measure ¢f on (S,B) and a set Cf EB such that 

(3) 

and for alls Es ands' E cf, 

where p~(•ls) denotes the density of the absolutely continuous compon

ent of q~(· js) with respect to ¢f. 

We note that A4 actually states that, for each s ES, 

IQ(s',s,a)I (S) ➔ 0 ass' ➔ s, uniformly in a EA, 
V 

where jQ(s',s,a)! denotes the total variation of the signed measure 
V .. 

q(•ls',a) - q(•ls,a), cf. also p. 282 in SCHAL [12]. 

AS is an immediate extension of a condition introduced on p.197 in 

DOOB [2] and implies that, for each f E F, the Markov chain {Xt} associated 

with policy f(oo) satisfies the so-called Doeblin condition. We observe that 

AS covers the case in which there is an integer v ~ I, a number p > 0 and, 

for each f E F, a state sf such that q~({sf}js) ~ p for alls ES (let 

¢f(B) be equal to I if sf EB, and O if sf t B, and let Cf= {sf}). 

By the proof given on pp.197-198 in DOOB [2], we have under AS that, 

for each f E F, the Markov ~hain {Xt} associated with policy f(oo) has a 

(unique) stationary probability distribution Tif(•) such that, for alls ES 

and BE B, 

(4) 

where [x] denotes 

To derive the 

first consider the 

tions. Let 0 < a < 

V (TI,s) 
a 

for all n ~ I, 

the largest integer less than or equal to x. 

optimality results for the average return criterion, we 

discounted return model and introduce the following func-

I. For any policy TI' define 

00 

= E { I anr(X ,a) I x0 = s} 
TI n=O n n 

for s ES, 



4 

and let V (s) = sup V (TI,s), s ES. A policy TI* is said to be a-optimal if 
a TI a 

* V (TI ,s) = V (s) for alls ES. In MAITRA [8] the following results were 
a a 

proved (cf. also BLACKWELL [I] and SCHAL [12]). 

THEOREM I. Suppose that AI-A2 hold. Let O <a< I. Then, V (s), s ES is 
a 

the unique bounded continuous function satisfying 

(5) V (s) = max {r(s,a) + a I Va(s')q(ds'ls,a)} 
a aEA S 

for aU S E S. 

Furthe:r>more, there exists an a-optimal stationary policy f(oo) such that 
a 

f (s) attains the maximum in the right side of (5) for alls Es. 
a 

In the following lemma we shall essentially use AS. 

LEMMA I. Suppose that AI-A2 and AS hold. Then, Iv (f(oo) ,s) - V (f(oo) s')I $ a a , 
$ 4Mv/py for all O <a< I, f E F and s,s' ES. 

PROOF. We have 

Now, by (2) and (4), the total variation of the 
n I . [n/v] - qf(• s') is bounded by 4(1-py) for all n 

Next, using (I), we get the desired result. D 

signed measure q;(•ls) + 
~ I, f E F and s,s' ES. 

* Following ROSS [9], fix some states and, for any O <a< I, define 

* v (s) = V (s) - V (s) a a a for s ES. 

LEMMA 2. Suppose that AI-A2 and A4-A5 hold. Then the family {v (•),O<a<I} 
a 

of functions is bounded and equicontinuous on S. 

PROOF. Let f 
a 

E F be as in Theorem I. Since V (s) = V (f(oo) ,s) for alls, a a a 
it follows from Leillllla I that Iv (s)I $ 4Mv/py for all O <a< I ands ES. 

a 
Choose now sO, s 1 and a, and assume that va(sO) ~ va(s 1). Put for abbrevia

tion~= r(sO,fa(sO)) - r(s 1,fa(sO)). Then, using Theorem I and (1), 
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va(so) - va(sl) = Va(so) - Va(sl) s; 

s; ~+a f sva(y)q(dylso,fa(so)) - a f sva(y)q(dylsl,fa(so)) = 

=~+a f sva(y){q(dylso,fa(so)) - q(dylsl,fa(so))} s; 

s; ~ + (4Mv/py)IQ(sO,s 1,fa(sO))1v(S). 

It now follows that, for all s,s' ES and O <a< 1, 

Iv (s')-v (s)I s; 
a a 

suplr(s',a)-r(s,a)I + (4Mv/py) suplQ(s',s,a)lv(S). 
aEA aEA 

Fix s Es. Since Sis locally compact, there is an open set O containing s such 

that O is compact. Then r(•,·) is uniformly continuous on Ox A. Now the above 

inequality and (3) imply that {va(·), O<a<l} is equicontinuous at s. D 

We now prove the optimality results for the average return criterion. 

THEOREM 2. Suppose that Al-AS hold. Then there is a constant g and a bounded 

continuous function v(•) on S satisfying the optimality equation 

(6) g + v(s) = max{r(s,a) + Is v(y)q(dyls,a)} 
aEA 

for all s E s. 

Also, there is an average return optimal stationary policy f(oo) such that 

f(s) attains the ma.ximum in the right side of (6) for alls ES and, more

over, g(f(oo) ,s) = g for alls ES. 

PROOF. The proof of this theorem follows ROSS [9]. However, since in ROSS 

[9] the action space is finite, the proof of Theorem 2 of ROSS [9] needs 

some modifications. Using the Lemmas 1 and 2 and the fact that 

I ( 1-a)V (s *) I s; M for all O < a < 1, it follows from the As coli Theorem 
a 

(e.g. ROYDEN [11]) that there is a constant g, a bounded continuous func-

tion v(•) on Sand a sequence {ak} with ak ➔ I ask ➔ 00 such that 

* (1-ak)Va (s) converges tog ask ➔ 00 and Va (s) converges to v(s) ask ➔ 00 

k k 
for alls E S. Suppose now that we have proved (6) with sup instead of max. 

Then, by invoking the Lemmas 3.4, 4.1 and the Selection Theorem in MAITRA 

[8], it follows that there is a f E F such that f(s) maximizes the right 
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side of (6) for alls ES. Next, the proof of Theorem 1 of ROSS [9] shows 

that policy f(oo) is average return optimal and that g(f(oo) ,s) = g for alls. 

It remains to prove (6). To do this, we distinguish between the cases (a) 

and (b). 

Case (a). Part (i) of A3 holds. Fix sO ES. Since A is a compact metric 

space, we can find an action aO EA and a subsequence {Bk} of {ak} with 

Bk+ 1 ask+ 00 such that fBk(s O) + aO ask+ 00 • Then, by using part (i) 

of A3 and Proposition 18 on p.232 in ROYDEN [11], 

Now, subtract VBk(s*) from both sides of (5) with a= Bk ands= sO• Next, 

by letting k ➔ 00 , we get (6) for s = s O with aO as maximizing action. 

Case (b). Part (ii) of A3 holds. Since Sis compact, it follows from the 

Ascoli Theorem that the convergence of v0 (•) to v(•) ask ➔ 00 is uniform 
k 

on s. Now, subtract V0 k(s*) from both sides of (5) with a= ak. Next, by 

letting k ➔ 00 and using the fact that (e.g. Lemma 3 in LIPPMAN [6]) 

lim sup hk(a) 
k➔oo aEA 

= sup lim hk(a) 
aEA k+00 

for any sequence {hk(•)} of real-valued functions converging uniformly on 

A, we get (6) with sup instead of max. This completes the proof. D 

For the case where Sis compact and A is finite and under assumptions 

including a special case of AS the results of Theorem 2 were obtained in 

YAMADA [15] by using a duality approach. Also under a Doeblin condition on 

the transition probability functions associated with the stationary policies 

and some continuity conditions WIJNGAARD [14] proved the existence of an 

average return optimal policy among the class of stationary policies by 

using linear perturbation theory. For the case where Sis denumerable HOR

DIJK [4] proved the existence of an average return optimal stationary poli

cy under various assumptions amongst which an assumption of the Doeblin 

type. 
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3. EXPONENTIAL CONVERGENCE OF THE VALUE ITERATION METHOD 

In this section we shall give conditions under which the value itera

tion method exhibits exponential convergence. We shall need the result that 

the optimality equation for the average return criterion has a fixed point. 

For the case of a finite state and action space SCHWEITZER & FEDERGRUEN [13] 

proved that the value iteration method exhibits exponential convergence when

ever convergence happens. However, according to Markov chain theory, this 

cannot generally hold when the state space is not finite. For a dynamic in

ventory model with a continuous state space exponential convergence of the 

value iteration was established in HORDIJK & TIJMS [5] by exploiting the 

structure of the model. 

Assume now that AI-A2 hold. Let B(S) be the class of all bounded 

continuous :functions on S. Define the mapping T: B(S)-+ B(S) by 

(7) Tu(s) = max{r(s,a) + IS u(y)q(dyJs,a)}, 
aEA 

SES. 

We note that, by the Lemmas 3.4 and 4.1 and the Selection Theorem 1.n 

MAITRA [8], Tu E B(S) and there is a f E F such that f(s) attains the max

imum in the right side of (7) for alls. For any u E B(S), let 

ttutt = sup ,5 u(s) - inf S u(s). SE, SE 
Given any u0 E B(S), define un E B(S) for n = 1,2, ••• by the value-

iteration equation 

(8) u (s) 
n = max{r(s,a) + Is un_ 1(y)q(dyjs,a)}, 

aEA 
SES, 

1..e. u = Tu 1• We shall now prove that the sequence {u (s) - ng} converges n n- n 
exponentially fast and uniformly ins to a function which differs by a con-

stant from the fixed point v(s) of the optimality equation (6). To do this, 

we introduce the following assumption of the "scrambling" type. 

AS'. There are numbers p > O, y > 0 and for each four elements (s 1,s 2 ,a 1,a2) 

with si E S, ai EA and s 1 # s 2 there is a a-finite measure¢ on (S,B) 

and a set CE B (¢ and C may depend on s. and a.) such that ¢(C) 2'. Y 
l. l. 

and p(s'ls.,a.) ~ p for alls' EC and i = 1,2 where p(•ls.,a.) is the 
l. l. . l. l. 

density of the absolutely continuous component of q(• Is. ,a.) with 
l. l. 

respect to¢· 
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Although AS' does not imply AS, an examination of the proof given on 

pp. 197-198 in DOOB [2] shows that, for each f E F, relation (4) also applies 

under AS'. Since in the analysis of section 2 we used AS only through (4), 

the optimality results of section 2 hold also under AS'. We note that AS' 

includes the case in which there is a number p > 0 and for each four ele

ments (s 1,s 2,a1,a2) with s 1 F s 2 there is a state s 0 such that q({s0}jsi,ai) 

~ p for i =1,2 (when Sis countable we can say in this case according to 

Markov chain terminology that for each stationary policy the associated 

matrix of one-step transition probabilities is scrambling and has an ergo

dic coefficient of at least p). 

THEOREM 3. Suppose that Al-A4 and AS' hold. Then 

(a) For aU u,w E B(S), 11 Tu-Twll ~ (1-py) 11 u-wll, i.e. T is a contraction 

mapping. 

(b) For any u0 E B(S), there are constants Lando= llu0-vll such that 

lu (s) - ng - v(s) - LI ~ o(l-py)n 
n for aZZ n ~ 1 ands Es. 

(c) For any n ~ 1, Zet f E F be such that f (s) attains the maximum in the n n 
right side of (8) for aZZ s. Then, for any n ~ 1, 

Moreover, sup {u (s)-u 1(s)} is monotone decreasing tog as n + 00 and s n n-
inf {u (s)-u 1(s)} is monotone increasing tog as n + 00, where the con-s n n-
vergence is exponentiaZZy fast. 

PROOF. (a) Choose u,w E B(S). Let fl E F and f 2 E F be such that f 1(s) at

tains the maximum in the right side of (7) for alls and f (s) attains the 
2 

maximum in the right side of (7) with u replaced by w for alls. Fix 

s0 ,s 1 ES. Now, it easily follows from (7) that 

Next an examination of the proof given on p. 198 in DOOB [2] shows that 
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right side of (9) is less than or equal to (1-py)llu-wll which implies part 

(a) since s 0 and s 1 were arbitrarily chosen. 

(b) The proof of part (b) proceeds along standard lines ( cf. [5] and [13]). 

By (6), T[v + (n-1 )~] = v + n~ for all n ::::: I where ~( •) is identical to g 

on S. A repeated application of this fact and part (a) shows that 

( 1 O) llu*II :,; 
n 

for all n ::::: 1. 

Now, let f E F be as 1n Theorem 2 and, for n::::: 1, let f E F be such that 
n 

f (s) attains the maximum in the right side of (8) for alls. Now, by (6) 
n 

and (8), we easily get, for all n::::: I, 

JS u: __ 1(y)q(dyJs,f(s)):,; u*(s):,; f u* 1(y)q(dyJs,f (s)) for alls ES, 
n S n- n 

so, by induction, we get that sup u*(s) is non-increasing inn::::: 1 and 
s n 

inf u*(s) is non-decreasing inn::::: I. From this result and (10) it now 
s n 

follows easily that sup u*(s) and inf u*(s) have a common limit L (say) 
s n s n 

as n ➔ 00 and that part (b) holds. 

(c) Similarly as in the proof of part (b), we get that sup {u (s)-u 1(s)} 
s n n-

is non-increasing inn::::: 1 and inf {u (s)-u 1(s)} is non-decreasing 1n 
s n n-

n::::: which proves the second assertion in part (c). By (4), we have for 

any f E F 

and 

( 00) I g(f ,s) = S r(y,f(y))Tif(dy), s ES. 

Using these relations and making an obvious modification on the argument 

used on p.243 in HASTINGS [3] we get the other assertion of part (c). D 
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