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1. INTRODUCTION

An important queueing model arising in various practical situations is one in which the service rate can be varied depending on the queue length. Consider a single server system where customers arrive in accordance with a Poisson process with rate \( \lambda \). Upon arrival a customer is immediately served if the server is idle and he waits in line if the server is busy. Each customer is served by using one of a finite number of available service types. For ease of presentation we assume two possible service types \( k = 1,2 \) where under service type \( k \) the service time of a customer is distributed as the positive random variable \( S_k \), having probability distribution function \( F_k \). It is assumed that \( ES_1 < \infty \) and \( \lambda ES_2 < 1 \). The service rule is characterized by two switch-over levels \( R_1 \) and \( R_2 \), where \( R_1 \) and \( R_2 \) are given integers with \( 0 \leq R_2 \leq R_1 \). For a new service the server switches from service type 1 to service type 2 only when the number of customers present is larger than \( R_1 \) and switches from service type 2 to service type 1 only when the number of customers present is smaller than or equal to \( R_2 \).

This queueing model with linear waiting costs and switch-over costs was studied in Tijms (1978) where an algorithm was derived for computing the values of \( R_1 \) and \( R_2 \) for which the long-run average expected costs per unit time are minimal. In this paper we are concerned with the computation of the stationary distribution of the queue size under the above service rule with given parameters \( R_1 \) and \( R_2 \). In Loris-Teghem (1978) Laplace transform results for this stationary distribution were obtained. However, these analytical results seem to be of little practical value for computational purposes. In this paper we shall derive a computationally tractable method which computes recursively the stationary probabilities. The derivation is simple and based on a very useful idea introduced in Hordijk and Tijms (1976) where a recursive relation was found for the stationary distribution of the queue size in the standard M/G/1 queue, cf. also Gavish (1978) and Neuts (1977b) for another proof of this recursive relation. The approach given in this paper may be useful in the algorithmic analysis of a variety of queueing problems, cf. also Neuts (1977a).
2. THE COMPUTATIONAL METHOD

We first introduce some notation. Unless stated otherwise, we assume for ease that epoch 0 a customer arrives who finds the server idle. Define now the following random variables.

\[ T = \text{the next epoch at which an arriving customer finds the server idle.} \]
\[ N = \text{the number of customers served in the busy cycle (0,T).} \]
\[ T_k(i) = \text{the amount of time during which } i \text{ customers are in the system and service type } k \text{ is used in the busy cycle (0,T), } i = 1, 2, \ldots ; k = 1, 2. \]
\[ N_k(i) = \text{the number of service completion epochs at which the departing customer leaves } i \text{ customers behind and was served by service type } k \text{ in the busy cycle (0,T), } i = 0, 1, \ldots ; k = 1, 2. \]

Define \( p_k(i,t) \) as the probability that at epoch \( t \) there are \( i \) customers in the system and service type \( k \) is used \( (i \geq 1, k=1,2) \) and let \( p(0,t) \) be the probability that the server is idle at epoch \( t \). By the theory of regenerative processes (cf. Theorem 1 in Stidham (1972)) and the finiteness of \( ET \), we have that the limits

\[ p_k(i) = \lim_{t \to \infty} p_k(i,t) \text{ and } p(0) = \lim_{t \to \infty} p(0,t) \]

exist and are given by

\[ p(0) = \frac{1}{\lambda E_T} \quad \text{and} \quad p_k(i) = \frac{E T_k(i)}{E_T} \quad \text{for } i \geq 1 \text{ and } k=1,2, \quad (1) \]

as is intuitively clear by interpreting \( p_k(i) \) as the long-run expected fraction of time during which \( i \) customers are present and service type \( k \) is used. Observe that \( \sum_{i=0}^{\infty} p(i) = 1 \) where \( p(i) = p_1(i) + p_2(i) \) for \( i \geq 1 \).

Further we have

\[ p(i) = \frac{E N_1(i) + E N_2(i)}{EN} \quad \text{for } i = 0, 1, \ldots \quad (2) \]

To explain this, we first note that by Theorem 3 in Stidham (1972) we can
interpret the p(i) as the long-run expected fraction of customers who find upon arrival other customers in the system (roughly speaking, Poisson arrivals see time averages). Clearly, the right side of (2) can be interpreted as the long-run expected fraction of customers who leave upon departure i customers behind in the system. Since in any time interval the number of times the queue size increases from i to i+1 cannot be differ more than one from the number of times the queue size decreases from i+1 to i, we get the equality (2). By (1) and (2), we have the relation

$$EN = \lambda ET.$$  \hspace{1cm} (3)

We shall now relate ET_k(i) and EN_k(i). To do this, define for k=1,2, j≥1 and i≥j,

$$A_k(i,j) = \text{expected amount of time during which i customers are present in one service time by type k given that this service starts when j customers are present.}$$

Since the Poisson arrival process has the well-known property that under the condition of n arrival epochs in (0,t) the joint probability distribution of these n arrival epochs is the same as that of the order statistics of n independent random variables uniformly distributed on (0,t) (cf. Theorem 2.3 in Ross(1970)), we find

$$A_k(i,j) = \int_0^\infty dF_k(t)\{\sum_{n=j}^{\infty} e^{-\lambda t} \frac{(\lambda t)^n}{n!} \frac{t}{n+1}\}.$$  

Note that A_k(i,j) depends on i and j only through i-j. Define for k=1,2,

$$a_k(j) = \int_0^\infty e^{-\lambda t} \frac{\lambda^j t^j}{j!} dF_k(t) \quad \text{for } j=0,1,\ldots,$$  \hspace{1cm} (4)

i.e. a_k(j) is the probability of j arrivals during a service time S_k. Then

$$A_k(i,j) = \frac{1}{\lambda} \sum_{n=i-j+1}^{\infty} a_k(n).$$  \hspace{1cm} (5)

We note that the probabilities a_k(j), j≥0 can be recursively computed when
\( F_k \) is a phase-type distribution function, cf. Neuts (1977b). Letting 
\( \tau(x) = 1 \) for \( x \geq 0 \) and \( \tau(x) = 0 \) for \( x < 0 \), it is easily seen that

\[
ET_1(i) = A_1(i, 1) + \sum_{j=1}^{\min(i, R_1)} EN_1(j)A_1(i, j) + \tau(i-R_2)EN_2(R_2)A_1(i, R_2)
\]

for \( i \geq 1 \) \hspace{1cm} (6)

and

\[
ET_2(i) = \min(i, R_1) + \sum_{j=R_2+1}^{\min(i, R_1)} EN_2(j)A_2(i, j) + \sum_{j=R_1+1}^{\min(i, R_1)} \{EN_1(j) + EN_2(j)\} A_2(i, j)
\]

for \( i \geq R_2 \) \hspace{1cm} (7)

where \( \sum_{a}^{b} = 0 \) if \( a > b \). Observing that \( EN_2(i) = 0 \) for \( i < R_2 \) and

\[
p(i) = p_1(i) \hspace{1cm} \text{for} \hspace{1cm} 1 \leq i \leq R_2 \hspace{1cm} (8)
\]

we get from (1)–(3) and (6)–(7) that

\[
p(i)ET = A_1(i, 1) + \sum_{j=1}^{i} \lambda A_1(i, j)p(j)ET \hspace{1cm} \text{for} \hspace{1cm} 1 \leq i \leq R_2 \hspace{1cm} (9)
\]

\[
p_1(i)ET = A_1(i, 1) + \sum_{j=1}^{R_2} \lambda A_1(i, j)p(j)ET + \sum_{j=R_2+1}^{\min(i, R_1)} EN_1(j)A_1(i, j)
\]

for \( i > R_2 \) \hspace{1cm} (10)

\[
p_2(i)ET = \min(i, R_1) + \sum_{j=R_2+1}^{\min(i, R_1)} EN_2(j)A_2(i, j) + \sum_{j=R_1+1}^{i} \lambda A_2(i, j)p(j)ET
\]

for \( i > R_2 \). \hspace{1cm} (11)

By writing \( A_1(i, j) = A_2(i, j) + A_1(i, j) - A_2(i, j) \) in the last term of the right side of (10) and adding the equations (10) and (11), we get

\[
p(i)ET = A_1(i, 1) + \sum_{j=1}^{R_2} \lambda A_1(i, j)p(j)ET + \sum_{j=R_2+1}^{i} \lambda A_2(i, j)p(j)ET + \sum_{j=R_2+1}^{\min(i, R_1)} EN_1(j)\{A_1(i, j) - A_2(i, j)\}
\]

for \( i > R_2 \). \hspace{1cm} (12)
Observe that the last term in the right side of (12) vanishes when $R_1 = R_2$. Suppose for the moment that we have numerically evaluated $ET$ and $EN_1(j)$ for $R_2 < j \leq R_1$. Then we recursively compute $p(i)$ for $i = 0, 1, \ldots$ by (2), (9) and (12). Next we can compute $p_1(i)$ and hence also $p_2(i)$ by (10). We note that we need not to numerically evaluate $ET$ beforehand when for any $\varepsilon > 0$ we can give an integer $M$ such that $\sum_{i=0}^{M} p(i) \geq 1 - \varepsilon$. Then we can recursively compute $q(i) = p(i)ET$ for $i = 0, 1, \ldots$ by (2), (9) and (12) and next we can approximate $p(i)$ by $q(i)/\sum_{i=0}^{M} q(i)$ in any desired accuracy.

We shall now give a method for the computation of $ET$ and $EN_1(j)$ for $R_2 < j \leq R_1$. Assume that $R_1 \geq 1$. Otherwise $R_1 = R_2 = 0$ and hence $ET = 1/\lambda(1 - \lambda ES_2)$.

Define

$$\alpha(i) = \text{expected time until the first epoch at which system becomes empty given that at epoch 0 a service of type 1 starts when } i \text{ customers are present (1} \leq i \leq R_1),$$

and, for any $j$ with $R_2 < j \leq R_1$, let

$$\beta(j)(i) = \text{expected number of departing customers who are served by service type 1 and leave } j \text{ customers behind in the system until the first epoch at which the system becomes empty given that at epoch 0 a service of type 1 starts when } i \text{ customers are present (1} \leq i \leq R_1).$$

Then

$$ET = \alpha(1) + \frac{1}{\lambda} \text{ and } EN_1(j) = \beta(j)(1) \text{ for } R_2 < j \leq R_1. \quad (13)$$

Noting that in the standard M/G/1 queue with arrival rate $\lambda$ and service time $S_2$ the expected length of one busy period equals $ES_2/(1 - \lambda ES_2)$, we find

$$\alpha(i) = ES_1 + \sum_{k=0}^{R_1 - i} a_1(k)\alpha(i-1+k) +$$

$$+ \sum_{k=R_1 - i + 2}^{\infty} a_1(k)(i-1+k-R_2)(ES_2/(1 - \lambda ES_2) + \alpha(R_2)), \quad 1 \leq i \leq R_1, \quad (14)$$

where $\alpha(0) = 0$. Similarly, letting $\delta(a,a) = 1$ and $\delta(a,b) = 0$ for $a \neq b$, we have
for any $R_2 < j \leq R_1$,

$$\beta(j)(i) = \sum_{k=0}^{R_1 - i + 1} a_1(k) (\delta(i-1+k,j) + \delta(j)(i-1+k)) +$$

$$+ \beta(j)(R_2) \sum_{k=R_1 - i + 2}^{\infty} a_1(k), \quad 1 \leq i \leq R_1,$$  \(15\)

where $\beta(j)(0) = 0$. Each of the relations (14)-(15) has the structured form

$$x(i) = a(i) + \sum_{k=0}^{R_1 - i + 1} b(k)x(i-1+k)+c(i)x(R_2), \quad 1 \leq i \leq R_1,$$  \(16\)

where $a(i)$, $b(i)$ and $c(i)$ are non-negative and known and $x(i)$ is unknown with $b(0)>0$ and $x(0)=0$. From this system of linear equations we can easily compute $x(1)$. Successively for $i=R_1 - 1, \ldots$, we can express $x(i)$ as a linear combination of $x(R_1)$ and $x(R_2)$ by using the equation for $x(i+1)$. Then, by the linear combination for $x(R_1)$ and the final equation for $x(1)$, we can solve for $x(R_1)$ and $x(R_2)$ and hence for $x(1)$.

**REMARK.** Consider the case where $R_1=R_2=R$ and $\lambda \leqslant 1$. For this special case an alternative method for computing ET can be given. This method is in particular suited when ET must be evaluated for a range of values for $R$. Define for parameter $\mu$ the function $\alpha(i, \mu)$ for $0 \leq i \leq R$ by $\alpha(0, \mu)=0$ and

$$\alpha(i, \mu) = \lambda \sum_{k=0}^{R-i+1} a_1(k) \lambda(i-1+k, \mu) + \alpha(R, \mu) \sum_{k=R-i+2}^{\infty} a_1(k) +$$

$$+ g(1) \sum_{k=R-i+2}^{\infty} (i-1+k-R)(i-1+k-R)a_1(k), \quad 1 \leq i \leq R,$$  \(17\)

where $g(\mu)=\mu/(1-\lambda \mu)$ and $0 \leq \mu < 1/\lambda$. For any $\mu$ the function $\alpha(i, \mu)$ is uniquely determined by the system of linear equations (17). Observe that, by (14), $\alpha(i, ES_2)=\alpha(i)$ for $1 \leq i \leq R$. Inverting the system of linear equations (17), it follows that for some functions $c(i)$ and $d(i)$ independent of $\mu$ we have

$$\alpha(i, \mu)=c(i)+d(i)g(\mu) \quad \text{for} \quad 1 \leq i \leq R.$$  In particular, there are constants $c(1)$
and \( d(1) \) such that

\[
\alpha(1,\mu) = c(1) + d(1)g(\mu) \quad \text{for} \quad 0 \leq \mu < 1/\lambda.
\]

Hence \( \alpha(1) = \alpha(1,ES_2) \) follows by determining \( c(1) \) and \( d(1) \). By (17) we clearly have that \( \alpha(1,ES_1) \) is the expected length of one busy period in the standard M/G/1 queue with arrival rate \( \lambda \) and service time \( S_1 \). Hence

\[
c(1) + d(1) \frac{ES_1}{1-\lambda ES_1} = \frac{ES_1}{1-\lambda ES_1}.
\]

Further, it is readily seen that \( \alpha(1,0) \) can be interpreted as the expected length of one busy period in the above standard M/G/1 queue with finite capacity \( R+1 \) for the number of customers in the system. For this finite capacity M/G/1 queue denote by \( \pi_0(R) \) the stationary probability that the server is idle. Then, by \( \pi_0(R) = (1/\lambda)/\{\alpha(1,0)+1/\lambda\}, \) we have

\[
c(1) = \{1-\pi_0(R)\}/\lambda\pi_0(R).
\]

The stationary probabilities of the queue size in the finite capacity M/G/1 queue can be expressed in those of the infinite capacity M/G/1 queue, e.g. see Cooper (1972). In particular we have

\[
\pi_0(R) = \pi_0/\{\pi_0 + \lambda ES_1 \sum_{i=0}^{R} \pi_i\}
\]

where \( \{\pi_i, i \geq 0\} \) is the stationary probability distribution of the queue size in the infinite capacity M/G/1 queue with arrival rate \( \lambda \) and service time \( S_1 \). As a special case of (12) with \( R_1 = R_2 = 0 \) and \( S_2 \) replaced by \( S_1 \), we find that the probabilities \( \pi_i \) for \( i = 0,1, \ldots \) can be recursively computed from \( \pi_0 = 1 - \lambda ES_1 \) and

\[
\pi_i = \lambda(1-\lambda ES_1)A_i(i,1) + \frac{i}{j=1} \lambda \pi_j A_i(i,j) \quad \text{for} \quad i \geq 1.
\]

Consequently for a range of values for \( R \) the quantity \( \pi_0(R) \) and so ET can be computed by a simple forward recursion.

We further remark that the average expected queue size may be directly computed in a very similar way as ET, cf. also Tijms (1978). We conclude
by remarking that the above analysis may be routinely extended to the

case of more than two service types, group arrivals and switch-over
times. Also, by using the approach discussed in this paper, we have

obtained promising approximations for the stationary distribution of the

queue size in multi-server queueing systems which we are currently

investigating.
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