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ABSTRACT 

Necessary and sufficient conditions are derived for "(A,B)-invari­

ance", called here controlled invariance, for nonlinear systems i = f(x,u). 

The obtaine~d results generalize and elucidate already known results about 

systems i =• A(x) + '\'~ 1 u.B. (x). A new and direct differential geometric Li= l. l. 

interpretation of the concept of controlled invariance and the derived 

conditions is given. 
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§ 1 • INTRODUCTION 

Basic to the solution of various problems in linear systems theory 

is the notion of (A,B)-invariance or, also called, aontroZZed inva.Pianae 

(cf.[1,13]). Recently several people studied the problem of generalizing 

this notion to nonlinear systems of the form 

(1. 1) 
m 

x = A(x) + l 
i=l 

(cf.[4,5~6,7,8,9]) 

u.B. (x) 
l l 

Actually, very recently conditions have been found which seem very conclu­

sive for this class of systems (cf.[6,9]). 

The aim of this paper is to generalize the concept further to general 

nonlinear systems 

( 1 • 2) x = f(x,u) 

and to derive conditions similar to those derived for systems of the form 

(1.1). In the course of doing this it became clear that the concept of 

controlled invariance can be translated, in a natural and clarifying way, 

into classical differential geometric notions like integrability condi­

tions and connections on fiberbundles. Actually, we will show that this 

point of view also elucidates the already known results about systems 

of the form (1.1) (we will call these systems affine systems) 

Before going on we will briefly summarize some of the ideas and re­

sults about controlled invariance for linear and affine systems(for an in­

troduction see also [4,5,8]). First we define the related notion of 

invarianae. Consider a linear system 

( 1 • 3) 
. 
x =Ax+ Bu, x e: X := lR n, u e: U := :Rm 

We call a linear subspace V c X invariant if AV c V. We can interpret 

this condition in the following way. The collection of affine subspaces 

x + V ,x e: lR n, can be regarded as the leaves of a foliation of lR n. 
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Then AV c Vis equivalent to saying that the system (1.3) leaves 

the foliation invariant; i.e.take two arbitrary points x 1 and x 2 on a 

same leaf and take an arbitrary inputfunction u(•), then the integral . 
curves starting from x 1 and x2 , generated by x =Ax+ Bu, intersect 

at every time t the same leaf. 

This idea can be generalized to nonlinear systems 

(1.4) x = f(x,u), X € M, Ma manifold 

Take instead of a linear subspace Van involutive cli.1,;tJubt.Lt,,,Lon Don M. The 

maximal integral manifolds of this distribution are the leaves of a folia­

tion of M. Then we say that the distribution Dis invariant if again for 

every input function u(•), the system X = f(x,u) leaves the foliation 

invariant. 

Actually it is a standard fact from differential geometry, that this 

condition is, just as in the linear case, equivalent with an inoirutu-ima.t 
condition, namely 

[f(•,u), nJ c n 

(see for notation the end of this§) 

Controlled invariance is defined as follows. An involutive distribution D 

is called controlled invariant if there exists a feedback u 1-+ v : = a ( x, u) 

such that after applying this feedback Dis invariant with respeQt to the 

modified dynamics 

x: = f(x,v) 

Within the "category" of linear systems feedbacks should have the form 

u' 1-+ v := u - Fx 

and for affine systems 

u H- V : = M (x) u - V (x) 
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The defect in this definition of controlled invariance is that it re­

quires the ex..Utenee of a feedback. Therefore conditions should be sought 

on the distribution D and the system i = f(x,u) which ensure the existence 

of a feedback which makes D invariant. In fact for linear systems (1.3) it 

can be easily proven that 

AV C V + tmB 

is necessary and sufficient for the existence of a matrix F such that 

(A+BF) V C V. 

Very recently, in [6] and independently in [9] the following result 

has been proven for affine systems 

m 
x = A(x) + l u.B. (x) 

i=l 1 i 

Define the affine distribution Ii by ti(x) := A(x) + Span {B1(x), •••• , 

Bm(x)} and the distribution Llo by 60(x) := Span {B 1(x), .••• ,B (:it)}. Then a 

distribution Dis controlled invariant iff 

(see for the notation the end of this§), where we suppose, to avoid tech­

nical difficulties, that the dimension of D n 60 is constant. This last 

result includes an earlier result in [4]. 

Finally, in this paper we will give the conditions for controlled 

invariance for general systems i = f(x,u) (see §4). 

The outline of the paper is as follows. §2 contains preliminaries 

about definitions of nonlinear control systems which will clear up the way 

to the definitions of controlled invariance in §3. It will be argued 

that a natural concept for controlled invariance is the idea of an 

(,i.n;teg!Ulble) eonneeti..on, which will be dealt with in §4. It will be shown 

here that for affine systems the vanishing of the tolt.6..ion and the CU/l.va­
:t.wr..e tensor of an affine connection exactly gives the integrability con­

ditions needed for the construction of a feedback. Furthermore the con­

dition for controlled invariance for general nonlinear systems is derived. 

§5 contains the conclusion. 
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Some notation 

Our basic reference to differential gemometry will be [II]. All our 
00 

objects like manifolds, maps, etc. are C • We call 6 an affine distribu-

tion on a manifold M if~ in every x EM is given by an affine subspace 

~ (x) c TM (in a smooth way). Given two (affine) distributions n1,n2 , then 
X 

we define the distribution 

where [ J is the Liebracket. Given a distribution Don M, . 
then we define D, a distribution on TM, as follows. Let X be a vectorfield 

on M. X generates a group of diffeomorphisms Xt:M-+ M (t small), such 

that t--+ Xt(x) is the integralcurve of X starting from x. Then (Xt)*a 

TM ---r TM is: a group of diffeomorphisms which in the same way belongs . 
to a vectorfield on TM. Denote this vectorfield by X. Next, define for a 

vectorfield Yon M, the trivial extension Y of Y as the vectorfield on TM, 

which, restricted to M, is equal to Y and which, restricted to the fibers 

of TM, is zero. Then define 

n := {x Ix En} u {Y IY En} 

If D is a k-·dimensional involutive distribution we can g:j.ve the following 

simple description of Din local coordinates. Take coordinates (x1, •••• ,xn) 

for M (from now on we shall always assume M to bean-dimensional manifold) 

such that 

a a D = { 3x 1, ...• , 9~ }, with k:::: n 

Denote the corresponding coordinates for TM by (x1,--,xn,~l'--,in) 

= dx.(v), for v E TM). Then (~.:TM-+ JR is defined as: i. (v): 
J J J 

3 
, .... ,-3- ' 

~ 

3 
.. 

ax1 

, .... , } 
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§2. PRELIMINARIES 

Before going to the problem of controlled invariance for general non­

linear systems, we will first review the definitions of nonlinear control 

systems we shall use henceforth. This new approach was proposed by WILLEMS 

[12], and elaborated in [10,8], and is related to recent proposals of 

BROCKETT [2]. In fact the problem centers around a eooncU.na,te onee way of 

defining the equations 

(2. 1) x = f(x,u) 

where x 1.s the state of the system, and u is the input. Usually this 

1.s done by looking at (2.1) as a family of globally defined vectorfields 

f(.,u) on the state space manifold, parametrized by u. However there are 

serious objections to this definition (cf.[2,10,12]) and moreover in many 

cases it happens that the input space is state dependent. 

Therefore the most natural definition seems to be 

DEFINITION 2.1. (Nonlinear control system) (cf.[12]). 

A nonLLne.cvi eon:tJiol -0y-0tem r is a 3-tuple I(M,B,f) with Ma manifold, Ba 

fiberbundle above M with projection 1r: B - Mand fa smooth map such that 

the diagram 

(1r 1.s the natural projection of TM on M) 
M 

TM 

commutes 
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REMARK I.Mis to be considered as the state space while the fibers of B 

represent the (state dependent) input spaces. If we denote coordinates 

for M by x, and coordinates for B by (x,u), with u coordinates for the 

fibers, which are assumed to be m-dimensional then locally this definition 

comes down to (writing fas (x,u) --r(x,f(x,u)), abuse of notation!) 

x = f(x,u) 

REMARK 2. The usual approach is recovered by taking Ba trivial bundle, 
m i .e .B = M x U, with U (most times) c: JR • 

REMARK 3. Note that our definition is also coordinate free with respect 

to the inputs, i.e. there are no a priori specified coordinates for the 

inputs pace as in the usual approach where Uc JRm and hence has already 

coordinates. 

In this framework oeedbaek can be defined in an appealing way. A 

system E (M,B,f) is -Seedbaek eqc.u.val.en,t to a system 'i(M,B,f) iff there 

exists a bundle isomorphism a: B - B such that the diagram 

f 

B B 

M commutes 

with the same abuse of notation as in remark I we shall write a. in local 

coordinates as (x,u) - (x,a.(x,u)). 

A special, but important, class of nonlinear systems is given by 

DEFINITION 2.2. (Affine control system) 

A nonlinear control system E (M,B,f) is an aoo,i,ne control system if Bis 

a vectorbu:ndle and the map f restricted to the fibers of B is an affine map 

into the fib1ers of TM. Also we assume, to avoid singularities, that f is an 

immersion, 

REMARK I. Because the fibers of Band TM are vector spaces, ."affine" .is 

well defined. 
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REMARK 2. If we take coordinates x for Mand affine coordinates 

(u1, ••• ,um) for the fibers of B (i.e. affine maps from the fibers into 1R.) 

then the system is locally described by 

m 
x = A(x) + }: 

i=l 
u.B. (x) 

l. l. 

where span {B 1(x), ••• ,B (x)} has constant dimension. 
m 

REMARK 3. Note that the class of feedbacks which preserve the affine struc­

ture consist of those o :B--+ B which restricted to the fibers are affine. 

Hence in coordinates as above 

(x,u) 0 (x,M(x)u-v(x)) 

with M(x) a mxm matrix (nonsingular). 

An equivalent definition is obtained by looking only at the image 

of the map fin TM. Because f is affine, the image of the fiber of B above 

a point x €Munder f is an affine subspace of TM. Hence we obtain 
X 

(cf.[8,9]) 

DEFINITION (2.2) 1 

An affine system on a manifold Mis an affine distribution !::i.. 

REMARK. Define t:i.0 := !::i. - !::i. := {X-YIX,Y € !::i.}. Then t:i.0 is a distribution, 

given in local coordinates as above by span {B 1(x), ••• ,B (x)}. We denote 

the affine system by ( t:i., t:i.0) 

As already noted, our definition is also coordinate free with respect 

to the inputs. A local coordinatization of Bis given by a trivializing 

chart, i.e. an open neighborhood Osuch that n~l(O) e::1 OxF, where Q,! stands 

for isomorphic and Fis the so called standard fiber. Notice that a co­

ordinatization of O and F i1I111ediately gives a coordinatization (x,u) of 

n- 1(0) such that x are coordinates for O c M. We will call these kind of 

coordinates fiber respecting. 
In general there are many trivializing charts, and hence many fiber 

respecting coordinatizations of B. 
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In this cont,ext it is easy to see that, given a local fiber respecting 

coordinatization of B, feedback (x, u) ~ (x, .a (x, u)) can be interpreted 

as defining a new fiber respecting coordinatization (x,v) with v = a (x,u). 

This idea, t:ranslating feedback into choice of coordinates will be used in 

the sequel. 

Finally we will define the extended system, introduced in [ 10], which 

will be important henceforth. 

DEFINITION 2.3 (Extended syste~) 

Let L (M,B,f) be a control system (def. 2.1). The extended system, denoted 

Le (M,B,f), is an affine system (def(2.2)') constructed in the following 

way. Take as state spce the manifold B. Let (i,;) be a point in B. We 

construct an affine subset ~e (i,v) of T - - Bas follows. The map f:B (x,v) 
- TM gives a vector f(x,v) E T-M. Now define 

X 

{X E T - - B 
(x,v) 

Then ~e, in ◄:very (x,v) defined as above, is an affine distribution on B. 

It is easy to see that~; := ~e-~e ={XE TB I 1r*X = O}. Hence (~e,~;) is 
e an affine system on B, denoted by L (M,B,f). 

§3.CONTROLLED INVARIANCE FOR NONLINEAR ,CONTROL SYSTEMS. 

1. As we saw in the Introduction the underlying idea of (A,B)-invari­

ance ,or controlled invariance is the following. Let D be a distribution, 

which is involutive and·. therefore induces a foliation. Then D is invariant 

with respect to the dynamics of a system i = f(x,u) if for any two points 

x 1 and x2 on a same leaf of the foliation and for all input functions u(.) 

the integralcurves starting from x 1 and x2 with a fixed~(·) will be 

on the same leaf at the same time t. Dis controlled invariant i-f this 

holds after applying feedback. The infinitesimal translation of this gives: 

(PRELIMINARY) DEFINITION 3.1. Le L (M,B,f) be a control system. Let (x,u) 

be fiber respecting coordinates for B, in which the control system has 

the form i = f(x,u). A distribution D (involutive) on Mis called con­

trolled invar>iant if there exist a feedback, i.e. a bundle isomorphism 



a;B ~ B, in coordinates given by 

(x,u) a 
i-=-r (x,v := a(x,u)) 

such that the control system in these new coordinates (x,v) given by 

i = f (x,v) satisfies 

°[£ (•,v) ,DJ c D, for every v constant 

REMARK I.This readily implies that for every time function v (•) also 

ct'c•,v), DJ c n 

The defect of this definition is that it already assumes a choice of 

input coordinates u. By doing this, it obscures the problem, because the 

former definition is easily seen (see end §2) to be equivalent to: 

DEFINITION 3.2 (Controlled invariance) 

Let E (M,B,f) be a control system. An involutive distribution Don Mis 

called controlled invariant, if there are fiber respecting coordinates 

(x,u) for B, such that for every fixed u 

[f(•,u), D] c D 

where x = f(x,u) is the coordinate representation of E. 

In fact, this last definition can be made totally coordinate free. 

For this we need the concept of an (integrable) connection, which will 

9 

be treated in the next§. The final formulation will be given in th. 4.10. 

In applications the concept of controlled invariance is many times 

used to factor out a part of the state space (cf.[4,5]). Def. 3.1 and 3.2 

only ensure that locally the controlled invariant distribution can be 

factored out, and in fact there may be obstructions to do this globally 

(cf.[5]). Therefore we could also go the other way around and see what 

we mean by globally factoring out. Actually we will give a definition 

of a quotient system which locally implies controlled invariance. 
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DEFINITION3.3. (Quotient system) 

Let E(M,B,f) be a control system. A control system E(M,B,f) is called a 

quotient system of E if there exist surjective submersions <P and <P such 

that the diagram 

f 
B TM 

~ f ~ 
B 7 TM 

1T ~ /.M (3. I) 
M 

} 
M commutes 

REMARK: compare this with the definition of minimality in [IO]. 

In order to see that this definition locally implies controlled 

invariance, we have to make the following observations (cf.also [IO]). 

Because <P and <Pare surjective submersions they induce the involutive 

distributions 

E :={XE TB 

D :={XE TM 

<P X = O} 
* 

<P X = O} 
* 

resp. 

LE:MMA 3.4. Let I be a qu6tient system of E as in def. 3.3. Let D be defined 

as above, . then ·v is controUed invariant with 1"espect to E. 

Proof: Diagram (3.1) has two cormnuting subdiagrams which respectively give 

i) 

ii) 

rr E = D 
* . 

f E C D 
* 
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. 
(because it is readily seen that~* induces the distribution D, see 

§ 1). Now, the distribution E in fact defines fiber respecting coordinates 

above the leaves of the foliation generated by D, in the following way. 

Take a leaf F of the foliation. Restrict the bundle B to this leaf. Denote 

this new fiber bundle above F by BF. Because ,r*E = D and Eis involutive, 

E defines sections in BF which project onto F. (the sections are the maximal 

integral manifolds of E). We can define coordinates u for the fibers of 

BF, such that u-l(c), with c constant, are the sections of E in BF. 

Assume for a moment that~ restricted to the fibers of Bis bijective. * . 
Then one can see that, given an arbitrary fiber respecting coordinatiza-

tion of·B, the process above .generates in a unique way fiber respecting 

coordinates for B. When~* restricted to the fibers has a nontrivial null 

space, then for this part of the fibers we may arbitrarily complete the 

coordinates. 

Finally, take coordinates x1, •••• _,xn 

' ... ·-, - 0-} , with k s: n. 
a~ 

Then.construct fiber respecting coordinates (x,u) as above. In these 

coordinates 

a 
E = {~ , •. ~.' 

I 

a • 
-"-} , and f E c D implies 
0~ * 

j th component(::. (x,u)) = 0, 
]_ 

with i = l, •••• ,k 

j = k+I, •.•• ,n 

• (where x = f(x,u) is the representation of r in (x,u)). This is equivalent 

with : 

[f(•,u), D] c D 

REMARK I.This proof also exactly shows which freedom one has in choosing 

coordinates (or in constructing feedback) such that in these coordinates 

Dis invariant. In fact, loosely speaking, outside of the distribution 
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D the coordinates for the fibers are arbitrary. Above the distribution 

D the coordinates for the fibers are uniquely determined except for the 

part which~* send to zero. This last part consists exactly of the inputs 

which are factored out in diagram (3.1) and which do not appear anymore 

in the quotientsystem. 

REMARK 2. 
-J 

An interesting special case of controlled invariance is when f*(w* (D)) c 

D. The proof above shows that in this situation Dis invariant for all 

fiber respecting coordinatizations (x,u) of B. Also, it is easily seen 

that the system factored out by D, is autonomous (the inputspace consists 

of only one point). 

Finally we can also relate controlled invariance in a system E(M,B,f) 

with controlled invariance in the extended system Ee(M,B,f) denoted by 

(!::. e, !::.; ) (see def 2. 3) • In local coordinates it is easily proven (see also 

[ 10]): 

LEMMA 3.5 

. 
f* E c D, with w* E = D, is equivalent to 

[t::.; E] C E + !::.~ 

As is known from recent work ([6,9], see the introduction) the last 

expression [!::.e,E] c E +!::.~is equivalent to the controlled invariance 

of E with respect to the affine system (!::.e, !::.~). Therefore, combining 

conditions i) and ii)(in the proof of lennna 3.4) and lennna 3.5, gives 

PROPOSITION 3.6 

An invoZutive distribution Dis aontPoZled inval'iant with Pespeat to 

E (M,B,f) iff thePe exists an invoZutive distPibution E, with w* E = D, 

such that E ia aontPoZZed invaPiant with Pespeat to re (M,B,f). 

2. We have defined controlled invariance by requiring that, after 



applying feedback, the modified dynamics leave the foliation invariant 

for aZZ input functions. Of course, this demand might be too strong 

and we could be content if the foliation is invariant for only a part 

of the inputs. We will call this degenerate aontroZZed invarianae. 

Definitions 3.1 - 3.3 can be readily adapted to cover this situation. 

For instant we require in def. 3.1 no longer that a is an isomorphism, 

and in def. 3.3 we allow J to be a partiaZ map. 

However finding necessary and sufficient conditions for degenerate 

controlled invariance seems to be harder than for the (full) controlled 

invariant case, and we will leave it for the moment. 

(Note that in the linear case degenerate controlled invariance implies 

full controlled invariance). 

§4. CONTROLLED INVARIANCE AND CONNECTIONS 

13 

In this section we introduce the concept of a connection on a fiber 

bundle and we will relate this to the controlled invariance as introduced 

in section 3. For a more detailed treatment of a connection the reader 

is referred to the litterature on differential geometry.(See e.g.[3]) 

DEFINITION 4.1 Let TI: B-+- M be a smooth (fiber) bundle. A tangent 

vector v ET :B, p EB, is said to be vertiaaZ if TI (v) = O. V(p) denotes 
p * p 

the set of all vertical tangent vectors in p. A distribution Hon Bis 

said to be horizontal if TB= H(p) ~ V(p) for all p EB. p 

REMARK: We see that H c V(B) is horizontal implies that for all p EM, 

H(p) is a linear subspace of TB with the following properties: 
p 

dim H(p) = dim M 

H(p) n V(p) = 0 

TI* maps H(p) isomorphically onto TTI(p)M. 

Now the.next definition will be clear: 
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DEFINITION 4.2 

A curve a: :m.----+ Bis ho'l'izontal with respect to a horizontal dis­

tribution B .if a' (t) E H(a(t)) for all t E :m. ., i.e~ a is an integral 

curve of a vector field which belongs to the horizontal distribution 

Hon B. 

We are now able to define a connection: 

DEFINITION 4.3 
Let ,r B-+ M be a smooth bundle, and let H be a horizont~l distribution 

on B. H determines a nonlinear connection for ,r : B ~ M which is defined 

by the following lifting procedure: 
-1 For every curve a 1 :m.----+ Mand each point p Err (a 1(O)) there 

is a horizontal curve a: :m.--+ B such that 

,r (a(t)) = a 1 (t) a (O) = p 

REMARKS 

(i) We claim that every curve in M can globally be lifted to an 

integral curve of H, that is a complete nonlinear connection. 

In general a nonlinear connection is not complete; a curve in 

M can only locally be lifted to an integral curve of H. For the 

results of this paper we do not need the completeness, but 

it makes it somewhat easier to handle. 

(ii) In the litterature there exists a couple of different defini­

tions of a connection (introduced by different people) •. 

The above definition in fact defines the Ehresmann connection. 

The next proposition gives a uniqueness property of the lift a of a 1 

in definition 4.3. 

PROPOSITION 4 .5 

Let H be a ho'l'izontal d:ist'l'ibution on B which d.efines a nonlinear con­

nection for ir:B ~ M then the Zift a::m. ~ B of a curve a1 ::m. ~ M 

d,e fined by d,e fini tion 4 • 3 is unique • 

And so we have as a direct consequence 
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PROPOSITION 4 .6 

Let H be a horizontal distribut:ion on B which defines a nonlinear con­

nect:ion for 1T :B - M. The connect:ion determines a diffeomorphism between 

every two fibers of 1r, i.e. for all m1,m2 EM we have a diffeomorphism 
-1. -1 h:1r (m 1) + 1T (m2) 

Next w,e will define an important class of nonlinear connections. 

DEFINITION ,4. 7 

Let 1r:B - M be a vector bundle, i.e. for all m E M,1r- 1 (m) is a real 

vector spac,e. A nonlinear connection defined by a horizontal distribution 

is called an affine connection if the fiber diffeomorphisms defined 

by the conn,ection are affine isomorphisms between the vector space fibers. 

Another useful property isgiven by: 

DEFINITION ,4 .8 

Let 1r:B - M be a smooth bundle. Let H be a horizontal distribution on B. 

which defines a nonlinear connection. The connection is integrable if 

[H,H] c H, i.e. His integrable as a vector field system •. 

The integrability of a connection of a horizontal distribution H 

implies that through each point p EB there passes an unique maximal con­

nected integral submanifold M' of H (according to Frobenius 1 theorem) and 

this submanifold M' is transversal to the fibers of 1r, i.e. for all q EM' 

we have TB= TM'@ V(q). 
q q 

For later use we will investigate the integrability of an affine 

connection in detail. 

According to definition 4.7 we can choose a (affine) coordinate system 

for B:(x,v) = (x 1, •••• ,xn,v1, ••• vm) where small (x1, ••• ,xn) is a coordinatiza­

tion of M such that the linear subspace H(x,v) c T( )B (def. 4.1) has x,v 
a basis x1, ..• ,Xn of the following form (See [3]). 

( 4. I) a a x. (x,v) = -"' - + [h. (x) + K. (x)v] ;-
1 oX. 1 1 aV 

1 = 1, •.. ,n 
1 

where: 
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h. (x) is am-vector 
1 

K. (x) is a mxm-matrix 
1 

a -= 
av 

t (( ••• ) denotes transposed) 

Now [H,H] c H implies 

(4 .2) [X. ,X.](x,v) 
1 J 

= [-a- + (h < ) < ) ) a _a_ + ( < ) < ) ) a J ax. i X + Ki X V av ' ax • h. X +K. X V 3 
1 J J J V 

clh. (x) ah. (x) 
a [ J - 1 + K . (x) h. (x) = - K. (x)h. (:x) J3 + 

ax ax' J 1 1 J V 

1 J 

aK. (x) aK. (x) a [ J - 1 + K . (x) K. (x) - K. (x)K. (x) JT 
ax ax J 1 1 J V 

1 j 

= 0 (by (4.2)) for all (x,v) 

Therefore: 

(4 .3) 

and 

(4 .4) 

ah. (x) 
J 
ax. 

1. 

ah. (x) 
1 +·-K. (x)h. (x) - K. (x)hh(x) = 0 ox. J 1 1 

J 

aK. (x) aK. (x) 
_J __ - - 1-- + K. (x)K. (x) 

ax 
i 

ax. J 1 

J 

- K. (x)K. (x) = 0 
1 J 

for i,j = 1, .•• ,n. 

We can also work out the integrability condition (4.2) in a dual 

fashion, dual in the sense that we translate eq. (4.2) to the cotangent 

space of B. The integrability of H then guarantees that two 2-forms, 

called the torsion tensor and the curvature tensor, vanish (See e.g [3]). 

This requirement is exactly equivalent to the equations (4.3) and (4.4), 

and thus we will call this the torsion equation resp. the curvature 



equation. Conversely an integrable affine connection will be defined 

by the vector fields given by (4. I) where h. (x) and K. (x) satisfy the 
l. l. 

torsion and curvature equation. 

Let D be an involutive distribution of fixed dimension k on M. Let 
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H be an horizontal distribution on B which induces an integrable affine 

connection on TI:B---+ M. Then this connection defines an unique lifting 

procedure for the distribution D (See def 4.3). In fact, choose a 

coordinate system (x1, ••• ,x) for Mas in the Frobenius' theorem then Dis 
. n a a 

spanned by the vectorf1.elds -,..- , ••. , -,..-
ox1 o~k 

. Let H(x,v) c T (x,vl be spanned by (as 1.n (4. I)) 

i = I, ... ,n 

Then the lifting of the distribution D gives a new involutive distribution 

Dl which is spanned by 

(4 .5) 

REMARK: 

:K. = 
l. 

a a + [h. (x) + K. (x)v] ~ ax. 1. 1. oV 
1. 

1. = 

The basis x1, ••• ,~ for Dl defined by (4.5) satisfies 

I , .•. , k 

ah. (x) 
J 
ax. 

1. 

ah. (x) , 
. 1 + K. (x)h. (x) - K. (x)h. (x) = 0 ax. J 1. 1. J 

(4 .6) 

HK. (x) 
J 

ax. 
1. 

J 

aK. (x) 
_1. __ + K. (x) K. (x) - K. (x) K . (x) = 0 

J 1. 1. J ax. 
J for i,j = I, ... ,k 

Now as:s1..llll.e we have given an affine control system (l'i;l':.0) as in 

' definition 2.2 • We will denote the extended system (See def. 2.3) by 

I':. e with 'input space I I':.;. 

After these preparations we state 

THEOREM 4 .9 

D is a cont:r>oUed invaT'iant distribution for an affine system (I':. ,l':.0) iff 
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there e:cists a:n integrabZe affine aonneation for w:B--+ M suah that 
e e 

[A ,nlJ c nl + A0 

PROOF 

(.-) Suppose there exists an integrable affine connection for w:B--+- M with 

[A; Dl] c Dl + A~ . The horizontal system on B which defines the affine 

connection is according to (4.1) given by: 

(4 .1) i:=1, ..• ,n 

where (x,v) is an affine coordinate system for B. By the integrability 

it follows that h. and K. satisfy the curvature and torsion equation (4.6). 
l. l. 

Let the control system om M be given by 

• 
(4. 7) x(t) = A(x(t)) + rm v. (t)B.(x(t)) =: A(x(t)) + B(x(t))v(t) 

i=l 1. 1. 

where B(x) a (n,m) - matrix with columns Bi(x) and v(t) = 

t = (v 1 (t), ••• ,vm(t)) • So the extended system has the form 

. 
(4 .8) 

{
~(t) = A(x(t)) + B(x(t))v(t) 

v(t) = u(t) 

From (4.5) we know that Dl is spanned by 

x. (x, v) =-a- + [h. (x) + K. (x)vJ-;f--
1. ax. l. l. oV 

l. 

i = 1 , •••• ,k 

e e So from [A, Dl] c Dl + AO we deduce for all i = 1, ..•. ,k 

[ ( ) ) a + u_a_ :..., a (h. (x)+ K. (x)v)f-J € (A(x)+B X V av. av ~-c)x. + l. l. oV 
l. 

(4.9) 
Span f-1.. + (Q. (x)+K. (x)v) +.,} , i = 1, •••• ,k} ax. l. l. oV oV 

l. 



Computing the Lie bracket of (4.9) leads to 

[aA(x) + aB(x)v + B(x)h. (x) + B(x)K. (x)vJ-;f- E 
·ax. ax. l. l. ox 

l. l. 

Span {-a-+ (h. (x)+K. (x)v)-;f- , a 1. = 1, ••• ,k} 
ax. l. l. oV av 

l. 

for all i=l, ••• ,k 

Therefore 

(4. 10) j th component of (aA(x) + clB(x)v + B(x)h. (x) + B(x)K1. (x)v \) = 0 
\ax. ax. l. 

l. l. 

for all (x, v) 

Thus we havei 

(4. 11) 
(aA(x) 

B(x)hi(x)) j th component of 
\ax. 

+ = 0 
l. 

(4.12) 
(aB(x) 

+ B(~)Ki(x)) 
.. th 

JI component of 
\ax. 

= 0 
l. 

where h.(x) and K.(x) satisfy (4.3) and (4.4). 
l. l. 

J = k+ 1, ••• ,n 

1. = 1, ••• ,k 

J = k+ 1 , ••• , n 

l. = 1 , ••• , k 

J = k+ 1 , ••• , n 

l. = 1 , ••• , k 

Now equation (4.11) together with the curvature equation (4.4) is an 

old friend (cf. Nijmeijer [9], Isidori et al [6]). We deduce from [6] and 

[9] that there exists a nonsingular (m,m) - matrix M(x) such that 

(4.13) 

Let 

(4.14) 

j th component of (a!. [B(x).M(x)J) = 0 
l. 

ii(x) := B(x)M(x) 

Furthermore we see 

j = k+ 1, ••• ,n 

i = 1, ••• ,n 

19 
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.th ( a ) J component of \~ [B(x)hi (x) J = 
s 

( ah.(x)) 
j th component of ,:!(x) hi(x) + B(x) ~x 

s . s 
(4. I 2) 

.th ( ah.(x)) 
J component of ,-B(x)Ks(x)hi(x) + B(x) -ax_i __ 

s 

and by the torsion equation (4.3), the last expression equa;J..s 

.th ( a ) J component of ax.[B(x)hs(x)] 
1 

i,s = I, ••• ,k 

J = k+ 1, •.• ,n 

It follows, combining (4.11) and HIRSCHORN [4] - in fact Frobenius' theorem 

- that there exists an m vector v(x) such that: 

(4. 15) .th ( a \ 
J component of \ax. ,[A(x) + B(x)v(x)]) = 0 

1 

J = k+ 1, ••• ,n 

i = i, ... ,k 

Thus if we use a feedback v(t) = M(x)v(t) + ~(x) for the system (4.7) we get 

(4.16) 

and so by using (4.13) and (4.15) we see that the distribution Dis 

controlled invariant for the system (4. 16) 

(=>) Let D be a controlled invariant distribution for the system given by 

(4.7), where Dis spanned by the vector fields -;f--, ... ,-;f--. For the 
ox 1 o~ 

construction of an integrable affine connection we need matrices h.(x) and 
1 

K.(x) which satisfy the torsion and the curvature equation (4.3) and (4.4). 
1 

From Isidori et al [6] and Nijmeijer [9] we know there exist (m,m)-matrices 

K. (x) such that 
1 

~B(x) = 
ax. 

1 

B (x) K. (x) mod D 
1 

i = 1 , ••• , k 



and these matrices K.(x) satisfy 
l. 

aK. (x) 
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aK. (x) 
- J 

ax. - 1-- + K. (x)K. (x) - K. (x)K. (x) = 0 ax. J l. l. J 
i,j = I, ••• , k 

l. J 

According to [6] (see also Remark I after lemma 3.4) we can also define 

matrices K 1(x), ••. ,K (x) such that -k+ n 

(4. 4) 
aK. (x) 
- J 
ax. 

l. 

aK. (x) 
a~. + K. (x)K. (x) - K. (x)K. (x) = O 

J J l. l. J 

i.e. the curvature equation (4.4) ! 

i,j = 1, ••• ,n 

Furthermore it follows from the fact that Dis controlled invariant 

that 

at(x) = B(x)h. (x) (mod D) 
x. l. 

l. 

where the v1ectors h. (x) satisfy 
l. 

ah. (x) ah. (x) 

1 = 1, ••• ,k 

l. 

ax. 
__.,J,___ + K. (x)h. (x) - K. (x)h. (x) = 0 

ax. 1 J J 1 
i,j = I , ••• , k 

J l. 

In the same way as in [6] we can define vectors ~+ 1 (x), •.• ,hn(x) such that 

(4. 3) 
ah. (x) 

l. 

ax. 
J 

ah. (x) 
_____,J,___ + K. (x) h. (x) - K. (x) h. (x) = 0 

ax. l. J J l. 
l. 

i,j = I , ••• , n 

Thus the matrices h.(x) and K.(x) define an integrable affine connection D 
l. l. 

Next we want to investigate the situation for a general control system 

(M,B,f) as defined in definition 2.1. 

First we will formulate the integrability of a nonlinear connection 

in the same way as we have done for an affine connection. Following the 

notation as used after definition 4.8 we have that the nonlinear connection 

is spanned by vector fields x1, ••• ,Xn of the following form 

(4.17) X. (x, v) 
l. 

a a 
= -- + h. (x,v)~ ax. l. oV 

l. 

i = I , ••• ,n 



22 

where h.Cx,v) is am-vector 
1 

From the integrability we derive that 

a a a a [-..,- + h. Cx,v)-;;-, -..,- + h. Cx,v)-;;-J = 
ox. 1 oV ox. J oV 

1 J 

ah. ah. ah. ah. -[ Jc i Jc c > i a . -..,- x, v) - -..,-Cx, v) + -..,- x,v) .h. x, v - -..,-Cx,v) .h. Cx, v) ]-;- = 0 
oX • oX • oV 1 oV J oV 

1 J 

ah. "'h 1 0 • 

Remark: av Cx,v) is an Cm,m)-matrix consisting of the columns ~Cx,v). 
oV, 

Therefore: J 

ah. ah. ah. ah. 
C4.l8) 1c 1 J 1 a:.- x,v) - ax. Cx,v) + avCx,v).hiCx,v) - -a-Cx,v).h.Cx,v) = O 

1 J V J 

Now the following theorem will be the direct generalization of theorem 4.9: 

THEOREM 4.10. 

Dis a controlled invariant distribution for a contrc,l system ECM,B,f) 

iff there exists an integrable nonlinear connection for n:B-+ M such that 

[~e,D] c Dl + ~;. 

PROOF. C~) Suppose there exists an integrable nonlinear connection for 

n:B-+ M with [~e,Dl] c Dl +~~-The horizontal system on B which defines 

the connection is according to C4.17) given by 

where the h.Cx,v) satisfy C4.18). 
1 

i = 1, ••• ,n 

Let the control system on M be given by 

C4.19) xCt) = fCxCt),vCt)) 

So the extended system has the form 

C4.20) { ~Ct)= 
vCt) = 

fCxCt), vCt)) 

uCt) 



As in (4.5) the distribution Dl is spanned by 

a a 
X. (x,v) = -- + h. (x,v);-

i ax. i oV 
i = 1, ... ,k 

i 

(4.21) .th {af(x,v) + _af(x,v) 
J component of 1- hi(x,v)) = 0 ,ax. av 

i 

where the h.(x,v) satisfy (4.18). 
i 

J = 1, ••• ·,k 

j = k+ 1, ••• ,n 

Now consider the set of partial differential equations 

(4.22) { 
aa ~ ~ ;- (x, v) = h. (x,a(x, v)) 
oX, i 

i 

a(O,O) = I m.m 

i = 1, ••• ,n 

(See [11 ]) 
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From Frobenius' theorem (See [11]) we know that there exists a unique 

solution a(x,;) of (4.22) iff the integrability condition (4.18) is satisfied. 

Hence if we apply a feedback v(t) = a(x,;(t)) to the system (4.19) we get 

(4.23) 

and by using (4.21) we see that the distribution Dis controlled invariant 

for (4. 23). 

(~)Let D be a controlled invariant distribution for the system given by 

(4.19) where Dis spanned by~, ••. ,~. For the construction of an 
ox 1 o~ 

integrable nonlinear connection we need matrices h.(x,v) which satisfy 
i 

(4.18). By the fact that Dis controlled invariant we know that there exists 
( ) . ( ~) . h aa(x,v) . l . h a m,m -matrix a x,v wit ---;;:;- nonsingu ar - i.e. t e map 

~ ~ av 
v 1-+ v:= a(x,v) is invertible. We will denote - abuse of notation! - the 

inverse of this map by a- 1(x,v). 

Define 

(4.24) -I 
a (x,v) i = 
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Now from ( 4. 24) we see that 

(4. 22) 

and therefon~: 

ah. ah. ah. ah. 
(4.18) ax~(x,v) - ax~(x,v) + avJ(x,v).hi(x,v) - ~(x,v),h.(x,v) = O 

l. J V J 

i,j = 1, ••• ,n 

i.e. the inti:grability condition for a nonlinear connection defined by 

(4. 17) ( ) =_a_+ h < ) a x. x,v a . x,v -a 
:L X, l. V 

i = 1, ••• ,n □ 
l. 

To conclude this section we want to give conditions under which a 

distribution Dis controlled invariant for a control system L(M,B,f). First 

we will solvi: this problem in a local fashion (coordinate dependent) and 

afterwards wi: give the main theorem 4.13. Let, as before, the control system 

be given (locally) by;= f(x,v) and let 

a a 
Span{-a-, .•• ,-a-} = D 

xl xk 

Suppose that there exist m-vectors m.(x,v) (i = 1, ... ,k) such that 
l. 

(4.25) th f ( a f ( ) + ~ ( ) ( ) \ O S component O ,ax. x,v av x,v .mi x,v) = 
l. 

1. = 1, ••• ,k 

s = k+ 1, ••• ,n 

Then it follows 

s th component of (a!. (:!. (x,v) + :! (x,v) .mi (x,v) )) = 
J l. 

th / a (af af )) s component of \_ax. ax. (x,v) + av(x,v) .mj (x,v) 
l. J 

i,j = 1, ••• ,k 

s = k+ 1, ••• , n. 



Hence 

Therefore 

(4.26) 

Now 

(4. 27) 

th s component of ( a2f a a (x,v) + x. x. 
J l. 

a2f 
a a (x,v)m.(x,v) + x. V l. 

J 

af am. ) 
+ av(x,v). ax~ (x,v) = 

J 

th ( a2f a2f s component of a a (x,v) + a a (x,v)m.(x,v) + x. x. x. V J 
l. J l. 

th s component of 

i,j = 1, ••• ,k 

s = k+l, ••• ,n 

Substituting (4.27), and a similar expression for the left hand side of 

(4.26), in (4.26) leads to 

25 
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So 

(4.28) 

HS ami t a2fs 
a"ii;--(x, v). ax. (x, v) - m. (x, v)-2-(x, v)m. (x, v) 

J 1 av J 

afs amj 
~-(x,v) .-... -(x,v) .m. (x,v) 
oV oV 1 

afs amj t a2fs 
= -;:,-(x,v) ,-... -(x,v) - m. (x,v)-2-(x,v)m. (x,v) 

oV oXi J av 1 

afs ami 
-;:,-(x, v)-... -(x, v) .m. (x, v) = O 
o"ii' oV J 

i,j = t, ..• ,k 

s = k+ 1, ... ,n 

Hs ami am. 
~-(x,v)[-"-(x,v) - ~(x,v)m. (x,v) 
oV ox. oV 1 

J 

am. am. 
_J_(x v) + ~(x, v) .m. (x, v)] 
ax. ' oV J 

i 

= 0 

i,j = 1, ••. ,k 

s, k+ 1, • .• , n 

Suppose that the matrix 

(4. 29) ( ilfs (x v)) has full rank 
clv ' s=k+t, ..•• ,n 

then (4.28) leads to 

am. am. am. 
-2:.(x,v) - _J_(x,v) + ~(x,v)m. (x,v) -
ax. ax. oV J 

J i 

am. 
(4.30) -;:;-...J..(x, v)m. (x, v) = 0 

oV 1 
i,j = t, ••. ,k 

i.e. a partial integrability condition as in (4.18) ! 

We need the following simple but crucial lemma 
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LEMMA 4. 11 • The set of partial, diffePential, equations 

i = 1, ••• ,k 
(4.31) 

I m,m 

has a sol,ution. 

REMARK. This set of partial differential equations (4.31) is nearly the same 

as in (4.22). We cannot innnediately apply Frobenius' theorem, while not all 

partial derivatives of a are specified (Compare [9]). 

PROOF. There exist ~+1(x,v), ••• ,mn(x,v) such that 

am. am. am . 
._----!:.(x,v) - __ J(x,v) + ,_---!:.(x,v).m.(x,v) -
oX, ax. oV J 

J ]. 

(4. 18) 
am. 
avJ(x,v). mi(x,v) = 0 i,j = 1, ••• ,n 

(See [9], See also equation (4.4); this follows from the fact that the 

distribution D = TM is controlled invariant). 

Finally apply Frobenius' theorem., 0 

COROLLARY 4.12. If the1.'e exist m.(x,v) (i=l, ••• ,k) which satisfy (4.2) and 
]. 

condition (4.29) is ful,fil,l,ed then the distPibution Dis contpol,l,ed 

inva'l'iant fop the system i(t) = f(x(t),a(x(t),v(t))), whePe a(x,;) is 

defined by l,emma 4.11. 

Finally we will give in a coordinate-free way the analogue of [6] and [9]. 

for a nonlinear control system E(M,B,f). Recall the definition of D for 

a given distribution D (See Notation §1). 

THEOREM 4.13. Let E(M,B,f) be a nonl,ineaP contpol, system and l,et D be an 

invoiutive dist'l'ibution of fixed dimension on M. If f*(ti~) n D has fixed 

dimension then we have the fol,7,owing equival,enae: 

Dis l,ocal,l,y contpol,l,ed-invariant iff 

(4.31) 
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PROOF. (=>) Direct 
e . 

(.,) Work out in local coordinates, and suppose f * (60) n D = 0. The the result 

is given by Corollary 4.12. In a similar way as in ISIDOR! et al [6] and 
e • NIJMEIJER [9] we derive the same result in the case that f*(60) n D has 

fixed dimension. 0 

§5. CONCLUSION 

The main result of this paper is theorem 4.13 which gi~es necessary 

and sufficient conditions for controlled invariance in general nonlinear 

systems. With the aid of this theorem the Disturbance Decoupling Problem 

(see [13]) for instance can be readily solved, analogous to [4,5]. Very 

surprising results are theorems 4.9 and 4.10 where the concept of controlled 

invariance is directly related to the well known differential geometric 

notion of an integrable connection. 

It would be interesting to look for similar results in the case of 

degenerate controlled invariance, as sketched in §3, section 2. 
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