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## I. Introduction

In this paper we shall consider methods of obtaining the integral
 $a+t) d t$ where $a$ is in general complex valued. It is assumed that the function $\phi(a+t)$ is indefinitely differentiable over the rance $0 \leqslant t \leqslant \infty$ of the argument.

The principle underlying the methods is as follows:
The terms $h \phi(a+r h)$ of the Riemann sum $h \phi(a+r h)$ are regarded as coefficients of the power series $\sum_{r=0}^{\infty} h^{r} \overline{\bar{\phi}}(a+r h) z^{-r-1}$; this power series is transformed unto an associated continued fraction, the variable $z$ is made to tend to unity, the interval $h$ is made to tend to zero. Here we examine the conditions under which this continued fraction either terminates or converges.

In certain cases the methods developed provide a way of ascribing a value to the integral $\int_{0}^{\infty} \Phi(a+t) d t$ when the series $\sum_{r=0}^{\infty} h \phi(a+r h)$ diverges, ie. when the Riemann definition breaks down. In all cases in which convergence c feria are established it is shown that if the function of $z^{\prime}$

$$
\int_{0}^{\infty} \phi(a+t) e^{-z^{\prime} t} d t
$$

is meromorphic in some domain, then the process described yields the value of the Bored integral

$$
\lim _{z^{\prime} \rightarrow 0} \int_{0}^{\infty} \phi(a+t) e^{-z ' t} d t
$$

This limiting value of course be infinite, in which case the continued fraction described above diverges inessentially, i.e. the reciprocals of its successive convergents tend to zero.

It should be emphasised that we are concerned here with an entirely new and constructive definition of an integral; it is shown how the value of the (possibly divergent) integral may be determined. The Bore definition of an integral is formal, it is assumed that $F\left(z^{\prime}\right)$ is analytic in a certain domain; the definition does not contain a prescription for computing the value of $F\left(z^{\prime}\right)$.

[^0]II. The Becond Confluent Form of the $\varepsilon$-Algorithm.

A formal process for computing the successive convergents of the above continued fraction has already been derived. It was established as follows. We are considering continued fractions of the form

$$
\begin{equation*}
\frac{\varepsilon_{0}}{z-\alpha_{0}} \frac{\beta_{0}}{z-\alpha_{1}-} \cdots \frac{\beta_{r-1}}{z-\alpha_{r}-} \cdots \tag{1}
\end{equation*}
$$

Under certain conditions the coefficients $\alpha_{s} ; \beta_{s}(s=0,1, \ldots)$ occurring in this continued fraction may uniquely be determined by imposing the condition that the power series expansion of the $r^{\text {th }}$ convergent of (1) agrees with a given power series as far as the $(2+1)^{\text {th }}$ term, cr

$$
\begin{equation*}
\frac{c_{0}}{z-\alpha_{0}-}-\frac{\beta_{0}}{z-\alpha_{1}-} \ldots \frac{\beta_{r-2}}{z-\alpha_{r}}=\sum_{s=0}^{\infty} c_{s} z^{-s-1}+o\left(z^{-2 r}\right) \tag{2}
\end{equation*}
$$

Now it may be shown [1] that the $r^{\text {th }}$ convergent of (1), namely the left hand side of (2), is given in terms of the coefficients $c_{s}(s=0,1, \ldots)$ by means of the determinantal expression

$\left|\begin{array}{lllll}1 & 1 & 1 & 1 \\ 0_{0} z^{-1} & c_{1} z^{-2} & c_{2} z^{-3} & \cdots & c_{r} z^{-r-1} \\ c_{1} z^{-2} & c_{2} z^{-3} & c_{3} z^{-4} & \cdots & c_{r+1} z^{-r-2} \\ c_{r-1} & \cdot & \cdots & z^{-r} & c_{r} z^{-r-1} \\ c_{r+1} & c_{r+1} z^{-r-2} & \cdots & c_{z r-1} z^{-2 r}\end{array}\right|$

Let us introduce the notation
$H_{0}^{(m)}=1, H_{k}^{(m)}=\left|\begin{array}{llll}\phi^{(m)}(a) & \phi^{(m+1)}(a) & \cdots & \phi^{(m+k-1)}(a) \\ \left.\phi^{(m+1}\right)(a) & \phi^{(m+2)}(a) & \cdots & \phi^{(m+k)}(a) \\ \cdots & \cdots & \cdots \\ \phi^{(m+k-1)}(a) & \phi^{(m+k)}(a) & \cdots & \phi^{(m+2 k)}(a)\end{array}\right|, \quad(m=0,1, \ldots$
for the Hankel determinant, where

$$
\begin{align*}
& \phi^{(-1)}(a)=0,  \tag{5}\\
& \phi^{(s)}(a)=\left(\frac{d}{d a}\right)^{s} \quad \dot{\phi}(a) . \quad(s=0,1, \ldots)
\end{align*}
$$

In the determinantal quotient (3) put

$$
c_{s}=h \phi(a+s h) \quad(s=0,1, \ldots)
$$

Let $z$ tend to unity, let $h$ tend to zero, and denote the resultant value of (3) by $\varepsilon_{2 r}^{*}$ (a). Then it is easy to show that ${ }^{+}$)

$$
\begin{equation*}
\varepsilon_{2 \mu}^{*}(a)=\frac{H_{r+1}^{(-1)}}{H_{r}^{(1)}} \cdot \quad(r=0,1, \ldots) \tag{6}
\end{equation*}
$$

The sequence of functions $\varepsilon_{2 r}^{*}(a) \quad(r=0,1, \ldots)$ may be constructed by means of the second confluent form of the $\varepsilon$-almorithm [2]
Theorem II.1. From the initial values

$$
\begin{equation*}
\varepsilon_{-1}^{*}(a)=\varepsilon_{0}^{*}(a)=0 \tag{7}
\end{equation*}
$$

+) The effect of introducing the factor of $e^{i \theta}$ mentioned in the foot-note
to Page 1 is merely to replace the expression $\varepsilon_{2 r}^{*}(a)$ by $e^{i \theta} \varepsilon_{2 r}^{*}(a)$.
the sequence $\varepsilon_{s}(a)(s=0,1, \ldots)$ is determined by means of the non-linear difference-differential relationshins

$$
\begin{align*}
& \left\{\varepsilon_{2 r+2}^{*}(a)-\varepsilon_{2 r}^{*}(a)\right\} \frac{d}{d a} \varepsilon_{2 r+1}^{*}(a)=1  \tag{8}\\
& \left\{\varepsilon_{2 r+1}^{*}(a)-\varepsilon_{2 r-1}^{*}(a)\right\}\left\{\frac{d}{d a} \varepsilon_{2 r}^{*}(a)+\phi(a)\right\}=1 \tag{9}
\end{align*}
$$

We shall now establish a fundamental property of the functions $\varepsilon_{20}^{*}(a)$ of which considerable use vill be made in this paper. Consider the integral

$$
F\left(a ; z^{\prime}\right)=\int_{0}^{\infty} e^{-z^{\prime} t} \phi(a+t) d t
$$

This has the formal expansion in inverse powers of $z^{\prime}$

$$
F\left(a ; z^{\prime}\right) \sim \sum_{s=0}^{\infty} \phi(s)(a) z^{-s-1}
$$

This power series may formally be transformed into an associated continued fraction of the fc:m (1) . viz.

$$
\left.F\left(a ; z^{\prime}\right) \underset{t \rightarrow a^{\prime}}{\sim \lim _{z^{\prime}-0_{1}}(t)-} \frac{\phi(t)}{E_{1}(t)} z_{z^{\prime}-0_{2}(t)-}^{E_{r-1}(t)} \frac{z^{\prime}-Q_{r}(t)-}{\ldots}\right\} \cdot(10)
$$

The successive convergents

$$
c_{r}\left(z^{\prime}\right)=\lim _{t \rightarrow a}\left\{\frac{\phi(t)}{z^{\prime}-0_{1}(a)-} \frac{E_{1}(t)}{z^{\prime}-O_{2}(t)-} \ldots \frac{\mathbb{E}_{r-1}(t)}{z^{\prime}-C_{r}^{\prime}(t)}\right\}(r=0,1, \ldots)
$$

of this contirued fraction are given by determinantal expressions of the form (3) in which

$$
\begin{equation*}
c_{s}=\phi^{(s)}(a) \quad(s=0,1, \ldots) \tag{12}
\end{equation*}
$$

and $z$ is replaced by $z^{\prime}$. If we let $z^{\prime}$ tend to zero in this expression (after suitable manipulations) and connare the result with expressions (4) and (6) we find that

$$
\lim C_{r}\left(z^{\prime}\right)=\varepsilon_{2 r}^{*}(a)
$$

Thus ve obtain

Theorem II.2. In the notation of equation (10)

$$
\begin{equation*}
\varepsilon_{2 r}^{*}(a)=\lim _{t \rightarrow a}\left\{\frac{\phi(t)}{-\Omega_{1}(t)-} \frac{\mathbb{E}_{1}(t)}{-\Omega_{2}(t)-} \ldots \frac{E_{r-1}(t)}{-\Omega_{r}(t)}\right\} \tag{13}
\end{equation*}
$$

Note: In equations (10), (11) and (13) and subsecuently we use the designation lim rather than replace $t$ by a in the relevant expressions; in this way ${ }^{t}$ ali class being considered are determinate. In more peneral cases this is not always true; for example the value of the convergent

$$
\frac{1}{1+} \quad \frac{0}{1-} \quad \frac{1}{1}
$$

is ${ }^{\text {m }}$ determinate.
We conclude this section on the formal properties of the second confluent $\varepsilon$-algorithm process by remarkin that if we replace $\phi(a+t)$ by $e^{-z t} \phi(a+t)$ in expressions (4) and (6) and compare the result with (3) in which the substitution (12) has been made, then we obtain the followinf consistency result

Theorem II.3. The successive conversents of the continued fraction (10) may be obtained from the relationships

$$
\begin{gathered}
\varepsilon_{-1}^{*}(z \mid t)=\varepsilon_{0}^{*}(z \mid t)=0, \\
\left\{\varepsilon_{2 r+2}^{*}(z \mid t)-\varepsilon_{2 r}^{*}(z \mid t)\right\} \frac{d}{d t} \varepsilon_{2 r+1}^{*}(z \mid t)=1, \\
\left\{\varepsilon_{2 r+1}(z \mid t)-\varepsilon_{2 r-1}(z \mid t)\right\}\left\{\frac{d}{d t} \varepsilon_{2 r}^{*}(z \mid t)+e^{-z t} \phi(a+t)\right\}=1,
\end{gathered}
$$

when

$$
C_{p}(z)=\lim _{t \rightarrow a} \varepsilon_{2 r}^{*}(z \mid t)
$$

III. Continued Fraction Integration

Definition 1: If the functions $\varepsilon_{2 r}^{*}(a)(r=0,1, \ldots)$ produced by means of the relationships (7), (8) and (9) terminate (in the sense that $\varepsilon_{2 r+1}^{*}(a)$ becomes infinite for all a), or converee to a finite limit, or diverge properly (in the sense that the sequence $\left\{\varepsilon_{2 r}^{*}(a)\right\}^{-1} \quad(r=0,1, \ldots)$
converges to zero) then the function $\phi(a+t)$ is said to be continued fraction integrable (c.f.i.).
1 A Certain Class of Functions $\phi(a+t)$
The coefficient $E_{S}(a), ?_{s}(a)$ of (10) may be constructed in a number of ways [3], [4], [5]. They are given by the determinantal formulae

$$
E_{r}(a)=\frac{H_{r+1}^{(0)} H_{r-1}^{(0)}}{H_{r}^{(0)} 2}, \quad \theta_{r}(a)=\frac{H_{r+1}^{(0)} H_{r}^{(0)}}{H_{r+1}^{(0)} H_{r}^{(1)}}+\frac{H_{r+1}^{(0)} H_{r-1}^{(1)}}{H_{r}^{(0)} H_{r}^{(1)}} .
$$

Let us dismiss, once and for all, the case in which the function $\phi(a)$ satisfies a linear differential equation with constant coefficients

$$
\sum_{s=0}^{n \prime} a_{s} \phi^{(s)}(a)=0
$$

in which $n^{\prime}$ cannot be replaced by a smaller integer. $\rightarrow$
Lemma III. 1. The equations

$$
\begin{aligned}
H_{r}^{(0)} & \neq 0 \quad r=0,1, \ldots, n-1 \\
& =0 \quad r=n
\end{aligned}
$$

hold for all values of a if and only if $\phi \in \mathbb{N}$.
Lemma III. 2. The continued fraction (10) terminates with its $n^{\text {th }}$ convergent for all values of a if and only if $\phi(a) \in \mathbb{i v}$.

In this case $F\left(a ; z^{\prime}\right)$ is a rational function of $z^{\prime}$ whose denominator is a polynomial of the $n^{\text {th }}$ degree.

Theorem III. 1. The second confluent $\varepsilon$-alsorithm process terminates if and only if $\phi(a) \in \mathbb{I V}$. If the Riemann interral $\int_{0}^{\infty} \phi(a+t) d t$ exists then

$$
\varepsilon_{2 n}^{*}(a)=\int_{0}^{\infty} \phi(a+t) d t .
$$

If $\phi(a+t)$ is not Riemann integrable then the Riemann integral $\int_{0}^{\infty} e^{-z ' t} \phi(a+t) d t$
certainly exists for sufficiently large $\operatorname{Re}\left(z^{\prime}\right)$ and the integral $\int_{0}^{\infty} \phi(a+t) d t$
is derived by analytic continuation of this function of $z$ '; in this case

$$
\varepsilon_{2 m}^{*}(a)=\lim _{z \rightarrow 0} \int_{0}^{\infty} e^{-z ' t} \phi(a+t) d t .
$$

Corollary. All constants, polynomials, exponential functions, sines, cosines, $h$ yperbolic sines, hyperbolic cosines, and any finite linear combination of products of these functions are c.f.i.

## 2. Two Examples.

At this point it is instructive to consider how the method of integration works in two simple cases.
When $\phi(a+t) a\left(e^{t}\right)^{-1}$, the continued fraction (10) terminates with its first convergent. In this case $a=0$, and we have

$$
\begin{aligned}
\int_{0}^{\infty}\left(e^{t}\right)^{-1} d t & =\varepsilon_{2}^{*}(a) \\
& =\lim _{t \rightarrow 0} \frac{\left(-e^{-t}\right)}{-\left(e^{-t}\right)}=1 .
\end{aligned}
$$

When $\phi(a+t)=e^{t}$ then again the continued fraction (10) terminates with its first convergent, $a=0$, and we have

$$
\begin{aligned}
\int_{0}^{\infty} e^{t} d t & =\varepsilon_{2}^{*}(a) \\
& =\lim _{t \rightarrow \infty} \frac{\left(e^{t}\right)}{-\left(e^{t}\right)}=-1
\end{aligned}
$$

thus the value -1 is assigned to the divergent integral $\int_{0}^{\infty} e^{t} d t$ for which the Riemann definition breaks down.

The Bore definition yields the same values, of course. In the first case

$$
\begin{aligned}
\int_{0}^{\infty} e^{-t} d t & =\lim _{z^{\prime} \rightarrow 0} \int_{0}^{\infty} e^{-z^{\prime} t} e^{-t} d t \\
& =\lim _{z^{\prime} \rightarrow 0} \frac{1}{z^{\prime}+1}=1 ;
\end{aligned}
$$

in the second

$$
\begin{aligned}
\int_{0}^{\infty} e^{t} d t & =\lim _{z^{\prime} \rightarrow 0} \int_{0}^{\infty} e^{-z^{\prime} t} e^{t} d t \\
& =\lim _{z^{\prime} \rightarrow 0} \frac{1}{z^{\prime}-1}=-1
\end{aligned}
$$

## 3. General Convergence Criteria

Now let us proceed to the case in which $\phi(a) \notin \mathbb{N}$. Since we have established that the functions $\varepsilon_{2 x}^{*}(a)$ are successive converpents of the continued fraction (13) then we can base the convergence theory of the second confluent $\mathcal{\varepsilon}$-algorithm process upon the convergence theory of infinite continued fractions. For example we may use the following result [6] which includes a number of celebrated theorems as special cases:

Theorem III. 2. Write

$$
\begin{aligned}
& c_{1}=-\frac{\phi(a)^{2}}{\phi^{\prime}(a)}, \\
& c_{r}=-\frac{E_{r-1}(a)}{Q_{r-1}(a)_{r}(a)} \quad(r=2,3, \ldots)
\end{aligned}
$$

Then if sequenses $g_{p}, h_{p}(p=1,2, \ldots)$ can be found such that

$$
c_{p}-\operatorname{Re}\left(c_{p} e^{i\left(h_{p}+h_{p+1}+1\right)}\right) \leqslant \frac{2 \cos \left(h_{p}\right) \cos \left(h_{p+1}\right)\left(1-p_{p-1}\right) \rho_{p}-}{\left.\left(1+\delta \sec h_{p}\right)\right)\left(1+\delta \sec \left(h_{p+1}\right)\right)}
$$

6> $0,0 \leqslant g_{p-1} \leqslant 1,-\frac{\pi}{2}<h_{p}<\frac{\pi}{2}$,

$$
(p=1,2, \ldots)
$$

and the series

$$
\sum_{p=1}^{\infty}\left\{\sqrt{\left|c_{p}\right|\left(1+\delta \sec \left(n_{p}\right)\right)\left(1+\delta \sec n_{p+1}\right)}\right\}^{-1}
$$

diverges, then $\phi(a)$ is c.f.i.
The disadvantage of this theorem and of a number similar to it is that in general it is difficult to deduce the behaviour of $\phi(a)$ from the conditions which are imposed upon $\alpha_{r}(a), \mathcal{F}_{r}(a) \quad(r=0,1, \ldots)$.
4 . Application of the Problem of Moments
The most natural way in which to relate the convergence of continued fractions of the form (13) to the behaviour of the function $\phi(a+t)$, is by exploiting the function theoretic aspects of the converaence theory
of continued fractions.
In order to do this we shall be concerned with the moment problems

$$
\begin{equation*}
\int_{-\infty}^{+\infty} t^{s} d \psi(t)=c_{s}, \quad(s=0,1, \ldots) \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{\infty} t^{s} d \xi(t)=c_{s}, \quad(s=0,1, \ldots) \tag{15}
\end{equation*}
$$

that is, of determininf certain functions $\psi(t), \xi(t)$ satisfying (14) and (15), when $c_{s}(s=0,1, \ldots)$ are prescribed constants. $>$

Now a considerable theory has been built up concerning the case in which the constants $c_{s}(s=0,1, \ldots)$ are real. $m$
We can make use of this theory immediately by putting

$$
c_{s}=\phi^{(s)}(a) \quad(s=0,1, \ldots)
$$

and hence we shall now impose the condition that $\phi(a+t)$ should be real for $0 \leqslant t \leqslant \infty$. +
5. Application of the Hamburger Moment Problem

Definition 2. We say that $\phi(a) \in H$ if $\alpha_{r}(a), \beta_{r}(a)(r=0,1, \ldots)$ (and therefore $\phi(a)$ ) are real and $\beta_{r}(a)>0(r=0,1, \ldots)$.

Lemma III. 3. $\oint(a) \in H$ if the Hamburger moment problem is soluble, i.e. if a positive non-decreasing function $\psi(t)$ with an infinite number of points of increase can be found such that the equation

$$
\int_{-\infty}^{+\infty} t^{s} d \psi(t)=\phi^{(s)}(a) \quad(s=0,1, \ldots)
$$

holds $[7]$.
A criterion which may frequently be used to determine whether $\phi(a) \in H$ is provided by $[8]$ :

[^1]Lemma III. 4. If there exists a function $f\left(z^{\prime}\right)$ such that $\operatorname{Im}\left\{f\left(z^{\prime}\right)\right\} \leqslant 0$ for $\operatorname{Im}\left(z^{\prime}\right) \geqslant \delta>0$, and havinc the asymptotic representation

$$
f\left(z^{\prime}\right) \rightsquigarrow \sum_{s=0}^{\infty} \phi^{(s)}(a) z^{-s-1}
$$

in $\epsilon \leqslant \arg \left(z^{\prime}\right) \leqslant \pi-\epsilon, 0<\epsilon<\frac{\pi}{2}$, then $\phi(a) \in H$.
The connection between the Hamburger moment problem and the continued fraction (13) is provided by

Lemma III. 5 The continued fraction (13) converges if the moment problem is determinate, i.e. if only one function $\psi(t)$ satisfying the conditions of Lemma III. 3 can be found $[7]$.

We are thus interested in obtainins conditions under which the Hamburger moment problem is determinate. One such is provided by a result of Carleman ([9]n.78)
Lemma III.6. If $\phi(a) \in H$ and the $\operatorname{ser} i e s \sum_{s=0}^{\infty}\{\phi(s)(a)\}^{-\frac{1}{2} s}$ is divergent then the Hamburger moment problem is determinate.
 satisfies the inequality $\operatorname{Im}\left\{F\left(z^{\prime}\right)\right\} \leqslant 0$ for $\operatorname{Im}\left(z^{\prime}\right)>0$ and has the asymptotic representation

$$
F\left(z^{\prime}\right) \curvearrowright \sum_{s=0}^{\infty} \phi^{(s)}(a) z^{-s-1}
$$

for $E \leqslant \arg \left(z^{\prime}\right) \leqslant \pi-E$ where $0<E<\frac{\pi}{2}$, and the series $\sum_{s=0}^{\infty}\left\{\oint^{(s)}(a)\right\}^{-\frac{1}{2 S}}$ diverges, then $\phi(a)$ is c.f.i.

A further condition for the Hamburoer moment problem to be determinate was given by $F$. Riesz [10]; it is exploited in the following Theorem III. 4 If $F\left(z^{\prime}\right)$ satisfies the conditions imposed upon it in Theorem III. 3 and

$$
\begin{equation*}
\operatorname{liminff}\left\{\sqrt{\frac{\phi^{(2 s)}(a)}{(2 s)!}}\right\}<\infty \tag{16}
\end{equation*}
$$

then $\phi(a)$ is c.f.i.
The inequality (16) may also be deduced from the behaviour of $\phi$ (a) in the large. We are concerned with integral functions, i.e. functions
$f(x)$ such that the power series $f(x)=\sum_{s=0}^{\infty} a_{s} x^{s}$ converges for all finite values of $X$. Denote [11] by $M(r)$ the maximum value of $M(r)$ on the circle $|x|=r$. The relation $M(r) \ll g(r)$ means that there exists some finite $R$ such that for all $r>R$ we have $M(r)<g(r)$. Then the lower limit of $k$ such that $M(r) \ll e^{r^{1}}$ is the order of $f(x)$. Suppose in addition that $M(r) \ll e^{a r^{k}}$ ( $a>0$ ) and that $\sigma$ is the lower limit of a for which this relationship is valid. Then $f(x)$ is of minimum type if $\sigma=0 ; f(x)$ is of normal type $\sigma$ if $\sigma$ is finite and non-zero. We have the following

Lemma III. 7. The necessary and sufficient condition that $f(x)$ should belong at most to the minimum type of the order $p$ is that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} n=|p| n / q_{n} \mid=0 \tag{17}
\end{equation*}
$$

and that that $f(x)$ should belong to the normal type $\sigma$ of order $\rho$ is that

$$
\begin{equation*}
\lim _{n} V_{p}\left|\sqrt[n]{a_{n}}\right|=\left(o e^{\rho}\right)^{1 / p} \tag{18}
\end{equation*}
$$

Comparing formulae (16) (17) and (18), and bearine in mind the expansion

$$
\phi(a+t) \sim \sum_{s=0}^{\infty} \frac{\phi^{(s)}(a)}{s!} t^{s}
$$

we have
Theorem III. 5. If $F\left(z^{\prime}\right)$ satisfies the conditions imposed upon it in Theorem III, 3 and $\phi(a)$ is an integral function of any order and of minimum or normal type, then $\phi(a)$ is c.f.i.
Note: Theorem III. 5 is in a certain sense a complement to TheoremIII. 1. Theorem III. 1 states that if $\phi(t)$ is an integral function of a very specificsort then the second confluent $\varepsilon$-algorithm process terminates Theorem III. 5 states that if $\phi(t)$ is an integral function of a less restricted type then the second confluent $\varepsilon$-aloorithm process converoes.

If $\phi(a) \in H$ we may in certain cases show that the Borel intearal may be evaluated by means of the analytic continuation of a function for which a power series may be given [12]. We have
Theorem III. 6. If $\phi(a+t) e^{-z ' t}$ is c.f.i. to a finite function for all $\left|z^{\prime}\right| \geqslant R$ then the power series $\sum_{s=0}^{\infty} \phi^{(s)}(a) z^{1-s-1}$ converges for all
$\left|z^{\prime}\right| \geqslant R$ to the value of the integral $\int_{0}^{\infty} e^{-z^{\prime} t} \phi(a+t) d t$.
To conclude this section we have from Theorem II. 3 and certain consistency theorens concerning the convereence behaviour of $J$-fractions $[7]$ (i.e. continued fractions of the form ( $1^{\prime}$ in which the $\beta_{9}(s=0,1, \ldots$ ) are positive).
Theorem III. 7. If $\phi(a) \in \mathrm{H}$ and $\phi(a+t)$ is c.f.i. then $\phi(a+t) e^{-z^{\prime} t}$ is c.f.i. for $\operatorname{Im}\left(z^{\prime}\right) \geqslant \delta>0$ 。
6. The Application of the Stieltjes Moment Problem

It is formally possible to construct Stieltjes type continued fractions

$$
\frac{1}{k_{1} z+} \frac{1}{k_{2}+} \frac{1}{k_{3} z+} \cdots \frac{1}{k_{2 r}+} \frac{1}{k_{2 r+1} z+}
$$

in which the coefficients $k_{s}(s=0,1, \ldots)$ are uniquely determined by the conditions that

$$
\frac{1}{k_{1} z^{+}} \frac{1}{k_{2}+} \frac{1}{k_{3} z^{+}} \cdots \frac{1}{k_{2 r}} \sim \sum_{s=0}^{\infty} c_{s^{2}} z^{-s-1}+0\left(z^{-2 r}\right)
$$

and

$$
\frac{1}{k_{1} z+} \frac{1}{k_{2}+} \frac{1}{k_{3} z+} \cdots \frac{1}{k_{2 r}+} \frac{1}{k_{2 r+1} z} n \sum_{s=0}^{\infty} c_{s} z^{-s-1}+o\left(z^{-2 r-1}\right)
$$

where $\sum_{s=0}^{\infty} c_{s} z^{-s-1}$ is a prescribed formal power series.
Clearly the even part of (19) (i.e. that continued fraction whose successive convergents are the successive even order convergents of (19)) is the continued fraction (1). Now as $z$ tend to zero the continued fraction (19) is clearly divergent, but as is easily shown by induction its even order convergents are the successive partial sums of the series $\sum_{s=1} k s^{\circ}$ Thus if we can shov that the terms of the series $\sum_{s=1} k_{s}$ are positive, and that the series itself is convergent, then we may conclude that the sequence $\mathcal{E}_{2 r}^{*}(a)$ is a monotonic converpent sequence.

The first condition is provided by the following
Lemma III.8. The coefficients $k_{s}$ of the continued fraction (19) are real and positive of the Stieltjes moment problem

$$
\begin{equation*}
\int_{0}^{\infty} t^{s} d s(t)=\phi^{(s)}(a) \quad(s=0,1, \ldots) \tag{20}
\end{equation*}
$$

is soluble, i.e. if a real positive non-decreasing function $\xi(t)$ can be found such that equation (20) holds [13].

If the Stieltjes moment problem ${ }^{\text {is }}$ determinate, i.e. if the function $\xi(t)$ determined by equation is unique, then it is known that the series $\sum_{s=1}^{\infty} k_{s}$ diverges; this of course tells us nothing about the series $\sum_{s=1}^{\infty} k_{2 s}$. But if the Stieltjes moment problem is in determinate then the series $\sum_{s=0}^{\infty} k_{s}$ converges, and as we have said the sequence $\varepsilon_{2 p}^{*}(a)(r=0,1, \ldots)$ certainly converges. Now examples have been constructed in which the Stieltjes moment problem is indeterminate.
We have
Lemma III. 9. The moment problem

$$
\int_{0}^{\infty} t^{s} d \xi(t)=\int_{0}^{\infty} t^{s} e^{-u t^{\alpha}} d t, \quad \alpha<\frac{1}{2}
$$

is indeterminate ([14] p. 22)
Lemma III. 10. The moment problem

$$
\int_{0}^{\infty} t^{s} d \xi(t)=\int_{0}^{\infty} t^{s} t^{-\ln (t)}\{1+A \sin (2 \pi \ln (t))\} d t,|A| \leqslant 1
$$

is indeterminate [13].
Combining LemmasIII. 8 and III. 9, and III. 8 and III. 10 we have Theorem III. 8. The functions

$$
\begin{array}{ll}
\int_{0}^{\infty} e^{(a+t) x} e^{-u x^{\alpha}} d x, & \alpha<\frac{1}{2} \\
\int_{0}^{\infty} e^{-(a+t) x} e^{-u x^{\alpha}} d x, & \alpha<\frac{1}{2} \tag{22}
\end{array}
$$

are c.… for $a=0$.
Theorem III. 9. The functions

$$
\begin{align*}
& \int_{0}^{\infty} e^{(a+t) x} x^{-\ln (x)}\{1+A \sin (2 \pi \ln (x))\} d x,|A| \leqslant 1  \tag{23}\\
& \int_{0}^{\infty} e^{-(a+t) x} x^{-\ln (x)}\{1+A \sin (2 \pi \ln (x))\} d x,|A| \leqslant 1 \tag{24}
\end{align*}
$$

are c.f.i. for $a=0$ and real $A$.

Note: The Riemann integrals (21) and (23) do not, of course. exists (the values assigned to them are the negative values of (22) and (24) respectively).

To conclude this section we adapt the following result of Carleman ( 6 ] p. 86) 。

Lemma III. 11. We are given a function $f(x)$ (not identically zero) which is indefinitely differentiable and such that

$$
\begin{equation*}
f^{(s)}(0)=f^{(s)}(1)=0 \quad(s=0,1, \ldots) \tag{25}
\end{equation*}
$$

Put

$$
m_{s}^{2}=\int_{0}^{1}\left\{f^{(s)}(x)\right\}^{2} d x
$$

The series $\sum_{s=0}^{\infty} m_{s}^{2}(-1)^{s} z^{-s-1}$ may formally be developed in a stieltjes continued fraction $\frac{1}{k_{1} z+} \frac{1}{k_{2}+} \frac{1}{k_{3} z^{+}} \ldots$ where $k_{1}, k_{2}, \ldots$ are positive numbers whose sum is finite.
Thus we have
Theorem III. 10. Suppose that some indefinitely differentiable function $f(x)$ satisfying equations (25) can be found such that

$$
\phi^{(s)}(a)=\int_{0}^{1}\left\{f^{(s)}(x)\right\}^{2} d x \quad(s=0,1, \ldots)
$$

then $\phi(a+t)$ is $c . f . i$.
IV Rational Fraction Integration
We now consider a second process of integration based on the non-linear difference-differentialrecursions (7) (9). By way of introducing it we remark that if the $\varepsilon$-algorithm [15] relationships

$$
\begin{equation*}
\varepsilon_{s+1}^{(m)}=\varepsilon_{s-1}^{(m+1)}+\frac{1}{\varepsilon_{s}^{(m+1)}-\varepsilon_{s}^{(m)}} \quad(m, s=0,1, \ldots) \tag{26}
\end{equation*}
$$

are applied to the initial conditions

$$
\begin{equation*}
\varepsilon_{-1}^{(m)}=0, \varepsilon_{0}^{(m)}=\sum_{s=0}^{m-1} c_{s} x^{s} \tag{27}
\end{equation*}
$$

then the sequence

$$
\varepsilon_{n}^{(m)} \quad(m=0,1, \ldots)
$$

is the sequence of Pade [16] quotients

$$
\begin{equation*}
\frac{\sum_{s=0}^{m+n} u_{n, s}^{(m)} x^{s}}{\sum_{s=0}^{n} v_{n, s}^{(m)} x^{s}} \quad(m=0,1, \ldots) \tag{28}
\end{equation*}
$$

in the $n^{\text {th }}$ row of the Pade table of the power series whose partial sums are given by (27).

The connection between the Pade quotient (28) and the determinantal quotient (3) is this: that if we put $m=-1, x=z^{-1}$ in (28) we obtain (3). However in this chapter we deal with expansions in ascending powers of $x$ rather than in descending powers of $z$, since this is the usual form in which the theory of the Pade table is presented.

We now introduce the following fundamental result in the theory of the E-algorithm:

Lemma IV.1. If the $\varepsilon$-algorithm relationships (26)are anplied to the sequence

$$
\varepsilon_{-1}^{(m)}=0, \quad \varepsilon_{s}^{(m)}=S_{m}
$$

to produce quantities $\varepsilon_{s}^{(m)}$, and to the quantities

$$
\varepsilon_{-1}^{(m)^{\prime}}=0, \quad \varepsilon_{0}^{(m)^{\prime}}=A+B S_{m}
$$

to produce quantities $\varepsilon_{\mathrm{s}}^{(\mathrm{m})^{\prime}}$ then

$$
\varepsilon_{2 r}^{(m)^{\prime}}=A+B \varepsilon_{2 r}^{(m)}, \quad(m, r=0,1, \ldots)
$$

Puttine

$$
A=\sum_{s=0}^{m^{\prime}-1} c_{s} x^{s}, \quad B=x^{m^{\prime}}
$$

we have

Lemma IV. 2 If the E-algorithm relationships are applied to the sequence

$$
\varepsilon_{-1}^{(m)}=0, \quad \varepsilon_{0}^{(m)}=\sum_{s=0}^{m-1} c_{s} x^{s}
$$

to produce the quantities $\varepsilon_{S}^{(m)}$ and to the quantities

$$
\varepsilon_{-1}^{(m)^{\prime}}=0, \quad \varepsilon_{0}^{(m)^{\prime}}=\sum_{s=0}^{m^{\prime}-1} c_{s} x^{s}+x^{m^{m} \sum_{s=m}^{\prime}+m-1} c_{s} x_{s}^{s}
$$

then

$$
\begin{equation*}
\varepsilon_{2 r}^{\left(m+m^{\prime}\right)}=\sum_{s=0}^{m^{\prime}-1} c_{s} x^{s}+x^{m^{\prime}} \varepsilon_{2 r}^{(m)^{\prime}} \quad \quad(m=0,1, \ldots) \tag{29}
\end{equation*}
$$

Thus to form the quantity $\varepsilon_{2 r}^{(m)} \quad(m>0)$ we first add together the terms in the partial sum $\sum_{s=0}^{m-1} c_{s} x^{s}$, apply the $\varepsilon$-algorithm relationships to the partial sums of the series $\sum_{s=0}^{\infty} c_{m^{n}+s} x^{s}$ and form the linear combination (29).

The equivalent confluent $\varepsilon$-algorithm process is as follows: we evaluate the definite integral $\int_{0}^{t^{\prime}} \phi(a+t) d t$, evaluate $\varepsilon_{2 r}^{*}\left(a+t^{\prime}\right)$ by use of the relationships

$$
\begin{aligned}
& \varepsilon_{-1}^{*}\left(a+t^{\prime}\right)=\varepsilon_{0}^{*}\left(a+t^{\prime}\right)=0 \\
& \left\{\varepsilon_{2 r}\left(a+t^{\prime}\right)-\varepsilon_{2 r}\left(a+t^{\prime}\right)\right\} \frac{d}{d t} \varepsilon_{2 r}\left(a+t^{\prime}\right)=1 \\
& \left\{2 r+1^{*}\left(a+t^{\prime}\right)-\varepsilon_{2 r-1}\left(a+t^{\prime}\right)\right\}\left\{\frac{d}{d t} \varepsilon_{2 r}\left(a+t^{\prime}\right)+\phi\left(a+t^{\prime}\right)\right\}=1
\end{aligned}
$$

and form the sum

$$
\begin{equation*}
\int_{0}^{t^{\prime}} \phi\left(a+t^{\prime}\right) d t+\varepsilon_{2 r}^{*}\left(a+t^{\prime}\right) \tag{30}
\end{equation*}
$$

We shall give a sufficient condition for the conversence of the function (30) as t' tends to infinity, for some finite $r$.

With regard to the convercence behaviour of the Pade quotients (28) we have the following result of Montessus de Balloire [17] Lerma IV. 3 Let the power series $\sum_{s}^{\infty} c_{s} x^{s}$ represent a function $f(x)$
 the sequence (28) converces uniformly to $f(x)$ in any domain bounded by $|x| \leqslant R$ nich does not include a pole of $f(x)$ 。 Introducinf the substitution $x=e^{-z '}$ we have

Theorem IV. 1 If the function

$$
F\left(z^{\prime}\right)=\int_{0}^{\infty} e^{-z^{\prime} t} \dot{\phi}(a+t) d t
$$

is Riemann integrable in some strip $\alpha \leqslant \operatorname{Im}\left(z^{\prime}\right) \leqslant \alpha+2 \pi$; $\ln (R)<\operatorname{Re}\left(z^{\prime}\right) \leqslant \infty,(1 \leqslant R \leqslant \infty)$ and $F\left(z^{\prime}\right)$ is meromorphic in the rectangle $\alpha<$ $\operatorname{Im}\left(z^{\prime}\right) \leqslant \alpha+2 \pi ; 0 \leqslant \operatorname{Re}\left(z^{\prime}\right)<\ln \left(\mathbb{R}^{\prime}\right)$ then the expression (30) tends to a finite limit or properly to infinity as t' tends to infinity; this limit has the same value as that of the Borel integral $\lim \int_{0}^{\infty} e^{-z ' t} \phi(a+t) d t$. Definition 3. If the function $\phi(a+t)$ satisfies the conditions of Theorem IV. 1 then we say that $\phi(a+t)$ is rational fraction integrable (r.f.i.).

Theorem IV. 2. If $\phi(a) \in \mathbb{N}$ then $\phi(a+t)$ is rof.i.
Theorem IV. 3. All functions $\phi(a+t)$ which are the subject of ${ }_{\lambda}$ Theorem III. 1 are r.f.i.

An Example
Consider the integral

$$
\int_{0}^{\infty} \sin (t) d t
$$

Here we have $a=0$ and

$$
\begin{equation*}
\int_{0}^{\infty} e^{-z^{\prime} t} \sin (t) d t=\frac{1}{z^{\prime}+1} . \tag{31}
\end{equation*}
$$

In the notation of Theorem ${ }^{[ } \mathbf{l}$ we may put $\alpha=-\pi, R=1$.
In the notation of equations (6) and (30) we find that

$$
\varepsilon_{2}^{*}\left(t^{\prime}\right)=\cos \left(t^{\prime}\right)
$$

and since

$$
\int_{0}^{t^{\prime}} \sin (t) d t=1-\cos t^{\prime}
$$

we have

$$
\begin{equation*}
\int_{0}^{t^{\prime}} \sin (t) d t+\varepsilon_{2}^{*}\left(t^{\prime}\right)=1 \tag{32}
\end{equation*}
$$

and of course the limit of expression (32) as t' tends to infinity is also 1. Furthermore we may evaluate the Borel integral by means of (31) and also have

$$
\begin{aligned}
\int_{0}^{\infty} \sin (t) d t & =\lim _{z^{\prime} \rightarrow 0} \int_{0}^{\infty} e^{-z^{\prime} t} \sin (t) d t \\
& =\lim _{z^{\prime} \rightarrow 0} \frac{1}{z^{\prime}+1} \\
& =1 .
\end{aligned}
$$

$\overline{\mathrm{V}}$ The First Confluent Form of the E-Algorithm
Finally we relate the convergence theory which has been established for the process (7),(8),(9) to that of the first confluent form of the $\varepsilon$-algorithm, [18], [19] by means of which functions $\varepsilon_{s}(t)$ are constructed using the single recursion

$$
\left\{\varepsilon_{s+1}(a)-\varepsilon_{s-1}(a)\right\} \frac{d}{d a} \varepsilon_{s}(a)=1 \quad(s=0,1, \ldots)
$$

from the initial conditions

$$
\varepsilon_{-1}(a)=0, \quad \varepsilon_{0}(a)=\phi(a) .
$$

We now introduce the notation (in contradistinction to (5))

$$
\begin{equation*}
\phi^{-1}(a)=\int_{0}^{t} \phi(a+t) d t \tag{33}
\end{equation*}
$$

The following result has been derived [20]

Lemma V. 1 If the first confluent form of the $\varepsilon$-algorithm is anplied to the function $f^{(m-1)}(t)$ to produce functions $\varepsilon_{s}^{(m-1)}(t)$, and the second confluent form the $\varepsilon$-algorithm is appied to the function $f^{(m)}(t)$ to produce functions $\varepsilon_{s}^{(m)}{ }^{*}(t)$ then the equations

$$
\begin{array}{ll}
\varepsilon_{2 s+1}^{(m)}(t)=\varepsilon_{2 s+1}^{(m-1)}(t) & (m, s=0,1, \ldots) \\
\varepsilon_{2 s}^{(m)^{*}}(t)=\varepsilon_{2 s}^{(m-1)}-f^{(m-1)}(t) & (m, s=0,1, \ldots)
\end{array}
$$

obtain.
The connection between the conversence of the first and second confluent forms of the $\varepsilon$-alporithm is made apparent by Lemma V.1, for with (33)

$$
\int_{t}^{\infty} f^{(m)}(t) d t=\lim _{t \rightarrow \infty} f^{(m-1)}(t)-f^{(m-1)}(t) \quad(m=0,1, \ldots)
$$

Thus conditions under which $\varepsilon_{2 r}(a)$ either tends to a limit as $r$ tendsto infinity, or becomes independent of a for some finite $r$, may be derived from the theory of Chapter III by replacing $\phi(a)$ by $\int_{x}^{a} \phi(t) d t$ where X is some finite constant.

In conclusion we remark that the convergence of the first confluent $\varepsilon$-algorithm process has a very intimate connection with the convergence of J-fractions. The value of a convergent J-fraction may be regarded as the result of an infinite sequence of bilinear transformations. Subsequent to each transformation it may be shown that the value of the J-fraction lies within a certain circular region of radius $r_{n}(z)$. If $r_{n}(z)$ tends to zero (the determinate case) the real J-fraction converges. It may be shown that in the case of a real J-fraction $r_{n}(z)$ and $r_{n}(0)$ tend to a non-zero limit or to zero together. Now it may be show ([14] p. 72) that

$$
\begin{equation*}
r_{n}(0)=c \frac{H_{n+1}^{(0)}}{H_{n}^{(2)}} \tag{34}
\end{equation*}
$$

where $c$ does not depend upon n. Furthermore

$$
\begin{equation*}
\varepsilon_{2 n}(a)=\frac{H_{n+1}^{(0)}}{H_{n}^{(2)}} . \tag{35}
\end{equation*}
$$

Comparing expressions (34) and (35) we have
Theorem V.1. If $\phi(a) \in H$, and the first confluent $\varepsilon$-algorithm process applied to $\phi(a)$ produces a sequence $\varepsilon_{2 r}(a) \quad(r=0,1, \ldots)$ which converges to zero, then the continued fraction (10) converges for all $z$ ' in the sector $0<\arg (z)<\pi$ and in particular $\phi(a+t)$ is c.f.i..
VI. Conclusion

So far in this paper we have not considered the regularity of the methods discussed nor the extent to which the methods of integration proposed may be considered the inverse of differentiation. More precisely we have not answered the questions (posed in terms of continued fraction integrability):

1) If $\phi(a)$ is c.f.i., then is $\phi\left(a^{\prime}\right)$ c.f.i., and if so does

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \varepsilon_{2 r}^{*}(a)=\lim _{r \rightarrow \infty} \varepsilon_{2 r}^{*}\left(a^{\prime}\right)-\int_{a}^{a^{\prime}} \phi(t) d t \tag{36}
\end{equation*}
$$

hold?
2) If $\phi(a)$ is c.f.i., then is

$$
\frac{d}{d a} \lim _{r \rightarrow \infty} \varepsilon_{2 r}^{*}(a)=-\phi(a) ?
$$

3) If the second confluent $\varepsilon$-algorithm process, is applied to the function $\frac{d}{d a} \phi(a+t)$ to produce the seauence $\varepsilon_{2 r}^{* \prime}(a)(r=0,1, \ldots)$, then is

$$
\lim _{r \rightarrow \infty} \varepsilon_{2 r}^{* \prime}(a)=\phi(a)+\text { constant } .
$$

When $\phi(a) \in N$, these questions assume a trivial nature and can be answered in the affirnative.

More generally, since whenever conditions sufficient for $\phi(a)$ to be c.f.i. have been given it has also been shown that $\lim _{r \rightarrow \infty} \varepsilon_{2 r}^{*}(a)$ is equal either to the Riemann integral or the Borel equivalent, it follows that under these conditions the answer to the last two questions is in the affirmative. Under these conditions the answer to the first part of question 1) has been left open, but if $\phi(a)$ and $\phi\left(a^{\prime}\right)$ are both c.f.i. then equation (36), of course, holds.

It is to be expected that a further study of the theory of this paper will produce results which are of sipnificance in the theory of continued fractions. To a certain extent this has already been done; as an example of this we mention the following. It may be shown [19] that

$$
\begin{equation*}
\varepsilon_{2 r+1}^{*}(a)=\frac{H_{r}^{(2)}}{H_{r+1}^{(0)}} . \tag{37}
\end{equation*}
$$

Now in the determinate case of the Hamburger moment problem the radü of certain circular regions were given by expression (34), which is very similar to (37). If we bear in mind equations (34), (37) and (9) then we see that

$$
r_{n+1}(0)^{-3}-r_{n}(0)^{-1} \rightarrow \infty
$$

and this tells us something about the rate of decrease of $r_{n}(0)$ : it tells us for example that $r_{n}(0) \neq$ constant $/ n$.
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[^0]:    ${ }^{+)}$In point of fact the formulae of this paper are valid if $\phi(a+t)$ is replaced by $\phi\left(a+e^{i \theta} t\right)$ where $0 \leqslant \theta<2 \pi$, but since this is not a generalisation productive of any essentially new results and entails a considerable complication in the formulae used, it will not be taken into account.

[^1]:    Actually it would be permissible to assume that $\phi(a+t)=A \theta(a+t)$ there $A$ is some complex constant and $\theta(a+t)$ is real for real values of $i+t$, but this is hardly a generalisation worth divith.

