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A model for transport of solutes in a porous medium participating in a dissolution­
precipitation reaction, in general not in equilibrium, is studied. Ignoring diffusion­
dispersion the initial value problem for piecewise constant initial states is studied, 
which e.g. for ionic species include a change of the ionic composition of the solution. 
The mathematical solution, nearly explicitly found by the method of characteristics up 
to the (numerical) solution of an integral equation for the position of the dissolution 
front, exhibits a generalized expanding plateau-structure determined by the dissolution 
front and the water flow (or salinity) front. © 1998 Elsevier Science Limited. 
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1 INTRODUCTION 

In this paper we continue our study of chemistry affected 
transport processes in porous media presented in Knabner 
et al. 7• The transported solutes are participants in a preci­
pitation-dissolution reaction, which in general is not in 
equilibrium, but is kinetically controlled. In Ref. 7 we 
have set up a model for spatially one-dimensional flow 
regimes. Throughout Ref. 7 and the rest of this paper we 
refer to the solid phase as 'crystal' or 'crystalline solid', 
which is due to the fact that we have a specific example in 
mind: the dissolution of a crystalline mineral phase, which 
occurs as a very thin layer on the grains of the porous 
medium, see e.g. Willis and Rubin 15• In fact, the dissolving 
substance may be either crystalline or amorphous. It was 
assumed that water content, bulk density, pore velocity q 
(cm s-1) and diffusion-dispersion coefficient D (cm 2 s- 1) 

are constant. The unknown functions are u and v 
(mM cm - 3), where u is the molar concentration of one 

of the reacting participants in solution, v is the scaled 
concentration of the crystalline solid (both relative to the 
water volume), and a third unknown w (-),which appears 
to take into account the nature of the dissolution reaction. 
For a detailed discussion on the role of w we refer to Section 
2 of Ref. 7. The governing equations are 
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a au a2u 
aj-u + v) + q ax - D ax2 = 0 (1) 

av 
at = k{g(u; c) - wK} (2) 

0 s w s 1 and w(x, t) = 1 if v(x, t) > 0 (3) 

for -oo < x < oo, t > 0. The positive constants Kand k are the 
saturation constant and a rate parameter, respectively. There is 
a further function c in the nonlinear function g related to the 
precipitation reaction. It is a conserved quantity in the sense 
that it satisfies the linear diffusion-advection equation 

de ac a2c 
at + q ax - D ax2 = 0 (4) 
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for - co < x < oo, t > 0. The function c is solely determined 
by the stoichiometry of the precipitation-dissolution 
reaction. If this is given by 

(5) 

with positive integers 11, m where M., M 2 denote the species 
in solution and M 12 the solid, then 

(6) 

where C1o c2 (mM crn-2) arc the molar concentrations of 
M •· M1. In cqns (l)-(4), c1: = u is kept as an unknown and 
c2 is substitu~ by means of 6• For a spatially independent 
batch situation the function c would be constant due to eqn 
(4), i.e. all possible values of concentrations c 1(t), cit) lie 
in an affine subspace of the one-dimensional stoichiometric 
subspace of the reaction, defined by the condition c = O. In 
the case of ionic species, it is also possible to consider c as 
the scaled total (positive) electric charge of the solution. 
This observation helps us in distinguishing two principal 
situations with respect to a specification by means of 
initial conditions. We will consider piecewise constant 
states at t = 0, i.e. 

{
u•,v·,c• for x<O 

u(x, 0), v(x, 0), c(x, 0) = 0 
u., v.,c. for x > 0 

(7) 

We can relate these solutions to solutions of a correspond­
ing boundary value problem for x > 0, t > 0 by considering 
u", v", c· as initial conditions and u., v., c. as boundary 
conditions. Thus there are two situations 

c* =c. and therefore c(x, t) = c =constant (8) 

or 

(9) 

In eqn (8) the boundary (/initial) conditions are compatible 
in the sense that they belong to the same affine stoichio­
metric subspace of the reaction or for ionic species that the 
injected fluid has the same ionic composition as the resident 
fluid. This situation is the only one which leads to travelling 
wave solutions being the subject of 7• Here we concentrate 
on eqn (9), i.e. on incompatible boundary (/initial) condi­
tions. In this paper we show how to obtain solutions of this 
problem in the presence of a dissolution front. i.e. a curve 
in the (x,t)-plane separating the region where v = O from 
the region where v > 0. To ensure that a dissolution front 
exists for all t =::: 0, one needs 

v*=Oandv.>O (10) 

If initially crystalline solid is everywhere present in the 
flow domain, i.e. v' > 0 as well, then a dissolution front 
may occur after a certain finite time interval. Conditions for 
which this happens are discussed in Section 3.2. 

A typical example for the function g is, assuming the 
thermodynamically ideal mass action law: 

g(u; c) = u" (~mu - c) r (11) 

where eqn (6) is used. To ensure that c 1 2: 0, c 2 2: 0, only 
the variable u 2: (elm)+ is allowed, where a+= a for a 2: u, 
a+ = 0 for a < 0. In general the function g has the follow­
ing properties to be used later on: 

g(·;c) is strictly monotone increasing for u =::: (elm)+. 
g(·;c) is smooth for u 2: (elm)+ (at least Llpschitz­
continuous) 

We need the existence of a (unique) Us= us(c) =:::(elm)+ 
such that 

g(u;c)=K (12) 

i.e. us is the solubility for given c. Due to the properties of 
the function g given earlier, the following condition ful­
filled by eqn (11) is sufficient for eqn (12): 

(13) 

When we require eqn (10), we additionally assume the 
initial states to be in chemical equilibrium, i.e. 

( ') . . ;;:;, + s u s us(c ) and u. = us(c.). (14) 

If solid is present everywhere, this would not lead to the 
appearance of a dissolution front, see eqns (63) and (64). 
Thus we allow in this case for an initial state for x < O not 
in equilibrium, which might be thought of as the conse­
quence of an instantaneous removal of saturated fluid. If 
dispersive transport is negligible compared to advective 
transport, it is reasonable to let D - 0, i.e. to cancel the 
co1TCsponding terms in eqns (l)-(4) and to obtain 

a au 
ar<u+v)+q ox =0 (15) 

for - co < x < cc, t > 0. The initial value problem eqns 
(2)-(4), (7) and (15) is known as a Riemann problem. In 
this paper we consider the analytical and numerical 
construction of a solution of this Riemann problem. For 
dominating advective transport, i.e. the limit D - O in 
eqn (1), we expect a good approximation of the solutions 
of eqns (l)-(4) and (7) ignoring only certain smoothing 
effects (see the comparison in Section 5). On the other 
hand, the treatment of the hyperbolic system by means of 
the method of characteristics allows a nearly explicit 
construction of the solution and thus gives detailed infonna­
tion about the qualitative structure of the solution. The func­
tion c is found directly, without a priori knowledge about u, v 
and w. It follows from eqns (4) and (7) that for all t > O 

{ 
c* for x <qt 

c(x,t)= 
c. for x >qt 

To be specific, we assume in the following 

,·>c. 

(16) 

(17) 

The other case can be treated in exactly the same way or 
transformed to the above situation, which basically corre­
sponds to a renumbering of the dissolved reaction paxtici­
pants. A further property, which holds true for eqn (11), is 
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the monotone dependence of the solubility u8(c) on c, i.e. in 
particular 

us(c*) > us(c.) (18) 

In the, analysis we will not make use of this property, but in 
the figures it is assumed to hold true or implied by the 
choice of eqn (11). The outline of the paper is as follows. 
We first construct a solution of the Riemann problem in the 
case of equilibrium reactions. That is, we take 'k = oo' in 
eqn (2) and replace it by 

g(u;c) =wK (19) 

In Section 3.1, we use the method of characteristics, to 
obtain an explicit representation of the solution, which 
still is dependent on the dissolution front x = s(t). For 
this free boundary, which necessarily exhibits a waiting 
time, we derive an integral equation, which in Section 4 
is transformed to a linear Volterra equation of the second 
kind. This settles the existence of a solution of the integral 
equation, which then can be used to define a solution of the 
Riemann problem. In Section 3.2, this procedure is 
extended to the treatment of v.,v· > 0, u* s us(c 0

). In 
Section 5, an algorithm for the precise approximation of 
solutions is presented based on the above procedure. 

The analysis of multi-component reactive systems with 
pure advective transport by means of the corresponding 
hyperbolic systenn has a certain tradition in the chemical 
engineering literature. Although the situation considered 
usually allows for more species and reactions then consid­
ered here, most of these papers are restricted to the case of 
equilibrium reactions and a constant number of phases (see 
e.g. Walsh et al. 14, Dria et al. 3, Novak et al. 9, Bryant et al. 2, 

Novak et al. 10, HelfErich and Klein 6, Schweich et al. 11 (and 
the literature cited therein). If the non-equilibrium case is 
considered most authors (see e.g. Sevougian et al. 12. 13) 

resort to numerical methods, allowing more complex and 
realistic situations. The main features of the simple situation 
studied semi-analytically in this paper are the assumption of 
non-equilibrium and the appeaxance of a dissolution front. 

2 EQUILIBRIUM 

When studying the transport process at equilibrium we 
replace the first order eqn (2) by the equilibrium relation 
(eqn (19)). Thus the equations to be analyzed are eqn (15), 

g(u;c)=wK (20) 

subject to eqn (3), where c is given by eqn (16). In this 
section we construct a solution of this system in the domain 
- oo < x < + oo for t > 0, which satisfies at t = 0 the 
piecewise constant initial distribution (eqn (7)). We recall 
that the constant states in eqn (7) fulfills eqn (14). To 
emphasize the role of the dissolution front we impose eqn 
(10) as well. This simple case is treated for further com­
parison and introduction of the techniques to be used. In 
fact the result of this section is well-known in the chemical 

z = 9 t 

i 

~~~~..l...l....::u..~...lll.J~~:u....,.~~~~--z 

a(t) 0 

Fig. 1. Dissolution front ahead of the fiuid front. 

engineering literature (at least formally) and a special case 
of e.g. Bryant et al. 1• 

For the construction, the following two observations are 
essential. The first one relates to eqn (20) and says that if 
v(x,t) > 0 then w(x,t) = l and by eqn (20) 

g(u(x, t); c(x, t)} = K (21) 

In addition, if x >qt then u(x,t) = u8(c.) = u. and if x <qt 
then u(x,t) = us(c \ The second one is the Rankine­
Hugoniot shock condition for solutions of eqn (15). This 
condition which is based on a mass-conservation argument 
(see for instance Whitham, 16 or LeVeque, 8), says that 
discontinuities or shocks in solutions of eqn (15) propagate 
with 

[u] 
speed= [u + v]q (22) 

Here the quantities between the brackets denote the size of 
the jump discontinuity in u and v across the location of the 
shock. 

Now suppose a dissolution front x = s(t) exists such that 

{ 
0 for x < s(t), 

v(x, t) = (23) 
> 0 for x > s(t). 

On physical grounds one expects s(t) s qt for all t > 0, 
because q denotes the averaged pore velocity of the fluid: 
i.e. ahead of the front x = qt one expects to find the initial 
states u = u. and v = v •. 

The mathematical argument is the following. Suppose the 
dissolution front moves ahead of the fluid front, as in Fig. 1. 
Since w(x,t) = 1 for x > s(t) we find from eqn (21) that u = 
us(c.) in the shaded region in Fig. 1. Next select f > 0 such 
that 

s(i) > qi and s(i) > q (24) 

where the dot denotes differentiation. In other words, we 
have selected a time fat which the speed of the dissolution 
front exceeds q. Then by the Rankine-Hugoniot condition 
(eqn (22)), 

u(s(i)-, i) > u. = us(c.) (25) 

as v jumps downwards from right to left or does not jump. 
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Fig. 2. Level sets of concentrations at equilibrium. 

Here u(y-,t) = limx 1 y u(x,t) denotes the limit in y from the 
left and u(y+,t) = limx 1 y u(x,t) the limit from the right. But 
c(s(i),i) = c. and thus by eqns (3) and (20) 

u(s(t) - , t) s us( c.) (26) 

a contradiction. In other words, eqn (24) implies over­
saturation for u. But this is not allowed under equilibrium 
conditions. We further note that if v is discontinuous at the 
dissolution front, i.e. v(s(t)+,t) > 0 then s(t) = q cannot 
occur. This is a direct consequence of eqn (22). This obser­
vation implies that s(i) = qi and s(i) = q for some i > 0 can 
also not occur as v(s(i)+,i) = v. > 0. Hence 

s(t) <qt for all t > 0 (27) 

The ordering of the fronts and eqns (20) and (21) imply 

{ 
s us(c*) - oo < x < s(t) 

u(x, t) = u5(c*) s(t) < x <qt 

u5(c.) qt< x < + oo 

Consequently by eqn (22) 

o s s(t) s q for all t > o 

(28) 

(29) 

and s(i) < q occurs at points i where v is discontinuous. In 
paxticular this shows that all dissolution fronts are mono­
tone in time. Since v vanishes in the region x < s(t), we 
have there 

au au 
ai+qax=O (30) 

The initial condition on u for x < 0, the upperbound in eqns 
(29) and (30) imply that u = u • for x < s(t). To determine v 
in the regionx > s(t) we use eqns (15) and (28). Combined, 
they imply that av(x,t)lot = 0 for x > s(t), x =F qt. Then 
using the initial condition on v for x > 0 and the lower 
bound on s, we find after integration v = v., for x > s(t). 
Thus we have constructed a piecewise constant solution of 
eqns (3), (15) and (20) which satisfies the initial distribution 
(eqn (7)). The dissolution front follows from the Rankine­
Hugoniot condition (eqn (22)): s(t) = at, with 

us(c*)-u* 
a= us(c*)-u•+v.q(<q) <31> 

Across the other shock, x = qt, v is constant. This is con­
sistent with eqn (22). In the chemical engineering literature 
this front is called the salinity front, see e.g. Bryant et al. 1). 

In Fig. 2 we show the level set of the solution {u, v, w, c} at 
equilibrium. The separating curves are shock curves at x = at 

·1 
c• 

~ c, 

. "' 1d qt 

·1 v. 

I 

at qt .. u,(c•). 

1 u,(c.) = u, 

u' 

~~~~~a-t~~~-q-t~~~--., 

w=l 

·1. •If•""')/• 
~-'-~~~a-t~~~~~-t~~~--., 

Fig. 3. Sketch of profiles at some t > 0. 

and x = qt. Fig. 3 shows a sketch of the profiles of the vaxi­
ables for some t > 0. A qualitative comparison with the com­
putations of Willis and Rubin 15 will be given in Section 5. 

One may raise the question if the solution as constructed 
in this section is the unique solution of the initial value 
problem. For the following reasons we believe that it is. 
In the construction, inequalities (eqn (29)) are crucial. 
They imply directly that the concentrations u and v are 
constant to the left and the right of a dissolution front, lead­
ing to the constant speed eqn (31). In eqn (29) the inequal­
ities are a consequence of the Rankine-Hugoniot condition 
and the fact that oversaturation is ruled out by requiring w < 1 
in eqn (3). In other words, eqn (29) exhibits local properties of 
any dissolution front. As outlined above they lead to a 
piecewise constant solution as presented in this section. 

3 NON-EQUILIBRIUM 

When precipitation-dissolution reactions cannot assumed 
to be at equilibrium, one needs to incorporate the first­
order reaction eqn (2) in the description. This leads to a 
much more involved analysis. In this section we construct 
solutions of the Riemann problem (eqns (2)-(4), (7) and 
(15)) for two distinct cases. In Section 3.1 we assume eqn 
(10) to be satisfied, implying that crystalline solid is present 
only in part of the ftow domain, and in Section 3.2 we 
assume v ', v. > 0. In this first case a dissolution front 
exists for all t ;::: 0. In the second case it may appear in 
finite time. 

3.1 Crystalline solid partly present 

Inspired by the equilibrium results, i.e. 'k = oo', we start 
with the assumption that a dissolution front exists, as in eqn 
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t ---------v=O 0: = 9 t 

w=¥ ·=·· 
v=u.=u.(e..) 

"= v. 

Fig. 4. Dissolution front in the (x,t)-plane. 

(23), which satisfies inequalities eqn (29). These inequal­
ities are crucial for the construction of a solution. Unfortu­
nately there are no obvious physical or mathematical 
axguments to support these assumptions. In contrast, the 
weaker statement s(t) ::5 qt for all t 2:: 0, which is obviously 
physical, can be justified similarly as in Section 2. We return 
to the possibility of existence of solutions not fulfilling these 
assumptions when discussing the uniqueness at the end of 
Section 4. The main goal is to derive an equation for the 
location x = s(t) of the dissolution front. 

As in Section 2 we conclude, because of 
(ovlot) = 0 for x < s(t}, that u = const = u • for x < s(t) 
and that w = g(u •, c •)IK there. Similarly for x > qt we 
have u = const = u. = us(C•) and thus v = const = v •. 
With reference to Fig. 4, we are going to consider the fol­
lowing problem: 

Find u, v and s such that 

au au * 
ot+qax=k{K-g(u;c)} (32) 

av • 
01 =k{g(u;c )-K} 

for s(t) < x < qt and for t > 0, subject to 

u(s(t), t) = u *, v(s(t}, t) = 0 

and 

v(qt,t) = v. 

(33) 

(34) 

(35) 

Note that in the composite solution the crystalline concen­
tration v is continuous across x = qt, due to eqn (22) and 
then eqn (35) holds, while the fluid concentration u possibly 
has a discontinuity there. Eqn (33) implies continuity of v 
across the dissolution front x = s(t), which in tum, due to 
eqn (22), implies continuity of u across x = s(t). 

We solve eqns (32) and (33) by the method of character­
istics. Choose any point (y,r) in the domain { (x,t):s(t) < x < 
qt, t > 0}, see also Fig. 4. The characteristics of eqn (32) are 
straight lines in the (x,t)-plane, having slope q with respect 
to the t-axis. The characteristic passing through the point 
(y,r), i.e. the curve x = y + q(t - r), intersects the dissolu­
tion front in the point (s(t0), t0), which satisfies 

s(to) = y + q(to - r) (36) 

Due to s(t) ::5 q this point is unique and thus is the same for 
all starting points (y,r) satisfying eqn (36). For a given 
dissolution front s(t), this would determine to as a function 
of y and r, i.e. to= t0(y,r). 

Integrating eqn (32) along the characteristic and using 
eqn (36) yields 

fu(y,T) 1 y - s(to(y, r)) 
u· k{K-g(z;c*)}dz=r-to(y,r)= q 

(37) 

The idea is now to use eqn (33) and the boundary condi­
tions on v to determine the location of the dissolution front, 
i.e. to find the function s(t). Before we proceed we first 
introduce for the case u • < us(c •) the function f:[O, + oo) 
- [u ·,u8(c •n defined implicitly by the integral 

ff(lJ) 1 5 
k{K ( *)}dz=-forall52::0 

u• -gz;c q 
(38) 

and the function F: [O, + oo) - (0, + oo), defined by 

F(ti) = k{K - g(f(li); c*)} for all 5 2:: 0 (39) 

Here o denotes a distance y - s(t0(y,r)), measured along the 
characteristic from the dissolution front x = s(t0) to a point 
(y,r), while f(o) = u(y,r) denotes the fluid concentration at 
that point. The fluid concentration f and reaction rate F at 
any point of a characteristic depend only on this distance o, 
which is due to the fact that convection is the only transport 
mechanism in this single reaction problem. Note that due to 
the differentiability of g(.;c •) at u = u5(c •) 

fu 1 
u• k{K-g(z;c*)}dz-oo for u -us(c *) (40) 

and thus f and F are well defined. 

Examples. Let the rate function g be given by the law of 
mass action (eqn (11)). We can explicitly compute the 
cases: 

n = 1, m = 0 (The linear case, see also Ref. 7, eqn (40)). 
Then g(u;c) = u and u5(c) = K, independent of c. We find 

* - !a f(o) = K - (K - u )e q (41) 

and 

* -~ F(li)=k(K-u )e q 

n = 1, m = 1. (See Fig. 5). 
Then g(u;c) = u(u - c) and 

us(c} = c/2 + (l/2)V c2 + 4K 

We find that f satisfies 

f(li)-Uo 
us-f(o) 

(42) 

(43) 
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g 

](_ _____ _ 

u, u 

Fig. S. Rate function g for n = m = I. Note that u* ~ c. 

where 

c l I 2 
us =us(c), u0 =u0(c)= 2- 2v c +4K 

k 
and a= -(us - uo) 

q 

Consequently 

F(o)=k(us-uo) { } 2 Us -U* u * -Uo e-"'o+---
us -u* 

(44) 

When u • = u 5(c \which we consider as a degenerate case, 
we extend the definitions (eqns (38) and (39)) by setting 

f(o) = u5(c*) and F(o) = 0 for all o;;::::: 0 (45) 

Unless stated otherwise we avoid this degeneracy by taking 
u' < us(c'). This implies F(o) > 0 and F'(o) < 0 for all 
0;;::::: 0. 

Next we continue the analysis of eqns (32) and (33), by 
rewriting eqn (37). Take any t > 0 and let y = s(t). Using 
eqns (38) and (39) we now write 

k{K - g(u(s(t), r); c*)} = F(s(t) - s(t0)) (46) 

for any s(t)lq < r < t. Here we have used s(t) ~ 0. In this 
expression, t0 = t 0(s(t),r) satisfies to= t when T = t. Sub­
stituting eqn (46) into eqn (33), integrating the result in 
time and applying the v-boundary condition in eqns (34) 
and (35), yields 

r~ F(s(t) - s(t0 ))dr = v. 
q 

(47) 

Note that in deriving this equation we in particular assumed 
s to be monotone, but not to be strictly monotone. In the 
derivation of eqn (47) we can allow for constant parts of s, 
i.e. for times 0 s; t < t 2 such that s(t) = s(t 1) for all t 1 :5 t s; 

t2• In such a case the definition of to = t0(s(t),r) gives fort 
such that t 1 :5 t :5 t1: 

t0(s(t), r) = T for TE [t1> t] (48) 

and the whole derivation of eqn (47) holds true with the 
following exception: if s(t) = 0 for 0 s; t :5 t 2, then the 
integration leading to eqn (47) cannot be performed fort E 
[O,t2] as v(0,0) is not defined. But on the other hand a 

t. 

Fig. 6. Waiting time in dissolution front. 

dissolution front as sketched in Fig. 4, i.e. s(O) = 0 and 
s(t) > 0 fort> 0, would lead to a contradiction in eqn (47). 
Letting t ! 0 would make the left hand side zero while v. > 0 
as given. Therefore, we have a waiting time t. > 0, see Fig. 
6, such that 

s(t) = { 
0 for 0 s; t s; t., 

> 0 for t > t. 
(49) 

From eqn (47) fort! t., we conclude 

t,F(O) = v, (50) 

Using eqns (38) and (39) we find for the waiting time the 
expression 

v, t,=------
k{K - g(u*, c*)} 

(51) 

Note that in the degenerate case u' = us(c') eqn (51) 
implies t. = oo. In other words, when u' equals the solubi­
lity concentration then the dissolution front remains stag­
nant. Furthermore, apart from the initial waiting time, no 
further constant parts of s can occur: if this would be the 
case, say on the interval [t1,tz], then we conclude from 
eqn (47) 

f/, 
v, = F(s(t2) - s(t0))dr 

s(t2 )/q 
(52) 

= fr, F(O)dr + v., 
11 

which is a contradiction. We want to rewrite the integral in 
eqn (47) in terms of t 0 and we do this by using eqn (36). 
From that equality, with y = s(t), we obtain due to s(t) s; q 
a unique correspondence of the points T with the points t0, 

where 

s(t) . . 
T : - - t 1mphes t0 : 0 - t 

q 
and 

01' 1 
-=I - -s(t0 ) 
iJto q 

(54) 
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Applying these observations to eqn (47) yields 

ft lft 
F(s(t) - s(t0))dt0 = v. + - F(s(t) - s(t0 ))s(t0)dt0 

0 q 0 

I fs(I) 
= v. + - F(z)dz, 

q 0 

(55) 

where the left-hand side can be slightly rewritten by intro­
ducing the waiting time: 

ft F(s(t) - s(t0 ))dt0 = t.F(s(t)) + f' F(s(t) - s(to))dto 
0 ~ 

(56) 

To summarize, we have obtained an integral equation from 
which the location of the dissolution front can be deter­
mined. The precise formulation is: Lett. be given by eqn 
(51). Then find the function s(t), satisfying eqn (49) and the 
dissolution front equation (DFE) 

{ r F(s(t) - s(to))dto = B(s(t)) fort~ t. where 

(DFE) 1 s(1) 

B(s(t)) : = t. {F(O) - F(s(t))} + - f F(z)dz. 
q 0 

(57) 

The expression for B follows from eqns (50), (55) and (56). 
In general we have to rely on numerical methods to solve 
(DFE). One such method will be discussed in Section 5. 
Only very special cases can be solved analytically, for 
instance the case n = 1 and m = 0 (the linear case) in 
the examples, where F is given by eqn (42). For that 
form of Fit is straightforward to solve (DFE) explicitly. 
The result is 

s(t) = ~k t - t.) for t ~ t. 
I+ t. 

(58) 

where 

1* = k(K-u*) 
(59) 

In Section 4 we show how to transform (DFE) into a 
standard integral equation, from which some characteristic 
properties of the front can be derived. Having found an 
expression or approximation for s(t), one has to go back 
to eqns (37) and (38) to determine u. The concentration of 
the crystalline solid is obtained from integrating eqn (33). 

3.2 Solid present everywhere 

As in the previous case, the concentrations ahead of the fluid 
front are not affected by the displacing fluid and, therefore, 
equal to the initial concentrations. Since v is continuous 
across x = qt, the essential parameters which determine 
the behavior of the concentrations are u *, v *, c * (rather 
us(c *))and v., see Fig. 7. For definiteness we assume here 
that v * < v •. As long as v > 0, implying w = 1, no dissolu­
tion front will emerge and we need to solve eqns (32) and 

·~ z =qt 

11 = "· 

u = u•,v = v• 
==v. 

0 z 

Fig. 7. Initial conditions for the domain x < qt,t > 0. 

____ v_._-.. _. ·~(r--- ... 
0 qt z 

Fig. 8. Crystalline solid distribution for fixed t > 0. 

(33) subject to the conditions shown in Fig. 7. From the 
physical point of view the initial conditions for x < 0 are 
somewhat unrealistic because u • and v • are not in equili­
brium. This implies that in a laboratory experiment the resi­
dent fluid in the region x < 0 at t = 0 has to be 
instantaneously replaced by fluid with concentration 
u *.The latter is, by approximation, only feasible for (very) 
small reaction rates. 

Integrating the u-equation along the characteristic x - qt = 
constant and the v-equation in t, we find that 

u(x, t) = f(qt) for x < 0 or 0 < x < qt and t > 0 (60) 

with f defined by eqn (38) and 

v(x,t)= {
v*+u*-f(qt) for x<O,t>O 

v. + f(x) - f(qt) for 0 < x < qt, t > 0 

The latter follows immediately from integration of 

Clv(x, t) au(x - qt, t) --=-----
Clt at 

(61) 

(62) 

in time, see eqn (15). Note that f is monotonically increas­
ing from /(0) = u • towards f(oo) = us(c *). The solid con­
centration for fixed t > 0 is sketched in Fig. 8. 

Obviously, eqns (60) and (61) are only meaningful ifv > 0. 
This leads us to consider the following cases. 

1. u·=us(c\ 
This choice implies f = constant = u *, yielding the 

solution 

u(x,t)= { u• 
x<qt 

u. x>qt 
(63) 

and 

v(x,t)= { v• 
x<O 

v. x>O 
(64) 
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u = u• + v• 
11=0 
111 = g/K 

u, 11 given by (60),(61) 

u.•,,,•,rt 

Fig. 9. Concentrations in the (x,t)-plane. 

2. u· < us(c*) and v· 2: u5(c°) - u·. 

z =qt 

z 

The second inequality being strict means that the 
concentration of crystalline solid is too high to be 
fully dissolved in the fluid. As a consequence eqns 
(60) and (61) hold for all t > 0, where 

x<O 
{ 

v· + u• -u5(c*) 2: 0, 
v(x, t) > v(x, oo) = 

v. +f(x)-us(c*) > 0, 0 <x <qt 

(65) 

3. u· < us(c•) and v· < us(c•) - u·. 
Now the second inequality and eqn (61) imply that 

there exists a finite time T > 0, defined by 

f(qT)=v*+u•, (66) 

such that v(x,t) > 0 for 0 s t < T and 

{
O, x<O 

*T)= ~ 
v. + f (x) - f (qT), 0 < x < qT 

The distribution of the concentrations in the (x,t)-plane is 
sketched in Fig. 9. At the point (0,7) a dissolution front 
emerges as explained in Section 3.1, except that the constant 
v has to be replaced by the known function v(q(t - 7),t). 
Translating the point (0, 7) to the origin by setting x = x, r = 
t - T, and writing s = s(r) (with s(O) = 0, s(r) 2: 0, for 
T > 0) we find the waiting time T• 

r.F(O)=v. -v• (68) 

and the modified dissolution front equation (MDFE) 

(MDFE) 

I:. F(s(r) - s(T0 ))dr0 = B(s(r)) for T:::: r., 

where 

B(s(r)) = V(s(r)) + r.{F(O)- F(s(r))} 

1 fs(r) 
+ - F(z)dz 

q 0 

(69) 

In the expressions, the function differs from the function 
F used in (DFE): obviously u • has to be substituted by 

f(q1) = u • + v •in the definition of a function Jin eqn (38) 
and F is given by eqn (39) by substituting f by]. Further­
more, the function V in B is related to v along x = q(t - 7). It 
is found to be 

V(s(r))=v(s(r),T+ s~))-(v.-v*) (70) 

or, using eqn (61), 

V(s(r)) = v" + f(s(T)) - f(qT + s(T)) (71) 

Note that here the original function f according to eqn (38) 
appears in eqn (71). Clearly V(O) = 0. Having determined 
s(r) from eqn (68), (MDFE) and eqn (71), one proceeds as 
before to find u and v in the region s(r) < x < qT,T > 0. 

In principle a discontinuity of u is possible at x = q(t - 7). 
In fact u is continuous there, which can be seen as follows: due 
to eqn (60) we have u(q(t- 7) +,t) = f(qt) = f(x + q1). On the 
other hand the definition ofj(x) leads to u(q(t - 7)-,t) = J. We 
have, setting h(z) = 1/(k{K - g(z; c *)}): 

ff(6) 0 f u' + v' l 
h(z)dz= -+ h(z)dz= -={o+ r 1cu· +v*)) 

u• q u' q 

(72) 

as u • + v • < us(c *) and thus is in the range off. Therefore, 

j(o)=f(o+ r 1(u* +v*))f(o+qT) 

due to equation (66), 

in particular we have 

u(q(t- T)+, t) = u(q(t-T)- ,t) (74) 

The qualitative analysis concerning dissolution fronts, as 
given in Section 4, is restricted to (DFE) only. This choice 
implies no loss of generality. All results/properties carry over 
to the solution of (MDFE). However, when discussing the 
numerical results, we do present an example in which a con­
centration distribution as shown in Fig. 9 will arise. 

4 DISSOLUTION FRONT EQUATION 

Before discussing the qualitative behavior of the dissolution 
front, i.e. the solution of integral equation (DFE), we recall 
here that this equation was derived by assuming the struc­
tural conditions (eqn (29)). These conditions are consistent 
with the following results. 

Property. Lets: [r.,oo)- [O,oo) be differentiable and satisfy 
(DFE). Then 

1. s(t.) = O; 

2· . F'(O) 
s(t.) = q/(l - F(O) t.q) E (0, q) 

3. o < s(t) < q for all t 2: t.; 
4. s(oo) = oo 
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Proof. 
(1) By assumption, s(t) 2: 0 for all t 2: t •. Since F'(o) < 0 

for all o 2: 0, withF(O) = k{K-g(u*;c*)} > Oand F(oo) =0, 
we observe that the expression B in (DFE) has the property 
B(O) = 0, B(x) > 0 for x > 0. Evaluating (DFE) at t = t. 
yields B(s(t.)) = 0, implying at once s(t•) = 0. 

(2) Differentiating (DFE) with respect to t and rearran­
ging terms yields 

s(t) = F(O) ' 

!F(s(t))- t.F'(s(t))- J F'(s(t)- s(t0 ))dt0 
q '· 

(75) 

for all t 2: t •. Taking t = t. in this expression and using (1) 
gives the desired result •. 

(3) Because the right hand side in eqn (75) is strictly 
positive, the lower bound is immediate. The upperbound 
is more involved. To show it we argue by contradiction. 
Thus suppose there exists 'f > t. such that 

s(t) < q for all r. s; t < i and s(i) = q. (76) 

Taking t = 'fin eqn (75) and estimating 

- J' F'(s(i) - s(to))dto 
'· 

f s(i) F' (z) 1 
= - ~> -{F(O)-F(s(i)} 

0 s q 
(77) 

results in 

. { F'(s('i))}- 1 
s(i) < q 1 - qt. F(O) < q (78) 

This contradicts eqn (76) and, therefore, s(t) < q for all 
t 2: t •. 

(4) To prove this we construct a lower bound which 
becomes unbounded as t- oo. Let 

C: = max(-F'(z)) 
z2:0 

Using this upper bound in eqn (75) gives fort 2: t. 

s(t) > l F(O) 2: qF(O) 

-F(s(t)) + t.C + (t- t.)C F(O) + qCt 
q 

and after integration 

F(O) { 1 + ;(~)t } 
s(t) 2: Cln qC 

l + F(o{• 

(79) 

(80) 

(81) 

This shows that s(t) becomes unbounded as t - oo, see also 
Fig. 10. 

Having determined these a priori properties of the disso­
lution front, we now turn to the question of existence. To 
make use of well-known results, we transform the equation 
to a standard linear integral equation of the second kind for a 
new unknown function. Due to monotonicity Property (3), 
by a change of variable (see the line below eqn (88)) , we 

q(t-t.) 

Fig. 10. Estimate of location of dissolution front. 

can rewrite (DFE) as a linear integral equation of the first 
kind for the derivative of the inverse of s, denoted by cf>. 
By differentiation with respect tot, this equation transforms 
to 

B' (x) = F(O)<f>(x) + J >' (x - y)c/>(y)dy for x 2: 0 (82) 

where the primes denote differentiation and where B and F 
are as in (DFE). In particular 

1 
B' (x) = -F(x) - t.F' (x) (83) 

q 

Eqn (82) has been studied in the mathematics literature and 
it is known that if F E H1~([0, oo)) (i.e. F and F' are locally 
square integrable on [O,oo)) then eqn (82) has a unique 
global solution <f> on [O,oo), see Zabreyko and Mayorova 17• 

Furthermore, if Fis continuously differentiable (in fact F 
belongs to C'° in many relevant examples) then <I> is con­
tinuous (or also C'°) in [O,oo). As in the proof of (3), one 
easily finds 

I 
<f>(x) > - for all x 2: 0 (84) 

q 

Having established the existence of a smooth function </> 

satisfying eqns (82) and (84), we are now in the position to 
define the function s: [O,oo) - [O,oo) such that s(t) = 0 
for 0 s t s; t• and 

fs(t) 
t - t. = 0 iJ>(x)dx for all t > t. (85) 

The smoothness of cl> carries over to sin [t.,oo): for instance, 
if</> is continuous in [O,oo) and satisfies eqn (84), then s is 
continuously differentiable satisfying (3). Thus sis strictly 
increasing fort 2: t• and also s(oo) = oo holds true due to the 
absence of singularities in!/>. In this way, there is a one-to­
one correspondence of the points x 2: 0 and s(t) for t 2: t •· 
To verify that the function s satisfies (DFE), we integrate 
eqn (82) with respect to x from x = 0 to x = s(t). This yields 
fort 2: t• 

fs(t){ fx } 
B(s(t)) = F(O)(t - t,.) + 0 0F'(x -y)<f>(y)dy dx 

(86) 
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Writing 

fx d fx 
0 F' (x - y)<f>(y)dy = dx 0F(x - y)ct>(y)dy - F(O)<f>(x) 

(87) 

gives 

B(s(t)) = fs(t) F(s(t) - y)lji(y)dy = fr F(s(t) - s(t0 ))dt0 
0 4 

(88) 

In the last equality we used the variable transformation 
s-1(y)-+ t0, as due to eqn (85) we have dldy(s- 1(y)) = <f>(y). 
This proves the existence of a continuously differentiable 
dissolution front fort:=:: t. which satisfies (DFE). 

We conclude this section with a remark about uniqueness. 
Any solution of the Riemann problem eqns (2)-(4), (7) and 
(15), for which a dissolution front x = s(t) according to eqn 
(23) exists must be of the form discussed in Section 3 with s 
satisfying (DFE), provided that eqn (29) is satisfied. Now 
suppose two solutions are possible. They would satisfy 
Property (3) and thus, using eqn (85), one could define 
two solutions to the integral eqn (82). But eqn (82) has 
only one solution which yields a contradiction. The question 
arises if solutions are possible with dissolution fronts violat­
ing eqn (29). If a solution is such that the violation occurs 
only after some time, i.e. there is a t 1 > 0 such that 

0 ::s; s(t) ::s; q for 0 ::5 t ::5 t1 and s(t1) =0 or s(t1)=q 

(89) 

then s satisfies the integral equation eqn (47) in the interval 
[O,t i] and the waiting time t. according to eqn (51) exists. 
Assume that t 1 > t •. Then the integral equation (DFE) is 
valid in [t., 11] and Property (3) implies 0 < s(t1) < q, i.e. a 
contradiction. Thus the only possible further solutions we 
cannot exclude at the moment have the very unlikely prop­
erty that there are points f arbitrary close to t = 0 such that 
s(i) < o or s(i) > q. 

One should bear in mind that not every uniqueness con­
dition is an entropy condition, i.e. a condition which selects 
from all possible solutions a physical solution. One should 
also understand that the differential equation describing the 
dissolution process, has a smoothing effect on the solution. 
Discontinuities do not occur at the dissolution front, but 
only at the known front x = qt. Therefore, interpreting 
eqn (22) in terms of 'entropy' is misleading. Van Duijn 
and Knabner 4 analyzed in full detail the traveling waves 
when diffusion is present in the model: the so called visc­
osity solutions. As solutions are continuous across the dis­
solution front, no information concerning eqn (22) is to be 
gained from that analysis. 

5 NUMERICAL METHOD AND RESULTS 

In this section we construct numerical solutions of the Rie­
mann problem eqns (2)-(4), (7) and (15). The numerical 
solution procedure is based on the method of characteristics 

Table 1. Parameters used in the computations. 

e 0.32 
p 1.8 (g cm-3) . 

0.3 x 10-3 (cm s- 1) q 
M1 Sr2+ 

Mz so~-
n I 
m I 
c. 2.0 x 10-4 (mmol cm-3) 

c. 0.0 x 10-4 (mmol cm-3) 

kp I 
kd K = 3.8688 x 10·7 
k 0.1 (I s-1) 

C12• 4.9 x 10-5 (mmol g-1) . 0.0 x 10-5 (mmol g- 1) C12 

CJ• 2.0 x 10-4 (mmol cm-3) 

C1• 6.22 x 104 (mmol cm-3) 

and follows the lines of Section 3 in detail. We shall give 
quantitative results for two distinct non-equilibrium cases: 

1. The crystalline solid is only present in the flow 
domain where x > 0, i.e. v' = 0, v' > 0 

2. The crystalline solid is initially present everywhere in 
the flow domain, i.e. v ', V• > 0 

The parameters used in the computations are adopted 
from Willis and Rubin is and listed in Table 1. The differ­
ences are the following: K is slightly larger, in Willis and 
Rubin is only the equilibrium case k = oo is considered. K is 
determined by c 1• and c2• and thus has to be different from 
Willis and Rubin is, as we do not consider Debye-Hiickel 
corrections in our computations. But note that also these 
could be handled without problems as the rate function is 
of general form. The value of fluid concentration c7 used in 
our computations differs from the value given in the caption 
of Fig. 3 in Willis and Rubin is. The value in the caption is 
c7 = (Sr2+)r = 2.0 X 10-5 mMol cm - 3 (which we used in 
Ref. 7) while Fig. 3 suggests that the correct value used by 
Willis and Rubin is equals c~ = 2.0 X 10-4 mMol cm-3• 

We decided to use the latter value in this paper. 

5.1 Numerical method 

The numerical procedure consists of the following steps: 
evaluation of integral (eqn (38)) to obtain a numerical 
approximation of the function f(o), substitution of f(o) in 
eqn (39) to obtain F(o), numerically solving a Volterra inte­
gral equation which follows from (DFE) to find the location 
of the dissolution front s(t) and finally we go back to eqns 
(37) and (38) to determine u. The concentration of the crys­
talline solid is obtained by integration of eqn (33). 

The integrand of eqn (38) becomes singular when u. 
tends to the solubility concentration u,(c. ). This singularity 
has to be handled with care because we need numerical 
approximations of f(o) in a wide range of o values. We 
used Clenshaw-Curtis quadrature in combination with sym­
bolic transformation techniques to remove the singularity, 
as implemented in the computer algebra system Maple, see 
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Fig. 11. Construction of solutions in the (x,t)-plane. 

Geddes 5• The result of the numerical integration is given as 
a table [o;,f(o;))], where o; = i-110. Only in special cases, i.e. 
n = l, m = 0 (the linear case) and n = m = 1, exact 
evaluation of integral (eqn (38)) is possible. We used the 
exact eqns (41) and (44) to verify the accuracy of the numer­
ical integration of eqn (38). The discrete result of eqn (38) is 
used to evaluate eqn (39), i.e. F(oi) on the o-grid. 

Eqns (82) and (83) can be written as a standard linear 
Volterra integral equation of the first kind, i.e. 

T(o)=h(o)- s:K(o-y)r(y)dy 

where 

h(o) = ~ F(o) _ F'(o) 
q F(O) 1* F(O) 

and kernel 

K(o- >= F'(o-y) 
y F(O) 

(90) 

(91) 

(92) 

We solve this equation explicitly, using the trapezoidal rule 
to discretize the integral in eqn (90). The approximation of 
the derivatives are chosen central in o, except in the first 
integration step where the derivatives are discretized 
forward in o. The position of the dissolution front follows 
from the definition of r, hence 

Js(t) 

t - t. = 0 r(z)dz (93) 

Because r is computed at the location of the grid points we 
have s(t) = iiio and the corresponding value oft is found by 
approximating the right hand side of eqn (93) using Simp­
son's rule. To compute a profile of the fluid concentration u 
at a certain time level t 1 we choose a point P(y,t 1) in the 
(x,t)-plane (see Fig. 11). We walk backwards along the 
characteristic through point P and compute the coordinates 
of the intersection point (s(t0),t0) of the characteristic and 
the free boundary curve s(t). The precise procedure is as 
follows: start in point P, follow the characteristic in the 
direction of the dissolution front s(t), check in every grid 
point if the t-coordinate of the characteristic is above the 
corresponding t-coordinate of s(t) in that point. If this is the 
case we use the last and before last step to compute the 

intersection point of the characteristic and s(t), assuming 
that the approximation of s(t) is piecewise linear between 
successive coordinates. This gives the desired value 
d1, = y - s(t0), corresponding to point P. Next we use the 
table of discrete [o;,f(o;)]-values to compute the fluid con­
centration u(y,t1)=f(o,1 ) in P. Because 011 (usually) does 
not coincide with one of the 01-values in the table, we have 
to interpolate once more. A fluid concentration profile is 
constructed by repeating this procedure in the region 
s(t1) :S y :S q(t1-t.) at a sufficiently large number of 
points P. 

To obtain a numerical approximation of the concentration 
v of the crystalline solid in point P(y,t1) we first have to 
obtain values of the fluid concentration in discrete points 
along the vertical line through (y,tz) and (y,t1) using the 
procedure given above, see line B in Fig. 11. By explicit 
integration in time of eqn (33) from the position of the free 
boundary, i.e. t 2, to the position of P, i.e. ti. we obtain v(y,t 1). 

Full integration from the position of the free boundary 
(s(tz),tz) to the position of the fluid front (y.tJ) has to repro­
duce the boundary condition v. (up to a small error, due to 
the discrete numerical approximations), which follows from 
eqn (47). This serves as a check for the accuracy of the 
numerical procedure. For the linear case (n = 1, m = 0) 
we compared results obtained by the numerical procedure 
and the corresponding exact solutions and found excellent 
agreement. 

S.2 Results 

In this section we give computed results for the following 
cases: 

1. The linear case n = l, m = 0 for v· = 0 
2. A non-linear case n = 1, m = 1 for v • = 0 and for v •• 

v. > 0 
3. A non-linear case n = 2, m = 2 for v • = 0. 

Remark. In order to obtain comparable time, space and 
concentration scales for all cases considered in this section 
we introduce an artificial factor a that multiplies the func­
tion g and assume K = 3.8688 X 10-7 to be independent of 
the values of n and m. This implies that only the results of 
the computations for the case n = m = 1 have physical 
meaning. The values of a used in the computations are: 

n 
I 
I 
2 

m 
0 
l 
2 

a 
6.22 x 10-4 

1.0 
1.83 x 10+6 

5.2.J The linear case: n = l, m = 0 
Fig. 12 shows the position of the crystal dissolution front in 
the (x,t)-plane for the linear case (n = l, m = 0). In this 
example we have t. = 10499 s. The dissolution front is a 
straight line which satisfies exactly eqn (58). Due to the 
introduction of a we have to replace kt. by akt. in the 
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Fig. 12. Dissolution front in the (x,t)-plane for the linear case. 

Fig. 13. Breakthrough curves of the fluid concentration u at dif­
ferent positions for the linear case. From left to right the observa­
tion points are: x = 2, 6, 10, 14, 18, 22, 26 and 30 cm (see Fig. 12). 

denominator of eqn (58). Fig. 13 shows breakthrough curves 
of the fluid concentration at different observation points. An 
observation independent of this special case is: There are 
horizontal parts in these curves, which correspond to the 
fluid concentration in the region in the (x,t)-plane where 
x 1/q :5 t :5 x 1/q + t. at a given position x = x 1• In this 
region o = x 1 is constant and, therefore, u is constant, u = 
f(x 1) increasing monotonically from u • to us(c •) for x 1 

ranging from 0 to oo. The width of the flat region in all 
curves is constant and equal to the waiting time t •. Fig. 14 
shows the time evolution of the crystalline solid concentra­
tion at different positions. The regions with constant slope in 
the v-curves correspond to the regions in the breakthrough 
curves for u where u is constant. 

Fig. 15 gives profiles of the fluid concentration at different 
time levels. We observe several points in the u-profiles where 
the derivative ux = iJulax is discontinuous. The discontinuity 
in ux at the toe of the profiles in Fig. 15 travels with speed s(t). 
A simple computation shows that for the general case 

a 1 
-a u(s(t) +, t) = k{K - g(u*; c*)} '( _) (94) 
x q-s t 

-
Fig. 14. Time evolution of the crystalline solid concentration v at 
different positions for the linear case. From left to right the 
observation points are: x = 2, 6, 10, 14, 18, 22, 26 and 30 cm 

(see Fig. 12) 

..... 
·-
·--.::---~~~~~,.:---'--~tl-'-~~~~~-H..__~--'. 

'""" 
Fig. 15. Fluid concentration profiles at different time levels for the 
lineax case. From left to right the curves correspond to t = 20 OOO, 

40000, 60000, 80000, 100000 s (see Fig. 12). 

The second discontinuity (from the left) in Ux reflects the 
discontinuity of s(t) at t = t •. Its position is a point at 
the line x = q(t-t.) in the (x,t)-plane for a given time t. 
In fact, we have in general due to Property (2) for such 
(x,t) 

a a 1 
-u(x+, t) - -u(x-, t) = - f'(x) (95) 
ax ax k a ( • *) r.-g u ;c 

au 

At the fluid front, i.e. the top of the u-profile, we have a 
jump in u which is consistent with the Rankine-Hugoniot 
shock condition eqn (22), and given by 

u(qt+ ,t)-u(qt- ,t)=u. -f(qt)-+ u. -u5(c*) < 0 

(96) 

An exception is the linear case, as here us(c*) = u5(c.) = 
u. and thus the discontinuity atx =qt vanishes for x 1 - oo. 
Fig. 16 shows the corresponding profiles of v. The deriva­
tive v, = av/ax at the dissolution front is discontinuous, due 
to the discontinuity in u at the front. The constant speed is 
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-
Fig. 16. Crystalline solid concentration profiles at different time 
levels for the linear case. From left to right the curves correspond 

tot= 20000, 40000, 60000, 80000, 100000 s (see Fig. 12) 

Fig. 17. Dissolution front in the (x,t)-plane for the non-linear case 
n=m=I. 

Fig. 18. Breakthrough curves of the fluid concentration at differ­
ent positions for the non-linear case n = m = I. The observation 

points are x = 3.0, 6.0, ... , 18.0 cm (see Fig. 17) 

given according to eqn (58) by 

q u*-u 
s(t)= ---= • : q 

l +kt. u - u. + v - v. 
(97) 

which corresponds to the speed of travelling waves, which 
exist for constant c [compare Ref. 7, in particular equation 

Fig. 19. Time evolution of the crystalline solid concentration at 
different positions for the non-linear case n = m = I. The obser­

vation points are x = 3.0, 6.0,. .. , 18.0cm (see Fig. 17) 

(54)]. By inspection of the explicit solution given by eqns 
(36), (41), (59) and (97) for the Riemann problem and the 
explicit solution for the travelling wave problem (note that 
g is independent of c here, see e.g. the first example in 
Section 3.1) derived from Ref. 7, eqns (54) and (93) we 
see that for taking the shift L =at•, where a is given by eqn 
(97), the solutions coincide for x < (t-t.)q. In particular 
there is pointwise convergence in x for t - oo of the solu­
tion profile here to the travelling wave solution. 

5.2.2 A non-linear case: n = l, m = 1 
For this case we shall distinguish between the two sets of 
initial and boundary conditions as discussed in Sections 3.1 
and 3.2. 

5.2.3 Solid only partly present (See Section 3.1) 
In this case the solubility concentration is given by 
u5(c)=cl2+112Jc2 +4K, i.e. u5(c*) > u5(c.) = u •. 
We have chosen c • = u • = 2.0 X 10-4. Because c. = 0 
we now have K = u.(u.-c.) = u;, see Table l. For the 
waiting time t. we find 7108.0 s. The dissolution front s(t) is 
now a curve with slope s < q for all t ~ 0. Fig. 17 shows the 
position of the dissolution front in the (t,x)-plane. The curve 
suggests that s(t.) = q which is not true. In fact the s(t•) 
satisfies Property (2) in Section 4 where in this example it 
turns out that F'(O)lF(O)t.q < 1. Fig. 18 shows break­
through curves of u for different observation points. The 
qualitative differences as compared to the linear case are 
the following: (1) the toe of the u-profile does not travel with 
constant speed but with speed s(t). (2) After a certain time 
the maximum concentration in the profiles exceeds u. and 
increases in time to the solubility concentration us(c *). (3) 
The fluid concentration at the fluid front remains discontin­
uous and jumps either from below or from above to u •. 
Fig. 19 gives the corresponding curves for v. The properties 
of the time evolution of the crystalline solid concentration 
compare to the those in the linear case, see Figs 14, and 19. 
Fig. 20 shows the fluid concentration profiles at different 
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Fig. 20. Fluid concentration profiles at different time levels for the 
non-linear case n = m = l. From left to right the curves corre­

spond tot= 10000.0, 20000_0, .. ., 60000.0 s (see Fig. 17). 
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Fig. 21. Crystalline solid concentration profiles at different time 
levels for the non-linear case n = m = l. From left to right the 
curves correspond to t = 10000.0, 20000.0, ... , 60000.0 s (see 

Fig. 17). 

time levels for the non-linear case. The corresponding 
crystalline solid concentrations are given in Fig. 21. 

A quantitative comparison between the solutions of the 
Riemann problem for the non-linear case and the solutions 
found by Willis and Rubin 15 is not possible because they 
allow for diffusion in their problem and consider only equi­
librium reaction. Comparing Fig. 3, Fig. 20 and the corre­
sponding general statements mentioned and Fig. 3 of Willis 
and Rubin 15 indicates: the common qualitative property 
caused by the interplay of transport and dissolution is a 
'plateau-structure', which for a fixed time t is defined by 
the spatial intervals I 1 = {xlx < s(t) }, Ii= {xls(t) < x <qt}, 
/ 3 = {xlx > q)}. In /3 the solution is given by the 'initial 
condition' u. = us(c.), in I 1 by the 'boundary condition' 
u • = us(c *) and in I 2 at least asymptotically, i.e. for large t, 
by us(c °).The piecewise constant structure of Fig. 3 without 
dispersion and kinetics is smeared out by the addition 
mechanisms in different ways. Kinetics leads to a smooth­
ing effect in / 2 such that the transition at x = s(t) becomes 
continuous and the maximum is attained atx =qt. Diffusion 

.,..,.. 

---!'. --
·-

Fig. 22. Dissolution front in the (x,t)-plane for the case n = m = I 
v *, v. > 0 (compare with Fig. 9). 
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Fig. 23. Breakthrough curves of u (upper curves) and time evolu­
tion of v (lower curves) at positions x = 2, 4, 6, 8 and 10 cm for 

the non-linear case n = m = 1, v *, v • > 0. 

smooths more, effecting also I 1 and I 3 and leading to overall 
smooth and nonconstant profiles, where the maximum in / 2 

is attained at x = s(t). The solutions for other values of n and 
m have properties that compare to the solutions of the non­
linear example discussed in this section. 

5.2.4 Crystalline solid present everywhere. (See 
Section 3.2) 
Two characteristic times arise in this case: T = 2680 s, 
which is the time needed to dissolve all initially present 
crystalline solid (v • = 1.0 X 10-4) in the region x < 0 
and T• = 4903 s, which is the waiting time for the dissolu­
tion front. Fort ~ Twe have u = u • + v • = 3.0 X 10-4 in 
the region x < 0. Fig. 22 shows the position of the dissolu­
tion front in the (x,t)-plane. Fig. 23 gives breakthrough 
curves of u and the time evolution of v at different positions 
in one graph. The upper set of curves is u and the lower is v. 
The horizontal parts in the u-curves have width T• and give 
rise to linear parts in the v-curves, while the increasing 
parts, which vanish as time proceeds, have width T. The 
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Fig. 24. Dissolution front in the (x,t)-plane for the case n = m = 2, 
v· = 0 

crystalline solid concentration along the line x = q(t-1) in 
the (x,t)-plane is known and given by eqn (61). We used this 
to check the accuracy of the computations. 

5.2.5 A non-linear case: n = 2, m = 2 
For any combination of n, m ~ 1 the function g(u;c *) is 
monotonically increasing and convex in the interval (elm) 
s u s us(c *) and, therefore, we may expect similar quali­
tative behavior of the solutions. The position of the dissolu­
tion front in the (x,t)-plane is shown in Fig. 24. Now the 
solubility concentration is given by 

The factor a is chosen such that us( c) = 7 .299 X 10-4, as in 
the case n = m = 1. The breakthrough curves of u are given 
in Fig. 25 and the corresponding time evolution of v in 
Fig. 26. 

6 CONCLUSIONS 

We considered a model for transport and dissolution­
precipitation, where the kinetics of the reaction is taken 
into account, but diffusion-dispersion is ignored. The 
appearance and evolution of a dissolution front from corre­
sponding initial states, i.e. the Riemann problem of the 
hyperbolic system, is investigated. The initial states for 
the 'charge distribution' c are 'incompatible' in general, 
i.e. the 'ionic composition' of the fluid changes. The method 
of characteristics leads to a nearly explicit representation of 
the solution, where only an implicitly defined function f eqn 
(38) has to be evaluated numerically and based on f an 
integral (eqn (57)) has to be solved numerically [or rather 
the transformed eqns (82) and (83)]. The basic 'plateau­
structure' of the solution is revealed being characterized 
by the dissolution front x = s(t) with speed less than q, 

o.ooo10L~~-'--~-....,.'--~ ..... -'-~-...,..-'-~~.....,"."':-~~ ..... ==~-::,,_, ... , 
Fig. 25. Breakthrough curves of u at x = 3, 6, 9 and 12 cm for the 

case n = m = 2, v • = 0. 
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Fig. 26. Time evolution of v at x = 3, 6, 9 and 12 cm for the 

case n = m = 2, v· = 0. 

where (for non-equilibrium) iJuJax and av/ax are discontin­
uous and the fluid or salinity front x =qt, where u and avliJx 
are discontinuous. A comparison of solutions elucidates the 
role of kinetics and of diffusion-dispersion, which turns out 
to be similar, but in detail different mechanisms. In addition, 
due to non-equilibrium, the dissolution fronts only starts to 
move after a positive time t., with positive slope, which 
implies a discontinuity in auJax at x = q(t-t.). Because of 
these properties the solutions are principally different from 
the travelling wave solutions of Ref. 7 for 'compatible' 
boundary conditions and only local convergence can be 
expected fort- oo. 
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