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. . * Computing roots of unity in fields 

by 
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ABSTRACT 

The roots of unity, and torsion subgroups, of computable fields, and 

abelian groups, of complex numbers are shown to occur with arbitrary turing 

degree complexity. 
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Introduction' 

Here we consider some simple decision problems to do with fields and abelian 

. groups and show they are algorithmically insoluble and, indeed, that they 

can occur with arbitrary complexity: 

THEOREM. For any recursively enwnerahle set A, there exists a comput­

able field F whose set of roots of unity U(F) = {x E F: 3n.xn = 1} is of 

the turing degree of A. 

COROLLARY. For each r.e. turing degree there exists a computable abelian 

group G whose set of elements of finite order, or torsion subgroup, has that 

degree whil.st, locally, the torsion subroup of each finitely generated sub­

group is corrrputah le. 

The paper is in four sections. First we provide some necessary back­

ground to computing in fields, then follows a collection of algebraic lemmas. 

In section three we prove the theorem and in four append useful information 

on related decision problems. These theorems are straight-forward contribu­

tions to Computable Algebra, to work on fields and (non finitely presented!) 

groups, see sections one and four for references. Such arbitrary degree re­

sults are desirable for Recursion Theory since they establish that the 

turing degree, its natural classification of complexity with its notorious 

issue of complications, is relevant to algorithmic questions as they arise 

in Algebra. And since our fields and groups are systems within the complex 

numbers,~' these particular insoluble decision problems are elementary in 

ways in which the word problem for a finitely presented group is not; for 

example, they can be quoted to students innnature for the machinery of presen­

tations. 

We are happy to acknowledge the support of theMatematisk institutt, 

Universitetet i Oslo, and several convivial conversations with friends in 

its Algebra group; also the patronage of our present institutions at Uppsala 

and Amsterdam respectively. 

1. Computable rings and fields 

Algorithmic properties of fields make an appearance in van der Waerden's 
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Moderne aZgebr-•a [J,~J but a more suitable starting point is A. Frohlich and 

J.C. Shepherdson's [~] and M.O. Rabin's [2]. We assume the reader familiar 

with the ideas and results of these papers subsumed under the following 

-basic definition of A.I. Mal'cev [~]; see also J.V. Tucker's [14]. A fini-

tary algebraic system A= (A;cr 1, ••• ,crk) is a corrrputahZe algebra if there 

exists a recursive subset Q of the natural numbers, w, a surjection 

a: Q ➔ A, and recursive functions cr 1, ••• ,crk so that (i) the equality rela­

tion, defined for n,m E Q by n = miff an= am in A is recursive, and (ii) 
a 

if cr is an n-ary operation of A then cr recursively tracks a in Qin the 

sense that the following diagram commutes, An Our recursion-

anj 
-

Qn a Q 

theoretic and algebraic terminology and techniques are completely standard 

and can be found, for example, in the books of Rogers [1 OJ and Lang [ZJ. 

The field construction in section three consists· of factoring a poly­

nomial ring by a prime ideal and taking the quotient field of the resulting 

entire ring; we need these simple facts. 

Let R be a computable commutative ring with 1. Then the polynomial 

rings R[X1, ••• ,Xn] and R[X 1 ,x2, ••. ], sometimes jointly abbreviated by R[X], 

are computable. If I <JR and I is a computable subset of R then the quotient 

ring R/I is computable. If R is an entire ring then its quotient field r(R) 

is computable. 

The reader should verify these results, usrng [~] or [2], with due at­

tention to the following observations. In each construction one begins with 

a computable coordinatisation of Rand must make up a computable numbering 

for the new structure which is standard relative to R: for polynomial rings 

this means that Rand the R[X 1, ••• ,Xn] are computable subrings of 

R[X 1,x2 , ••• J, that one can computably enumerate codes for indeterminates,. 

calculate degrees of polynomials, deg: R[X] ➔ w, from their codes, and ob­

tain codes for their coefficients. For r(R) it means R 1.s a computable sub­

ring and that one can compute codes for numerators and denominators from 

codes for the field elements and so on. The point is that all computations 

take place within w, in terms of a chosen codification: not any computable 

ring or field numberings will do, in general there are manifold intrinsical­

ly distinct computable codifications of a computable algebra. For example, 
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R[X1,x2 , •.• J has a continuum of distinct.coordinatisations where the basic 

classification is Mal'cev's concept of recursive equivalence [8]. Now in 
= 

each case it is easy to formalise what is required of the standard number-

ings and then show that the standard computable coordinatisations comprise 

an equivalence class under Mal'cev's classification. In what follows we are 

always choosing standard codings and what is computable in an algebra with 

respect to one is computable with respect to any other. Thus we may make 

special assumptions with impunity, such as taking a numbering to be bijective 

rather than surjective. On one occasion for the codings of the R[X] we as­

sume that if q E R[X] contains an indeterminate X and Jql denotes any code 
n 

for q then n ~ IX I ~ lql, These remarks are necessary because as far as pos-
n 

sible, for reasons of brevity and elegance, we henceforth surpress the 

codings in our arguments informally manipulating algebra elements; so in 

saying the unity problem of the field Fis of the turing degree of the r.e. 

set A we write U(F) = A. For further elaboration of these technicalities 
T 

see Mal'cev [8] or Tucker [13], [14]. 
= = = 

First we must prove that the membership relation for finitely generated 

ideals in certain polynomial rings is decidable. This requires a short di­

gression on Matrix Theory. 

Let M(m,n,F) denote the set of all m x n matrices over the field F. 

If Fis computable then M(m,n,F) is computable and can be shown to be so 

under a standard coordinatisation procedure uniform in m,n which allows a 

computable decomposition of the matrices into their entries and so on; once 

formalised this method can be proved unique up to recursive equivalence. In 

particular, with respect to a standard coordinatisation, the rank function 

m,nr: M(m,n,F) ➔ w defined m,nr(A) = rank of matrix A is computable uni­

formly in m,n. 

1.1 LEMMA. Let F be a corrrputable field. Then the relation 

m,nR c M(m,n,F) x Fm defined m,~(A,b) = (3x E Fn)(Ax = b) is corrrputable 

unifoPmly in m,n. 

Pr>oof. This follows from a well-known theorem of Linear Algebra: given 
m A E M(m,n,F) and b E F let [A,b] he A augmented by b as an (n+l)-th column. 

Then m,nR(A,b) if£ m,nr(A) = m,n+lr([A,b]). Since matrix rank and[,]: 
m M(m,n,F) x F ➔ M(m,n+l,F) are uniformly computable under the standard 
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coordinatising of matrices the relation is computable uniformly in m,n. 

Q.E.D. 

If Risa commutative ring with 1 then the ideal in R generated by 

_a 1, ••• ,ak ER is (a 1, ••• ,ak) =Ra]+ .•• + Rak= {r1a 1 + .•• + rk~: ri ER}. 

1.2 LEMMA. Let F be a computable field. Then the membership relation 

for finitely generated ideals of F[X1, ••• ,Xn], defined 

is computable uniformly in k,n. 

Proof. From Statz 2 of Hermann's[~] one can obtain this theorem, 

Hermann's Lemma. Let F be a computable field. Consider equations in 

F[X1, ••. ,Xn] of the form 

where p1, ••• ,pk,q are given and the r 1, .•. ,rk are to be found. There exists 

a recursive function f: w3 + w such that if(*) has a solution in 

F[X1, ••• ,Xn] then it does so with deg(ri) ~ f(a,b,n) where a= deg(q) and 

b = max{deg(p.): 1 ~ i ~ k}. 
1. 

To decide q E (p 1, ••• ,pk) is to decide whether or not equation(*) has 

a solution. Since Fis computable, degree is computable and computing 

f(a,b,n) we can set up a system of linear equations over F to decide the 

relation as follows. 

Construct formal polynomials r 1, ••• ,rk of degreed= f(a~b,n) with co­

efficients treated as indeterminates over F, r. = El 'l<d t .. xJ where 
• 1. • J - 1.J • 

j = (j 1, ••• ,jn), ljl = j 1 + ••• + jn and X = x~t ••• xJn· Substituting these in-

to equation(*) produces a polynomial identity wherein the LHS has degree 

~ f(a,b,n) +band the RHS has degree= a. Since Fis a field we can com­

pare coefficients and obtain a set of linear equations in the t .. over F. 
l.J 

Thus, q E (p 1, ••. ,pk) iff this set of linear equations has a solution in F. 

But all these constructions are uniformly computable so lemma 1.1 can be 

applied to decide this relation. Q.E.D. 
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of F[X1 ,x2 , ••• J is computable. 
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Proof. We claim that q E (p 1, ••• ,pk) in F[X1,x2 , ••• J if, and only if, 

q E (p 1, ••• ,pk) in F[X1, ••• ,Xm] where Xm is the highest indeterminate oc­

curing in q,p 1, ••• ,pk. From this 1.3 follows for one has only to calculate 

m from q,p 1, ••• ,pk and apply the algorithm m,~ from lemma 1.2. 

One implication of the claim is obvious, so assume there exist 

r 1, ••• ,rk ~ F[X1,x2 , ••• J such that q = r 1p 1+ .•• +rkpk. Since F[X1,x2, ••• J 

is a free F-algebra on its indeterminates, we can define an F-algebra homo-

morphism cf> : 
m 

i::;;; m and X. 
l. 

F[X1,x2 , ••• J + F[X1, ••. ,Xm] by extending the map 

+ 0 otherwise. Now cf> q = cf> ([r.p.) = [cf> r .• cf> p .• m m 1. 1. m 1. m 1. 

X.-+ X. if 
l. l. 

By the con-

struction of cf> , in particular the choice of m, cf> q = q and cf> p. = p .• Thus 
m m mi 1. 

q = [cf>mri.pi which implies q E (p 1, ••• ,pk) in F[X1, .•. ,Xm]. Q.E.D. 

Secondly, here is a proposition about deciding the unity problem in 

simple number rings and fields. If Risa computable ring with I then the 
n unity problem for R is decidable if the set U(R) = {x ER: 3n.x = I} is 

computable. A computable subring R of the field of complex numbers~ is said 

to have a tPanscendence algorithm if T(R) = {x ER: xis a transcendental 

number} is computable. 

I .4 LEMMA. Let R be a computable subring of ~- If R has a transcendence 

algorithm then its unity problem is decidable. 

Proof. Given x ER there are two cases which can be decided by hypo­

thesis. First, xis transcendental in which case x ! U(R). Secondly, xis 

algebraic in which case we can computably search ~[X], the ring of poly­

nomials with integer coefficients, for a polynomial p having x as a zero. 

Now if x were a root of unity of order n then since 

polynomial~ (X) is irreducible over Z we would have 
n 

then-th cyclotomic 

~ dividing p and 
n 

n-1 ::;;; deg(p). This yields a bound as x E U(R) iff at least one of 
2 deg(p)+I . 

x,x , ... ,x l.S 1. Q.E.D. 

A set of examples of such rings, used in the next section, is the family 

of ring and field extensions of the rational numbers, Q, of the special 

forms Q[E 1, .•• ,£k,tl, •.• ,tn-k] and Q(E 1, ..• ,£k,t1, •.. ,tn-k) where Ei is a 
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primitive p.-th root of unity and t. are indeterminates. Having consulted 
i i 

Frohlich and Shepherdson's [~], the reader will find it routine to prove 

these systems computable and that they possess transcendence algorithms uni­

form inn and <p 1, •.• ,pk>. 

2. Algebraic preliminaries 

What follows are algebraic facts required by our construction in sec­

tion thre~. We identify F[X1, ••• ,Xn] with F[X1~···,Xn-I][Xn] and consequent­

ly write f E F[X1, ••. ,X Jin the form f = Ef.Xi where f. E F[X1, •.. ,X 1]. n in i n-
By deg~ (f) we mean the degree off as a polynomial in Xn. 

2. I LEMMA. Let q '- I <a F[X]. Asswne Xn does not appear in some set of 

generators for I. If p E F[X ] and deg (p) > degx (q) then q i I + (p). 
n n 

Proof. Clearly it suffices to prove the lennna with F[X1, ••• ,Xn] in 

place of F[X]. Let J =In F[X1, ••• ,Xn-IJ, the ideal in F[X1, ••• ,Xn-IJ gen­

erated by the basis of I there, and R = F[X1, •.• ,Xn-I]/J. Consider the fol­

lowing sequence of homomorphisms, 

<p > R[X ]--v-
n 

R[X ]/(p) 
n 

where ~(f) = L f.Xi, f. = f. modJ, and vis the natural factoring homo-. i n i i 
morphism. Since q I. I it follows that ~q ~ 0 in R[X ]. Furthermore by the 

n 
hypothesis on the degree of p and the fact that deg~ (q) ~ degXn (~q), 

~q I. (p)~R[Xn]. Thus, letting~= v~, ~q ~ 0. On the other hand it is 

clear that I+ (p) ~ ker~ so q I. I+ (p). · Q.E.D. 

Henceforth we work over the field Q with a view to building number 

fields. 

Let P1,•••,Pn 

primes,~- E Q[X.] 
P·-2 i - i 

xi i + ••• +q 1; let 

be distinct rational primes, 

denote the p.-th cyclotomic 
i 

£, denote a primitive p.-th 
i i 

not necessarily 

polynomial,~-= 
i 

root of unity. 

2.2 LEMMA. ~ is irreducible in Q(£ 1, ••• ,£ 1)[X ]. n - n- n 

the first n 
p·-1 x. i + 

i 

Proof. Since p1 , ... ,pn are distinct primes £1 •.,,•En is a primitive 
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(p1 • ••• •p )-th root of unity. Thence each E. E Q(E 1• ••• •E) so Q(E 1, ••• ,E) = n 1. - n - n 
Q(E 1• •.• •E ). Furthermore, [Q(E 1• ••• •E ):Q] = ~(p 1• ••• •p) where~ is the 
- n - n - n 
Euler phi function. And ~(p 1• ••• •pn) = (p 1-I) •···• (pn-1), again since the 

·primes are distinct. Let f be the irreducible polynomial of E over n 
Q(E1,···,E I). Then - n-

(pl-I) ••..• (pn-1) 

(pl-I) ••.•• (pn-1-l) 
= p - 1 

n 

[Q(EJ,•••,En) ! Q] 

[Q(E1,•••,En-l):Q] 

= deg(4> ). n 

It follows that f = 4> . n 
Q,E.D. 

2.3 LEMMA. Q[X 1, •.• ,X] / (4> 1, ••• ,4>) = Q[E 1, ... ,E] = Q(E 1,.,.,E ). 
- n n - n - n 

Proof. The proof is by induction on n. The base step is obvious. So as-

sume 

and 

= E. 
l. 

for i = J, ••• ,n-1 where X. = X. mod(4> 1, •.• ,4> 1). 
l. l. n-

Make~ into an R-algebra by defining for r ER and z E ~' r •z = ~n-l(r) •z, 

Let~ map X to E and extend~ to an R-algebra homomorphism~: R[X J - __ C. n n n 
Then im(~) = smallest R-subalgebra of~ containing E , i.e. Q[E 1,.,.,E ], 

- n - n 
and R[X J / ker~ ~ Q[E 1, •.. ,E ]. Trivially, (4>) c ker~. For the converse n - n n 
inclusion assume ~(f) = 0 for f E R[X ]. Then~ 1f(E) = O so by 2.2 n n- n 
4> I~ 1f and thence 4> jf. Thus ker~ = (4> ). n n- n n 

It remains to show Q[x1, .•. ,X] /I~ R[X J / (4>) where I= (4> 1, .•• ,4>n). - n n n 
Let J = g[x1, •.• ,Xn-IJ n (4> 1, ••• ,4>n-l) and consider the following sequence of 

homomorphisms, 
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where ip0f 

morphism. 

= E(~ 1f.)X1 , f. = f. modJ and vis the natural factoring homo-n- i n i i 
Let ip = vip0 • Clearly I~ ker~. For the converse inclusion note 

that ip0xi = Ei for i < n and ~OXn = Xn. Suppose f E kerif;. Then iJ;0 (x 1, ••• ,Xn) 

= f(iJ; 0x 1, ••• ,iJ;0Xn) = f(E 1, ••• ,En-l'Xn) E (~n). Hence there is an 

r E Q[X 1, ••• ,Xn~ so that iJ; 0 f = iJ;0 r~n' i.e. f - r~n E keriJ;0 • This.means that 
i £ h . f i f - r~ = I q.X where q. E J ~ I LOr eac i. But then = I q.X + r~ EI. n i n i i n n 

Let ¢n: Q[X1, ••• ,Xn] / (~ 1, ••• ,~n) ~ Q[E 1, ••• ,En] be the isomorphism ob-

tained. It is easily verified that¢ (X.) = E. for i = 1, .•• ,n. Of course n i i 

Q[E 1, ... ,E J = Q(E 1,.,.,E) since E1, •.. ,E are algebraic over Q_. Q.E.D. - n - n n 

Let {t. : i E w} be a sequence of mutually transcendental elements over 
i 

the algebraic: numbers and let I(R) denote the quotient field of the entire 

ring R. 

The following corollary is an immediate consequence of 2.3, remember­

ing that~- involves only the variable X .. 
1 i 

2.4 COROLLARY. The following isomorphisms hold where X. is mapped to 
i 

E. for i = 1, ... ,k and tot. k for i = k + 1, ... ,n. 
i i-

(i) Q[Xl, ... ,Xn] / (~1, ... ,~k) ~ Q[El, ... ,Ek,tl'""'tn_k] 

(ii) 2:(~[Xl, ... ,Xn] / (~1, ... ,~k)) ~ Q(El, ... ,Ek,tl, ... ,tn_k). 

2.5 COROLLARY. U(R) is decidable for R = Q[X 1, ... ,Xn] / (~ 1, ... ,~k) or 

its quotient field 2:(R) unifoy,rrzly inn and <p 1, ••• ,pk> where ~i is the pi-th 

cycZotomic polynomial. 

Proof. Given n and <p 1, ••• ,pk> one can recursively build 

Q[E 1, ••• ,Ek,t: 1, ••• ,tn_k] and recursively construct the isomorphisms of 2.4. 

Now 2.5 follows because the unity problem is computable in 

Q[E 1 , ••• ,Ek,t: 1 , ••• ,tn-k] by Lemma 1.4, in particular, uniformly inn and 

<p 1, ••• ,pk>' and decidability is an invariant of computable isomorphisms. 

And similarly with an argument about Q(E 1, ... ,Ek,tl, ... ,tn-k). Q.E.D. 

3. Proof of the theorem 

3.1 THEOREM. Let A be an r.e. set. Then there is a computable entire 
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ring R such that U (R) =T A. 

Proof. Our constructed R will be Q[X] / I for some suitable prime ideal 

I. There are two kinds of requirements. The positive requirements are to 

code A into U(R); this is done by adding appropriate cyclotomic polynomials 

as generators for I. On the other hand, there is need for some restraint in 

order to obtain R computable or, equivalently, to make I into a computable 

ideal. The latter is achieved, using Lemma 2.1, by choosing the generators 

for I of sufficiently high degree. I is constructed in stages. At each stage 

the p-th cyclotomic polynomial~ is added as a generator for I where the 
p 

variable of~ does not appear in the previously added generators and pis 
p 

a prime larger than the degrees of those generators and sufficiently large 

to satisfy the negative condition. 

Let As.As be a recursive enumeration of A such that As - A<s contains 

precisely one element where A<s = U At. t<s 

<s 
Construction at stages: Let I = (~p 1, .•• ,~Ps-l) be that part of I 

constructed before stages and assume n E AS - A<s. Let p =least prime p 
s 

greater than p 1, ••. ,ps-l such that for each q E Q[XJ if lql < s then 

degxn(q) + 1 < p. Put rs= r<s + (~Ps) where ~Ps E Q[Xn]. 

To complete the construction, let I= U rs. 
SEW 

3.2 LEMMA. R = Q[X] / I is a computable entire ring. 

Proof. R is obviously commutative. If R contained zero divisors, then, 

for some n and ~ 1, .•• ,~k taken from the constructed generators of I, 

Q[X1, ••• ,Xn] / (~ 1, ••. ,~k) would contain zero divisors thus contradicting 

2.4. Hence R is entire. To show R is computable we show that for each 

q E Q[X], q EI iff q E Ilql, the latter ideal being computable uniformly in 

lql by Lemma 1.3. To obtain a contradiction in the non-trivial direction as­

sume q EI but qr/. Ilql. Lets be least such that q E Is. Then lql <sand 
s <s . s <s 

q EI - I • By construction ps > degXn(q) + 1 where n EA - A • But then 

deg(~Ps) > degXn(q) and Xn does not appear in the previously constructed ge-
b L 2 I J 1<s ( ) s nerators, so, y emma • , q ~ + ~Ps = I • Q.E.D. 
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3.3 LEMMA. U(R) = TA. 

Proof. To prove A s TU(R) we show n E A if£ Xn mod I E U(R), the latter 

being equival1ent to 3m(x111-I E I). If n E As - A <s then <Pp (X ) is put into I 
n s n 

· Ps m so X - I= (X -l)<I>p (X) EI. Suppose there ism such that X - 1 EI. n n s n n 
Then for some£~ n X: - 1 E J =In Q[X1, ... ,XQ,]. Let <I> 1, ... ,<I>k be all the 

constructed generators of I with variables among x 1, ... ,XQ,. By 2.4, 

Q[X1,•••,XQ,] / J = Q[X1,···,XQ,] / (<I>l, .•. ,<I>k) ~ Q[El, ... ,1::k,tl, ... ,tn-k] 

where X modJ is mapped either to an E· or t .. Since, by our hypothesis, n i i 

X modJ is.not transcedental it must be mapped to an E· and thence X must n i n 
appear in I .. Son EA. 

i 

To prove U(R) s TA define, recursively in A, the function bA: Q[X] -+-w 

by bA(q) = (l1east s)[{n:nslql}nAs={n:ns lql}nA]. Given q E Q[X] we are to 

determine if :3m(qm-l EI). Our standard codification of Q[X] has the property 

that n s IX I s lql whenever X appears in q. It follows that n n 
q E Q[X1, ... ,x 1 1 J. Let J = I n Q[X 1.., ••• ,x 1 I J. Clearly for each m, 

m qm _ bA(q) q . 
q - I EI iff q - 1 E J. But J - I n Q[X 1, ... ,Xlql] so by reworking 

the constructions up to stage bA(q) we obtain generators <I>i' ... ,<I>k such that 

J = (<I> 1, ••. ,<I>k)<1Q[X1, ... ,x 1q 1J. Thus by 2.5 we can decide if there ism 

such that qm ·- 1 E J and hence if there is m such that qm - I E I. Q.E.D. 

This completes the proof of the theorem: 

3.4 THEOREM. Let A be a r.e. set. Then there is a computable field F 

such that U(F) =TA. 

Proof. Let F = I:(R) where R is the entire ring constructed in the proof 

of theorem 3.1; we use the notation from that proof.Fis computable and R 

is a computable subring of F. It follows that A sT U(F). To prove the con­

verse reduction note that for p,q E Q[X]; pm - qm EI if£ pm - qm E J where 
Q, 

J = I n Q[X 1, ••• ,xnJ, n = max{lpl,lql} and£= max{bA(p),bA(q)}. It follows 

that p/q is a root of unity in F if£ it is a root of unity in 

r:(g[x1, .•. ,Xn] /J). Thus, just as in the proof of 3.3, we can, recursively 

in A, transform the problem to ~(1:: 1, ... ,Ek,tl, ... ,tn-k) where it is dedicable 

by 2.5. Q.E.D. 
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4. Concluding remarks 

The corollary follows directly from the theorem, one considers the mul-

. tiplicative group s~ructure of its field; the local computability of the 

order problem comes from the well-known structure theorem for finitely gene­

rated abelian groups. Notice that while the order problem is dedicable indi­

viduaZZy for the finitely presented abelian groups there can be no uniform 

algorithm and so the uniform order problem for that class must have degree 

QI• 

The order problem in groups was first observed insoluble in Baumslag, 

Boone and Neumann's [JJ, its turing degree complexity for finitely present­

ed groups awaiting D.J. Collins' excellent study[~]. On the other hand, in 

[l~], E.I. Timoshenko proves that the order problem is decidable in any fi­

nitely generated meta-abelian group (which is computable, of course). From 

Kopytov's work on number fields[£], it can be proved that, for any n, the 

order problem in GL(n,K) has the turing degree of the roots of unity prob­

lem in the field K. More recently, there have followed algebraic character­

izations of the decidability of the order problem from Boone and Higman[~] 

and Sacerdote [ l I]. 
== 
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