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Theorie de la convergence et generalisations de la transformation : 

00 m-1 00 
(s} 

Cs Vs X 8 r ., Ca Va X 8 + xm+s <I>m (X) _6..<; Vm a) 

s=O s - 0 

00 

'Pm (x) ,· , Cm+s X 8 b) 

8=0 

sont donn·ees. Des exemples montrent comment cette technique de compa
raison peut etre acceleree davantage par }'application de 1'8-algorithme. 

Generalisations of, and a convergence tl1eory for, the transformation 
a) 

where b) 

are given. Illustrations are given of how this comparison technique n1ay 
further be accelerated by application of tl1e s-algorithm. 

Gegeben sind die Konvergenztheorie und die Verallgemeinerung der 
Transf ormatio,n 

a) 
WO b) 

Beispiele zeigen, wie dieses Vergleichsverfahren noch weiter beschleunigt 
werden kainn durch die Verwendt1ng des g-algorithmus . 

.,, Part I of this paper appeared in Chiffres, Vol. 4, 1961\ p. 177-210. 
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ABTOp µ;aeT TeOpHIO CXOAHMOCTH u o6o6w;euue npeo6paaoBaHHSI : 

a) 
rAe 6) 

IIpuMepLI y1<a8L1Ba10T 1<a1<HM o6paaoM aTy TeXHHicy CpaBHeHHSI .MO;KHO e~e 
6011ee yCROpltTb npHMeHeHHeM e:-aJirOpHcpMa. 

-

Second and ffigher Order Versions of the Euler Guder111sn Trans-
formation. 

7-1. It will have been noticed from the preceding discussion and 
examples, that the success of the transformations depends to a large 
extent upon whether or not the quantities vn are slowly varying 
functions of n. An artifice, the use of which may feasibly increase 
the efficiency of the transformations, is to use an expression of the 
form 

(0) (1) (k) 

f ( n ,• V11 , Vn , . . . , Vn) (7-1-1) 

(0) (1) Ck) 
where the variation with n of the quantities Vn, Vn, ... , Vn 

is slower than that of v.,i• The differences d 8 Vn may then, in suitable 
cases, be expressed in terms of the differences of the quantities 

(0) (1) (k) 

Vn, Vn, ... , Vn and it may well transpire that tl1e rearranged 
form of the Euler-Gudermann transformation is more suitable for 
numerical computation than the original version . 

• 

7-2. An example will assist in clarifying the discussion. Suppose 
that, either by reference to an explicit formula f o-r v-n, or by reaso
ning based upon a difference equation satisfied by vn, it is possible 
to show that 

Vn 

(s} 
where the coefficients V 

o· 
+q (s) 

V n-s 
s -p 

are constant. Then, writing 

+q (s) (q+1) 
V n-s + V 11 n-q,-t 

8 'p ' ' ' 
" .. , 

(7-2-1) 

(7-2-2) 

- ' ,, ' ' ' ' ; .; ' ' . ' ' ' ' _., ' ' ' -' ' ' ( q + 1) ' ' ·' 
it may transpire that the' ~~;1·iatio11 of Vn ' .· ,· with n is less than 
that of v.,,,. The Euler-Gudermann transformation may then be 
modified to read 
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c~) ;...., (-rl 

~2◄ p: 

+ 0 ~ + ...... ,... • ~ + ..... 
2. 

(1.2.~) 

(7. 2..4) 

If the quantities Vr satisfy a linear difference equation, then such 
(q+1) 

an equation for Dr may easily be constructed. 

The fore going analysis clearly permits at least the formal possi-
bility of substituting 11 

q+t (s) 

Vn n s (7-2-5) 
s -p 

(s) 

where all the coefficients Vri s = -- p, - p + 1, ... , q + 1 are 
slowly varying functions of n. This involves the further difficulties 

(s) 

of obtaining initial values Vo and obtaining a law of formation 
(8) 

for the quantities Vn • It may be possible to overcome the first 
by interpretation of an explicit formula and the second by rearran
gement of a linear difference equation in congruent powers of n. 
The Euler-Gudermann transformation then evolves to the form 

00 s 00 q+i (s) s (1·) 

Cs Vs X ,-oJ Co Vo + rllo A Vo (7-2-6) 
s = 0 s=O 1·=-p 

where, in addition to equations (7-2-4), 

00 

(7-2-7) 
s·O 

It is of interest to derive recursion systems between the quantities 

(s) x (s> .. 

1.u0 = -- >·<I>o (x) s = 0,1, ... ; r = - p, - p + 1, ... , q + 1 (7-2-8) 
s! 
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successive integration. In particular 

(7-2-9) 

and further 
X 

x-1 r-1 <Po (i) dt r = 1,2, ... (7-2-10) 
0 

(s) 

For the function 1Uo there obtain 

(1) (0) (0) 

1U0 = X 1 (Uo -Co)-1Uo 

and thereafter 

(s+i) (s) ( s-1) (s+f) 

tllo == x-1 (s + ·1 )-1 U0 -x (2s+i)1Uo -X 1Uo 

(7-2-11) 

s = 1,2, ... (7-2-12) 

(8) 

2nd for the functions ,.uo r = 2,3, ... 

(s) 

r-1Uo 

(s+1) 

(s) 

(8) 
- 1.u0 S = 0,1, ... (7-2-13) 

For negative r the functions rllo satisfy in turn 

(s) (s+t) 

-·tUo = (s+ i) X I U0 S = 0,1, ... (7-2-14) 

and 
(s) (a +1> (s) 

-rllo · (s+i) -1•+1Uo + -r+1llo 

s · O,l, ... ; r = 2,3, ... (7-2-15) 

i-3. An auxiliary substitution, alternative to (7-2-1), which may 
in conjunction with linear difference equations, be easier to handle, 
• IS 

.. ( . SJ . . 
p ' q+f .,,_. (s) \J}n 

Dn. n(n t) ... (n s+i) \JI n + + n(n+i) . . (n+s i) 
8 1 8 t 

<0} 

~In 

n 1,2, ... (7-3-1) 



00 00 q+1 (8) (r1 

Cs Vs X 8 
,- , Co Vo + X 

s = 0 

where 

(s) 
lt 

r 0 

and again 

00 :I 

C X-.s =-o .... ~ 

(o} 
u. - C. 0 • 

• 

r Uu ~ 8 \J/ o 

(~) (s--4) 
s+ u., -~ u.. . 

0 i 0 

($) 
s+r) U 

r • 

(7-3-2) 

(?.3.&) 

(7.3.&) 

(1. ?, • .9) 

(1. 3.-fO) 
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I•'or both systems of transformations (7-2-3) and (7-3-2) the func-
(s) (sl (s) Is) 

tio11s 1•ll,n and 1•Um may be built up from rUo and rUo 

as described in section 2. 

If the function 4>0(x) satisfies a linear differential equation, 
(8) (9) 

further recursion systems for the functions rUm and rU,n may 
be derived as in section 2, and again the inq11iry is greatly facilitated 
if tl>0(x) is a hypergeometric function. 

7-3. Example : The initial members of the sequence v,,. rn = 0,1, ... 
derived from equation (5-3-22) (which relates, it will be recalled, 
to the comparison of Wilson's integral with Dawson's integral) are 
as follows : 

n 0 

1.075819 

1 

1.034540 

2 

1.016440 

3 

1.010675 

4 

1.000794 

It will be noted that the limit of this sequence (as is easily 
verified by use of equation (5-3-7)) is unity, and that the sequence 
(v,. - 1) /n n = 1,2, ... is approximately constant. Accordingly the 
series (5-3-5) is transformed in the following manner : The terms 
i11 the series 

X 

- X + x42 3 + ... e-x (7-3-1) 
-· 
2 

are subtracted from those of the original series. The resi1ltant series 
(starting with the second term) is now to be transformed, and the 
fundamental series is taken to be 

1 X .x3 11 2 w C) -
+ 2h 2 e 10 dw et dt • 1 ~ 3 3 :i 5 • • • - --- - . - 0 0 2 2 2 

.,, 

,~,.here 
(7-3-2) 

2h2 X (7-3-3) 

Numerical values of (7-3-2) may be extracted from tables in [8] The 
• 

(s) 
functions 1Uo are computed from 
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1 
,(o)_ J _ (o) --1 

...... "l X,. u... X (1.3.4) 

(7.3.5) 

Qnd, sinec. 

ancl 

..t -2x 
2. 

(1.3.6) 

(7.3.7) 

(7.3.8) 

.x(s+~ ls.> (s+i) 

s+ + (s+4X.s+3 s+2) 

-ix+s -3x.+3 (•+2> {1 . :; . .9) 

The quantities 1Vn = (Vn+i -1)/(n + 1) n = 0,1, ... ma·y be com
puted from the recursion 

(n+~+a2 ) 
------ 1 V,i-1 

/1 

a.2 (n+112) 
n(n-i) 

a,2 

2n 
11 - 2, :1, .. 

(7-3-10) 

If the result of the ensuing Euler-Gudermann transformation is 0' 
then the value of the original sum may be recovered as 

V0 - 1 + ,q)0 (X) - x0' (7-3-11) 

In the event, when a= 0.0625 , B = 2.8865 (i.e.x = 11.56) and 

0' == 

the numerical value of expression· (7-3-11) is - 0.126, so that the 
effect of using a second order transformation is quite striking in 
this case. 
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8. Variants of the Euler-Gudermann Tranformation. 

8-1. Two ft1rther transformations which are akin to that dis
cussed in section 2 and which may easily by derived by formal 
operational methods are : 

8-2. (due to Euler and Gudermann [ 4]). 

(-1) (l) 
C

0 
V• + G_. v.., "X, + Cl V1 X + ... 

t 

• 

whe.r& 'X..(s) = X. (x--1 • • • ( :IC - S +-1) (8.2.2) 
• 

(8.2.3) 

The derivation is as follows : · the operators E , ~ operate only 
2 2 

trpon the quantities v,, whilst E , Li operate only on <t>(x). 

Then 

rhu.s 

8.3. 

'\\'here 

and 

SsO 

I IIW 

s s 

C 
' 

1 1 

s! 

lt. 

1+A+t6. v 
-1 ◄ 2 0 

s s 
:1C. I. . - !S.v 
~ JI 2 • 

S:0 "1 

x<-s) = x(x + 1) .•. (x + s - 1) 

«> · t-s) ' 

Cs X 

(8.2..4) 

(8.2.5) 

(8.3.-1) 

(8-3-2) 
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Assuming again that E , v operate only upon V 8 and E , V only 
2 2 t t 

upon ~(x) there follows 

VE -x 
.. 2 V. 

L1 
a 

_,,_Ll.1 -x 
-1 ~ 

(B.3.4) 

8-4. A third transformation given by Cherry (12], which has 
certain points of similarly with the Euler-Gudermann transforma
tion is 

00 

Cs V (s) x8 

where 

and 

00 

08 4> ( .x) D8 V ( 0) I s I 

co 

Cs X 8 

d 
x--

dx 

(8-4-1) 

(8-4-2) 

(In the event Cherry gives a generalised and truncated form of 
(8-4-1) with a description of estimating the remainder for details 
of which reference may b-e made to his pap-er.) 

' ! 

It may be fo1""n1al1Iy ,d,emonstrated as foll•ows 

ev 
.&s:0 s 

.s 
X. 

Jls:0 

OC> 

S•O 

0 .s 

o:n 
"' 5 x-oJC. 

s 
D VO' , s. (8.4.3) 
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Since this transformation requires an explicit formula or at least 
a differential equation fo-r v(s) to be known, rather than just nume
rical values, it belongs more to the p1·ovince of Analysis than 
Numerical Analysis, and is not pursued f11rther here. 

' 
• 

9. Integral Transforms of the E11ler-G1.1dermann Transformation. 

9-1. The scope of the E11I~r-Gudermann transformation may 
considerably be extended by multiplying eq11ation (2-1-3) throughout 
by a weight function w(x) and integrating the result with respect 
to x along a suitable contour C. The final res11lt then reads 

00 

Cs Vs X 8 w (x) dx ,._, 
., C 

00 

Li·~ Do 

s1 
s 0 

C 

( ·") 

xs <I> (x) w (x) dx (9-1-1) 

(8) xs 
If the functions 

st 
<I> (x) satisfy a linear recurrence relation 

s (s) 
ins it is by no means certain that the functions x 4> (x) w (x) dx 

C St 
satisfy a similar relationship, and it would appear that each case 
must be judged individually upon its merits. 

Some results, relating to a particularly simple choice of ro(x) 
and C, may however be stated. 

Firstly, if 
00 -· 

.. 0 
e-x t S (t) di (9-1-2) 

then 

S (t) .. ' . ' Cs (s,J)-1 ts (9-1-3) 
S=O 

This result will he of use in a later section, in which a convergence 
theory of the E11ler-Gudermann transformation~ based upon the 
properties of S(t), will be given. In particular, if 

S(t) . (1 -+- t)---1 (9-1-4) 
• 

' 

the result is effectively the Laplace transform of the E11le1~ trans
formation. In this case 

Z=x,-1 (9-1-5) 

and the transformation may he re~ognised 
a = b = 1 of those discussed·· in section 6 .. 

as a pai-ticular case 
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The Eule1· transf ormatio11 n1ay be integrated lo yield further 
11seful results. Using the Po.chammer double loop integ1·al for the 
Beta function . 

. 

r le- r 

r x+ 

ollow...s : 

(~+),(O +), (◄-)J(o-) 

(.9.1. 6) 

. . JC, . . 

(x- +2 
v,. + ... 

This may be recognised as a particular case of (8-3-1) in which 
1 1 x x(x + 1) 

(f)(x) = --- , _, - + ----+----- + ... 
y·-x y y(y+l) y(y+1)(y+2) 

For this transformation the quantities 
generated by the recursions 

,O • ) O · 

tsJ 

' 

(9-1-8) 

(0) 

Um are 

(9.4.9) 

rfhe more general res11lt (8-3-1) may be derived from (9-1-8) by 
1 

multiplying throughout by -- (J)(x+y) and i·ntegrating the result 
2n;i ' 

along the Schlafli contour. ( co, 0 + , + oo) in the y-plane. The 
result (8-2-1) follows by reversing the sign of y and the disposition 
of the Schlafli loop, and carrying 011t the same procedure. 

The important facility which is available when deriving further 
results from the Euler.·. transformation is that .·an estimation of the 
remainder term may feasibly be obtained, based 11pon the formulae 

(l-x)-1 == 

• • i 
' . ' 

•• 

, • . , • .· ' r R._ · : xn,+ 1 ( 1 . · •.· X) 1 (9-1-12) 
this is the case with formulae (9-1-5) and (9-1-7).. · • 
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IO. Convergence Theory. 

10-1 .. The first task of this section will be to derive an expression 
,p) 

for Rm where 

co m-t 
Cs Vs X 8 ,-., 

p~i (sj (p} 
xm+s <I>m (x) ~8 Vm + Rm 

s=O s=O (10-1-1) 

For the purposes of convenience we assume that the repr,esentatioµ. .• 

" 

2rci L t-s 
s = 0,1, ... (10-1-2) 

exists, a,nd that the rea1·1·angement of terms in the following work 
is valid. There fallows 

~ 

I\, 2c V x'+ 
.S•O S .a 

• 

V 

' 

4 +-~ _, +···+--- ...... +~ ... (s+◄ _ · · 
t-• {t- t-m-1) (t-111 t'-m-~) .... ~-"'-~-, 

whtrrt: 

.. , ( ' ~ ' .... . ' ·• 

10-2. Cherry's Theory [12]. 

The result (10-1-4) is due to Cherry; his use of it to discuss the 
eoB.~tgenee behaviour of the Euler-Gude:r1.11ann transformation will 
be s111n1na1ised here. 
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Ip) 
I) If R,n is a real oscillating sequence for p = p , p + 1, ... 

• 

then quantitive bounds can be given for E)(x). 

II) If 

(-to.2.2) 

III) If a1>v. decreases monotonically to zero as s = m, m + 1, ... 
(it may be possible to deduce this i·nf ormation from the difference 
equation (2-5-6)) then 

8-1 
p-1 tiP Vm + s-2 

p-1 

s 

p 

(10-2-3) 

decreases as s increases; if t and Cm+a are real and positive, then 
1p) rpl 

0 < p! Rm < xm+p Wm (x) aP Vm 

or 
(p) (p) 

0 < Rm < Um ~P Vm (10-2-4) 

Exa1nple : This result obtains for the transformation discussed in 
§ 4-2. 

IV) A further bound for the remainder term may be derived by 
making the fallowing assumptions : 

00 

a) that c,,x• = <1>0(x) has a convergence radius of unity; 

b) that v(z) (where v 8 = v(s) s = 0,1, ... ) is real for p·ositive real z, 
is regular when Re(z) > 0, and as z tends to infinity has the 
asymptotic expansion 

(10-2-5) 
' 
' 

uniformly for arg(z) « :rc/2 and a - a 1 , a - a2 , .... are all not 
less than a certain positive constant; 

c) that on certain arcs of !xi = 1, '1>0(x) is regular and 
converges .. 

uO 

00 

Cs Sex X 8 

s=tl 

b) and c) imply that converges on the said 

• 



78 P. WYNN 

arcs of !xi = 1; b) implies that if a < 0, v(z) may be represented 
by the absolutely convergent integral 

00 

V (z) = e-=s h (s) ds 
0 

(10-2-6) 

if z is real and positive, a11d there exists the representation 
,. 00 

£1P V (z) === 
.. 0 

e·-28 hp (s) ds . · (10-2-7) 

Thus, using (10-1-4) and assuming · x I < 1 

1 ~-• ..... _ v-i, • 

. ...~ ~ 111 ♦ 1"' . 

(~0.2.8) 

An immediate result which may be deduced from (10-2-8) is that if 
• 

tnGl)(. 
x'(o,'Y.!(.:tt.) 

-ms 
e 

I 5 

s 

(--10.2.9) 

' 

s 
• • 

' 
' 

(-io. 2 .1-1) 

This result may he applied to the transformation of Mestel's integral 
(cf. equation (3-4-1)) as discussed in this paper, when 'A < 1.0. 

10-3. Van Wijngaarde·n's Theory [11]. • 

In the ensuing work attention is directed not to the transf orma
tion 

00 00 
IS) 

X 8 fl, (x) Ll8 Vo 

• 

,(10-3-1) 
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but to the integral transform 
00 00 

,-. (s) 

Cs Vs (t-a) 8 e (t,z) dt. ' (t-a)8 s (t-a) as Doe (t,z) dt 
C • C 

s=O 8=0 

where 
co 

S (t-a). , Cs (i-a) 8 

s! 

(10-3-2) 

(10-8-3) 

It may at first seem a little artificial to introduce the process of 
integration into the transformation, but the following converge-nee 
theory embraces the possibility that both sides of equation (10-3-1) 
diverge, and it is by regarding these series as divergent expansions 
of an integral that they may be given meaning. 

If necessary the convergence theory developed in this section, 
involving properties of S(t), may be transmuted to the consideration 
of 4>0 (x) by use of the result 

,. 
C ....... s ' .<J t.A_ .t j b z s (i) e-zt dt, z = x- 1 

0 
s=O 

In particular, if 

~ 0(x) = PF q(a1 , a2 , ••• , ap ; Qi , Q2 , ••• , Qq ; x) 

then S(t) PF q+ 1 (a1 , a 2 , ••• , a,, ; Qi 1 e2 , ••• , Qq , 1; t) 

(10-3-4) 

(10-3-5) 

(10-3--6) 

The following development is due to van Wijngaarden, a few 
additions and generalisations are made b~ut the theory is essentially 
his. 

Initially the following assumptions are made 

a) S(t - a) is regular upon C, and S(s>(a) =¥= 0 s = 0,1, ... 

b) There exists a region D of the z-plane in which 

(t-,a) 8e(z,t) < oo, 
C 

(t-ia) 8S(8J(t-a)e·(z,t)dt < oo s = 0,1, ... 

(10-3-7) 
c) and a subregion D * of D in which 

(t-a) 8 e(z,t) dt < oo, (t · a) 8 S(8)(t-a) !e(z,t) ldt < co s = 0,1, ... 
~ ,: 

(10-3-8) 
The fundamental series is taken to be 

00 

s (z) ,-., 

• 
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and the series to be transfor.med 

00 Isl 

f (z) I f 

S {a) Dx 

·'" ! 
(t-a)8 e (z,t) dt (10-3-10) 

.., e 
S=O 

van Wijngaarden's fundamental result is 

Theorem 1 : 

If the series 
00 

u (t) = 
{s) 

(t · a)• S (f-a) as Vo 

s! 
(10-3-11) 

converges uniformly in f I ...c-. a where part of C lies in this circle, 

then for all z in D for which 
C 

U(t) je(z,t) !dt < c.o the series 

00 

C 

(8) 
(t-a)s S (t-a) e (z,t) dt 

sf 
(10-3-12) 

converges to f(z). 

The proof proceeds firstly by noting that under the stated 

conditions the series (10-3-12) is equal to v(t)e(z,t) dt where 

(st 

V (t) = (t-a)8 S (t · a) .d3 V 0 
(10-3-13) st 

8 =0 

converges uniformly for all t in I t - a I .c:: ~

Secondly it is shown that 

so that 

d m fs) 
(t-a)' S (i-a) 

dt st 

(m) (m) 

v· (a)1 = S (a) 

m 

s=O 
(m) . 

S (a) Vm 

. 
' 

' 

Dl 

s 

0 

f 

(10-3-14) 

(10-3-15) 

Finally, since (t - a)sSC•)·(t - a) A8val s I and v(t) are analytic in 
jt r< ~ the series (10-3-12) is, by virtue of '(10-3-15), equal to f(z). 
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The main problem then is that of establishing the convergence 
of (10-3,-11). Since 

(8) (s) 
(t-a)s S (t-a) .18 V 0 (t . a)8 S (t-a) ~s V 0 (10-3-16) 

s! s! 

and both constituents of the right hand side. of this inequality in 
many practical applications satisfy linear difference equations it may 
be possible to deduce the required information from these equations. 
It will he recalled that if, in the difference equation 

h r'-n 

x (s+u) 0 (10-3-17) 
.,,. 
' 

n=O u 

µo = µk::::,.::,., µ1 , µ2 , ••• , µk-l then x(s) has an asymptotic development 
of the form 

h-1 

X (s) ,- · (10-3-18) 

where the quantities Qs s = 0,1, ... , k - 1 are roots of the indicial 
equation 

• k 

=0 (10-3-19) 

. . 

and p'"(s, log(s)) is a polynomial expression in s and log(s). 
. • I 

If the quantities ~ 8
0 , (t- a) 8 S(8)(t- a)/s ! both satisfy diffe-

rence equations of the form (10-3-17) and the largest root of the 
indicial equation corresponding to the first is Q1(t) and that corres
ponding to the second is Q * 1 (t), then the series (10-3-14) converges 
for all t such that · 

(10-3-20) 
. 

An alternative approach to the 'problem of obtaining a majorant 
series for (10-3-11) adopted by Van Wijngaarden i$ his 

,' ., 

Theorem 2 : · 
. 
' ' 

... The following ad.ditional as.sumptions are made : 
. ' 

d) .C lies in the inclusion of the circle I t - a I -« ~, and a half plane 
frormed by a line through a. '{Without loss of generality 'in'·;the 
ensuing work a will be taken to be the origin and the regio,n in 
question as the inclusion of ,I! t I ,.e::::: ,&:' and Re(t) > 0.) 

2 
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e) In this region S(t) is analytic and furthermore 
S(t) / A(l +·it l)P (10-3-21) 

where A, p ~ 0. 
f) A8 V 0 L B(l + s)q (10-3-22) 

where B,q >-.. O (and q may be taken to be an integer). 

If d), e) and f) obtain, then for all z in D* (10-3-12) converges 
to f(z). 

. j 

The proof proceeds as fallows : 
Using a Cauchy integral representation for the sth, derivative; 

and e) it is shown that 

where c ~ 
, 

Frowi t J ir follows rhar : 

.s 
-1 • 

• 

or., L,\.5in~ (.-10.3.2~) t>.hd (-io.3.24) :. 

u t+€ 
s (s) 

r+E. t+€ 
S:O 

. ' 
• • 

s 

I 

+ 

(-10.3.24) 

., , 

(iO. 3.25) ,, . 

so that the series for U(t) converges uniformly for all ! t ! .c:: <l'. 
, 

' ~ : 

Further ' . " " . ' ' . :, ,, 

~ , ~ 
- . 

< 1+f 2. , ~ t·+ ,1 , ..... 
t! e z,t dt ' ' 

_, ' ' ' ' 
' ·-' ' , ' ' ~ ., . ' 

c." t e z1t dt 

where C' is that part of C lying within t I ..c: ()' and C'' the remainder 
of C. But by virtue of c) both integrals in (10-3-26) certainly exist. 

Thus U(t) , e(z,t) I dt < oo and the conditions of Theorem 1 are 
_,. C 

satisfi.ed. . 
A trivial corollary to Theorem 2 is 
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Theorem 3: 

If the conditions of theorem 2 are satisfied then the Euler
Gudermann transformations using the line of differences L\8Vm 

m = 1,2, ... also converge to f(z). 

Remark : All the numerical examples given in this paper, with 
the exception of those illustrated in Table II and VIII, converge. 
In these exceptional cases (and they are typical) the Euler-Guder
mann sums approach the required result and then diverge. The 
usefulness of the Euler-Gudermann transformation in these cases 
th,eref ore depends upon the accuracy required in the final result. 

The only remaining difficulty is that of establishing the inequa
lity (10-3-22). This may be made possible by appealing to the diffe
rence equation satisfied by ~ 8V 0 • Alternatively the following func
tion-theoretic_result was given by Van Wijngaarden, Theorem 3. 

A necessa1·y and sufficient condition for the inequality ( 10-3-22) 
to hold is that if 

G (t) "'-' (10-3-27) 

8= 0 

then 0(t) is analytic and satisfies 

I G (t) I L C 1 
t 

i+t. 

-r 

• 

C, r::::: , 0 , for Re(t) > - 1/2. 
\ 

(10-3-28) 

' 

II. Applieation of the E -A.lgorithrn. 

11-1. The E-algorithm provides 'ini'bertain icas,es a very powerfttl 
technique for the transformation of a slowly convergent sequence· 
Sm m = 0,1, .... 

The ~-algorithm relationships are [13] 

{m) 

(m) 
e-1 

.. ' , (m+i) · 

£s 1 + 
l 

_(_m ..... +...,..t > ..... ·, --<m---:-·) m ,s ::z::::·• 0' 1, :.~ .. ' .. 
E.s 

{m) 

0 , € 0 = 
·-. ' 

' 

. - ' . 

' ' 

and it is, a .• fun;,.·,,.: ental result in ·.the fueocy of .th·is b'aas1for1.-tion 
' 

that if · · " .· .· ' 
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1n V•s 

a+ A a m'L s s,h (11-1-3) 

s= 0 h=O 

k 

(~s + i) - n (11-1-4) 

s=O 

then 
(m) 

E 2ft. = a m = 0,1, ... 
. ' ,. 

and it is a matter of numerical experience that if the sequence 
s. m = 0,1, ... is dominated by a term of the forrn (11-1-3), then 

. 
• 

(0) 

the sequence £ 2s s = 1,2, ... converges far more rapidly to a that• 
the sequence S,. m 0,1, .... (which may in the event diverge 
without affecting the validity of (11-1-5)). 

Since it was remarked in the preceding section that in certain 
\0) 

Ag . , 
Us .u Vo cases the sequence s= 0,1, ... may well be dominated 

by a term of the form * • 
p1 (t) p1 (t) Pk (s) the Euler-Gudermann 

' . t ' . . • 

transformation appears to offer a promising ·point of application for 
the .£-algoritb111. Thi·s is indee·d substatiated by numerical experience. 

Three exain,ples, · ~< ~'., oo ~ give:r:t ... In the first the initial values 

e. o - . . .; .--~ ·,: ...... ,,.: .:-. -_-1 -.I -- • :) :!-"/-,/'· ,.i,, _/~:.; -:'.,,,:_,-<~. :~ ._ .. ~?-r~---,~,:I'-\, /;.;;t· -____ £ :1. _:--·,,.y,,-1 ;i, =·=1,_}. -.1 -• .s m 
m = 4 O·f "'l' :. le VJ,, ,· :~;:, .~r 1 };;§,~h'{"!d>,~1!1~ ~f: t:ran$formation of Wilson's 
.. 
. . 

secondly 



8 0 2 

m 

0 0.0 

1 -674.426088 -:}3·7.547987 

2 

3 
4 

5 
6 

7 

8 

9 

10 

11 

12 

1.3 
• ,. 
J, 

-1.338442 

-0.479093 

.251002 

.174700 

.145572 
i 

.133515 
• 128267 

.125912 

.12~838 

.124345 

.124120 . 

-0·.124018 

-o.477994 

.168587 

.136343 

.127588 

.125000 

.124220 

.123994 

.1239:;7 

.123928 

.123930 

-0.12)933 

4 

-0.250266 

.136331 

.125465 

.124179 

.123942 

.123914 

.123920 

.123926 

.123930 
-0.123926 

6 

-0 .127578 

.124179 

.123911 

.123911 

.123919 

.123887 

.123940 

-0.123937 

Table IX 

8 

-0.123942 

.123911 

.123911 

.123943 

.123937 

-0.123937 

• 

10 

-0.123919 

.123943 

.123937 

.123936 

12 

-0.123937 

0 1"'17..0U 
- • ..i. C ./ 7 _,l',_;, 



m 

0 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

s 

' 

0 

0.000 

0.091 · 

.144 

· .181 

.208 

.228 

.244 

.257 

.268 

.276 

.284 

.290 

0.295 

2 

0,220 

.259 

.281 

.295 

· .304 

.310 

.315 

.318 

,320 

.322 

· o .323 

• 

4 

0.295 

,308 

.315 

.320 

.323 

.324 

.326 

.326 

0.228 

• 

6 

0.318 

.323 

.324 

.326 

.327 

.328 

0.328 
• 

TABLE X 

8 

0.326 

.327 

.328 · 

.328 

0.328 

10 

0.328 

.328 

0.328 

12 

• 

0.328 

, 



m· 

0 

1 

2 

3 
4 

5 
6 

7 

8 

9 
10 

11 

12 

s 0 

0,0 

o.64043830 

.62132764 

.60799329 

.60497931 

.60474481 

.60493033 

.60506432 

.60512140 

.60513809 

.60513974 

.60513765 
0,60513560 

2 

0.62188138 

,57721154 
' 

.60409910 

.60472503 

.60484839 

.60541280 

.60516378 

.60514499 

.60513992 

.60513882 
0.60504045 

4 

0,60430.379 
.60486619 

.60511319 

• 60514958 . 
. 60514361 
.60513824 
.60513514 
.60513380 

0.60513340 

TABLE XI 

6 

0.60514597 
.60515164 

.60514436 

.605099o8 

.60513256 

.60513323 
0.60513342 

~ 

8 

0,60514817 
.60513126 
,60513299 

.60513333 
0.60513354 

10 12 

0.60513304 
.60513341 0.60513366 

0.60513364 
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