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Introduction 
In this paper* vve shall establish a forn1al theory of continued fractio11s of 

the form 

( 1) 

in \v'hich tl1e coefficients as (s = 1, 2, ... ) , bs (s = 0, 1, ... ) obe:s-r a non-comn1utative 
la\v of multiplication. 

The theory has already' found application in the acceleration of slowly co11-
vergent iterative processes in numerical analysis and has therefore some relevance 
to this subject, bt1t in a11y case it is of considerable interest as a self-contained 
intellectual discipline. l\i1oreover, non-linear multi-dimensional iterati,,e processes 
21re of frequer1t occurrence in all bra11ches of applied mathematics, and the present 
inqt1ir;,r may well he1~a1d a break-tl1rough to a systematic theory of such processes. 

The indicated domain of i11quiry is, it would appear, completely unstudied, 
a11d therefore all the results to be give11 are original, but many of them are 
quite transparent adaptations of existing results in the conventional theory of 
conti11ucd fractions, and references ( either to an origi11al source or to an appro­
priate textbook) are consistently inserted for these existing results. 

* Con1munication l\1R 48 of the Con1putation Departme11t of the Mathematical 
Centre, ,.L\msterdam. 



274 

Since tl1is is cl s0111ev.that lt111g paper, it is perhaps in order to outline the 
schen1e of its develo1)n1ent. I11 the first section both the continued fractio11s 
and the natt1re of their coefficients are preliminarily defined. In the second, 
vario11s fundamental forn1ulae - the three-tern1 recurrence relation between 
the 11un1erators and denon1inato1-s of s11ccessive conver-gents, the Euler-Minding 
su111 fo1·mult1e, and a number of others - are established. In the third section 
the notions of pre and post 01·thogonal polynomials are introduced, and with 
their help continued fr·actions of types which may be said to correspond to 
(korrespo1idiere1ide, PERRON [ 5], vol. II, ch. III) and to be associated with (asso­
z·iierte, PERRON [ 5], vol. II, ch. III) power series, are established. In the fourth 
section tl1e no11-co1nmutative version of the q-d algorithm (,vhich n1ay be 
regarded as a device for transforming the coefficients of a power series into those 
of tl1e continued fractions mentioned above) is derived. Various transformations 
of such continued fractions are the11 described. Section five deals with the 
non-con1mutative versions of certain non-linear sequence to sequence trc1ns­
formations which have rece11tly been discovered. It culminates in a fundamental 
tl1eorem relating to the s-algorithn1. In Section six co11tinued fractions, which 
relate respectively to functions w11ich satisfy systems of three term recurrence 
relations11ips and to functions which satisfy homogeneous linear differential 
equations of tl1e second order, are derived. The next section contains a short 
account of the use of contint1ed fractions to i11terpolate in sec1uences of functions 
\vl1ich obey a non-commutative multiplication law. In a final section a furtl1er 
restriction relating to the scalar elements of the argument field is introduced, 
and analogues of a number of non-linear difference-differential relationships are 
discussed. The conclusion contains a brief comment upon some outstanding 
difficulties. 

There are two appendices. The first deals vvith determinants wl1ose elements 
obey a non-commutative law of multiplication. One might have expected that 
such determinants wol1ld have played a leading role in the theory of this paper, 
but for reasons which are discussed in the appendix they have only limited 
application. In the second, a fe\v details are given of an application ,vhich a 
certain part of the theory has found. 

1. A First Definition 
If the coefficients in the expression ( 1) are scalars, then the concept of an 

infinite continued fraction is immediately tangible. It is the limit, if such exists, 
of the sequence of convergents 

(n=0,1, ... ) 

as 11, tends to infinity. The convergent, Cn, may immediately be computed by 
means of the following rules: divide an by bn, and add the quotient to bn- i; 
divide an-l by the result, and add the quotient to bn_ 2 , and so on. More concisely, 

\Vhere 
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and 

Dr+ 1 = b I + a,,,_ 1.'._ 
1i-r- D 

r 
( r == O, 1 , ... , 11, - 1) . (2) 

In this paper we shall assume that the coefficients in ( 1) belo11g to the set 
N, whose elements we may denote by A, B, C, .... The follo\\,ing assumptions 
are made: 

1. To every pair A, B there corresponds an element C such that 

A+B=B+A--C. 

2. (A+ B) + C=A+ (B + C)= (A+ C) + B. 

3. To every pair A, B there corresponds an element D such that 

in general 
AB=t=BA 

but 
(AB) C =A(BC). 

(3) 

4. There exists a subset S (whose elements are referred to as scalars) of N 
such that for every member T of S 

TA =AT, 

and in particular there exist two members, I the unit element and O the zero 
element, of S such that 

IA=Al=A 
and 

0A=A0=0,. 

A +O=A. 

5- To every element E =p O of N there correspo11ds an in,1erse E-1 such that 

EE-1 =E-1 E =I. (4) 

Bearing equations (2) and (3) in mind, we see that when as (s = 1, 2, ... ), 
bs (s =0, 1, ... ) EN, then the convergent Cn derived from the expression (2) may 
be given 2n meanings according as to whether at each stage pre or post-multi­
plication by the inverse of b5 is effected. This paper will concern itself with 
two cases, that in which premultiplication is consistently used and that in which 
the contrary is true. Accordingly 

is defined by 

Do=bn, 

pre b + a1 
o b1+ 

and correspondingly we have 

a2 an Dn ••• 

b2+ bn 

Do bn, D,+1 bn-r-1 + an_,,D;-1 

post b + a1 a2 a,, 
Dn • • • 

o b1+ b2+ bn 

(5) 

(r= 0, 1, ... , n - 1), 

(n 0,1, ... ), (6) 

(r O, 1, ... , n 1), 

(n 0,1, ... ). (7) 

19* 
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Ar c>ftll i(~}l, l. ..:\ t this 1)oi11 t \\rt'. l1a \TC pro,risionally introduced the notational 
01)erc1tc1rs pre[ ... ] [tr1d post[ ... ] rather tl1an define separate sets of symbols 
for tht~ pre ct11d post s:,·sten1s of continued fractions respectively. We shall shortly 
see, byr applicatio11 of ::1 sin1plt~ rule, that it is possible to dispense with this device. 

No\\' in tl1E· develop111e11t of the con\rergence theory of conventional continued 
fr;._1t~tions, conditions \\:ere first de1·ivTed vvhich ,vere sufficient to ensure that none 
of tht'.l co11v·ergents C,i becan1e indeter111i11ate, that is, that the continued fraction 
took on some meaning, and tl1en further conditions were derived to ensure that 
the sec.1t1ence C,i (1i =O, 1, ... ) possessed a limit. 

I11 tl1is paper no convergence theory is given. The first point of the previous 
paragraph is taken care of byr assuming that throughout the manipulations 
point 5 above al\\i1a}1S l1olds. The second is ignored completely. The concepts 
of cl normalisable space and subsequently of distance are not introduced. There 
is no suggestion of proceeding to a limit. The theorems derived are formal 
algebraic identities involving a finite number of rational operations. That a 
con\rergence theory of the continued fractions treated in this paper exists may 
be inferred from the results of numerical experiments (an example of which is 
contained in Appendix II). But we shall first establish a formalism, and proceed 
perl1aps at some later date to establish a convergence theory; and in this respect 
we are of course simulating the historical development of conventional continued 
fractions, this time precisely diagnosing the limitations of our achievements. 

\Ve conclude this section by remarking that the definitions (6) and (7) have 
placed in our hands the fundamental result 

Theorem 1.1. If a1 , a2 , ••• ES, tlu1n 

pre bo -r- - a.1 ... -- a2 ... - ~"-- . . . = post b + - al a2 ... --a,: ___ ... 
bl+ b2 + br+ O b1 + b2 + b,,.+ 

in the sense that t}ie successii1e convergents of both continued fractions are equal. 

2. Fundamental Formulae 
Let us write 

(n=O, 1, ... ) (8) 

and determine pre [An, BnJ in such a way as to assist in the computation of 
pre Cn. For this we first remark that if we write in succession 

pre [A 0 = b0 , B 0 =1, 

A 1 a1+b1 b0 , B 1 =b1 , 

A2 (b2 b1 + a2) b0 + '02 a1 , B 2= b2 b1 + a2], 

then for n=O, 1, 2 equation (8) is satisfied. It may easily be verified that 

pre [A 2 =b2 A 1 + a2 A 0 , 

B 2 =b2 B 1 -f-- a 2 B 0], 

and this suggests that, in general, 

pre [An= b1,,An-1 + anAn-2, 

En= b,.,,Bn-I + anB1i-2J· 

(9) 
(10) 
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I3ut pre C,i-t 1 is co111puted from the expression (5) for pre C~,1 by 1·eplacing b,i 
by (b 1i + b;;t 1 a,i 1_ 1). Inserting this substitution into the rigl1t-hand side of equa­
tion (9), we obtain 

pre [ (bn + b-;;_;1 a;i-r-1) A,i--1 + ati A,i-- 2 
b-1 { 'l = n+ 1 b.,,t-t-1 ( b,,_t A 1t ·-1 + a,i A ,i--2) -+- a,,l + 1 A ti· - IJ 

= b;;_J 1 { b1i-1-1 .4 ,i + a,i t· 1..:41-t-- 1}] · 

The right-hand side of equation (10) leads to a sin1ilar expression. Sin1ilar con­
siderations apply to the post continued fraction. We are led to 

Theorem 2.1. Sitccessive convergents of the continued fractions 

pre bo + . li1 . . __ ci'!- . . . . ~r ... 
b1 + b2 + b,+ 

and post b0 + a1 a2 
-, •• ,. •• •-· """•-·•----- --•-w .. • • 

bl+ b2 : 
ar 

·~· ·····-·~ .... 

b,.+ 
may be evaluated by itse of the fundamental recursions 

pre[A_l =1, .4o = bo, An-:: bnAn-1 + anA1t-2, 

B _ 1 = 0, Bo = I , B n = b 1i B n - 1 + a,,, B ,.t - 2] 

(n===1,2, ... ) 

when 

and 
post [A_ 1 = I' A O = b O ' A 11, = A 1l -· 1 b 1Z + ... 4 11, --.. 2 an. ' 

B_1 = 0, Bo== I, B1i = B,i--1 b,i + B,i-- 2 a,.1] 

(n=-1,0,1, ... ) 

(n=1,2, ... ) 

post b0 + - a.1 -· ~a2- • • • a,,,_= .. 4. ,i B;1 (1·z = - 1, 0, 1, ... ) . 
b1 + b2 + b,,, 

The fundamental recursion formulae (9) and (10), besides providing a second 
definition of a continued fraction, may be used to provide a number of further 
important formulae. 

For example, it may be proved by induction that the successive convergents 
of the continued fraction 

f3r-1 Cl..r- 2 . . . -~-·--· -------------- ... 
rxr-1 + f3r-1-

are given by B;; 1 An, where 

Ar+I = rxr a,,_1 · · · 0:.1 /Jo+ a, a,,_1 · · · a.2/31/30 + · · · + fJ,,fJr-1 ··-Po (r == 0, 1, • • .) • 

This result leads to 

Theorem 2.2.. The series 

-1 {J + -1 -1 {J /3 + -1 -1 -1 {J {J {J + CXo O CXo CX1 1 0 CX:o OC1 CXz 2 1 0 ••• 

and the continued fractioti 

pre f3o 
ao 
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tirt~ eq1ti1.1£ile1it [6] 1,·11., tlit,, S<}1ise tJz,lit the s·uccessi?.Je partial sums of the I ornier are 
t?qttal i() tJzt' s11ccessii1e co1ti,ergetz,ts of the latter. Similarly 

/Jo <Xo 1 -·r /Jo /J1 a.:11 Clo1 + Po fJ1 fJ2 CX.2
1 Cl11 

CXo
1 + ... 

is eq·1ti11al crit fl> 
-· .. • 

1.\J"()t,itio1i 2. The reader ,vill doubtless have noticed that there is a simple 
rule for con\~t:-.rting a result relating to the pre-system of continued fractions 
into the corresponding result relating to the post-system. It takes the following 
fo1·m: If 

pre [ x (a, b c, def, ... ) == y ( A , B C, D E F, ... ) ] , 
then 

post [ x (a, c~ b, f e d, ... ) = y ( A , C B, FED, ... ) J . 
• 

\Ve may tl1t1s, withot1t significant loss, dispense with the exhibition of results 
relating to the post-S)7Stem. But if the results derived relate only to the pre­
system, there is hardly any point in including the symbols pre [ ... ] at each 
stage, so that if it is perfectly clear that from now on the formulae derived relate 
only to tJie pre-system of co1it1:nited fractions, these symbols may be omitted. 
Occasionally, by way of emphasis, they will be reintroduced. 

To pro,re tl1e next result, it is convenient to introduce the following 
. 

Lemma. The sitccesst~'l,e denom,inators En of the continued fraction 

are equal to I. 

We are immediately in a position to verify 

Theorem 2. 3. T lie infinite product 

· · · (y,,+ I) (Y,-1 + I) · · · (Yo+ I) 
and the continued fraction 

Y2 (Yi1 + I) 
-------··· 

I Y2(Y11+I)+I- y,.(Y;".:.1+I)+I-

are equ.ivalent [6] in the sense that the successive partial products of the former 
are eq·ual to the successive convergents of the latter. 

A further exercise in the use of the fundamental recursions is the derivation 
of results analogous to the BAUER-MUIR relationships ( [ 5], vol. II, p. 2 5). Start­
ing from the continued fraction 

b + a1 a2 ... an 
0 b1 + b2+ bn 

having successive numerators A_ 1 A 0 ••• A and denominators B B · ·B , ' ' n -1, O, · · ·, n, 
we construct a continued fraction . _ . . . . 

. . . . . 
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'"I"'o start witl1, \Ve l1a ve t1·i\rially 

do= .. 4.. o + r o .. 4. 1 ---- bo -1- r o, 

d1=B1+r1B0 ---b1-~-r1, 
and since 

then 

Su bseq uen tl y 

... 4v ; r"..:4 v-1 = dv (Av-1 + r1,- 1 Ai,- 2) + c,, ( .. 4v- 2+ r,,,_ 2Av- a) 

which in view of 

reduces to 

(bv + rv - dv) Av,, 1 - (d,,rv-1 - a,.,+ c,,) AP_ 2+ c,.,r,,_ 2Ap_ 3=0. 

If this is to be eq ui valen t to 

we must have 
bv-1 = (bv+ rv - d,,)-1 (dv ri,-1 - av+ cv) 

av-1= (bv+ rv -dv)-Icvrv-2, 

,lnd these n1a y be solved f 01· dv and cv. 

Finally from the equations 

(j A,i=d1i-4-1 ( ... 4.,i+ r,-i .. 4,i-1) + Cn,t--1 (A1.-1+ rn-lAn-2) 
and 

we may derive d 1i 11 and c1i·t-i · The results are summarised in 

Theorem 2.4. If the continued fraction 

an . . . - ··- ··-- ··-

b n 

279 

/1,as successive n14,merators As ( s = - 1, 0, 1, ... , ti) and denominators B s ( s = 
-1, 0, 1, ... , n) and the continued fraction 

successive numerators "'4 s + rs As- i ( s = 0, 1, ... , n), a A ,z, and denominators B s + rs B s _ 1 

( s = o, 1 , ... , n) , a B ,i , (rs , a E .Lry, a =t= O) , th en 

do = bo + r o' d1 = b1 + r 1 ' 

dv bv + r,, - { (bv + rv) ri,-1 - av} rv--2 (bv-1 rv-2 - av-1 + r,,_ 1 rv- 2)-l, 

and 
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~i\. sin1pler result ([r5], vol. II, p. '14), which n1ay easily be verified by recourse 
to the funda1nentc1l rect1rrence relations, is 

Theorem 2.5. If the s·zt£~ces,1iive nurnerators a1zd denoniinators of 

bo + ___ a1 -- ~2 - ... ____ a,.__ .•. 
bl+ b2+ b,.+ 

are .. 4 0 , A 1, . .. atid B 0, B1 , ... respectively, eEN, the11, tlze sitccessive nu1nerators 

a1id de1io11iinators of 

are 

and 

The preceding fo1·mulae enable us to insert any quantity into the sequence 
of convergents merely l)y re.ducing it to the quotient ofAk-(! Bk-I and Bk-(! Bk-I. 

The process can quite clearly be repeated at will and without difficulty. The 
converse problem ([5], Vol. II, p. 10), that of constructing a continued fraction 
whose successive numerators and denominators are An , An , An , ... ; Bn , Bn , 

0 l 2 0 1 

Bn , ... respectively, where n 0 , 1i1 , 1i2 , ... is an increasing integer sequence, is 
2 

not so easily dealt with. \"Ve shall consider the construction of the even and odd 
parts of a continued fraction, i.e. the construction of continued fractions whose 
sequences of numerators and denominators are A 0 , A 2 , A 4 , ..• ; B 0 , B 2 , B 4 , ••• 

and A 1 , A 3 , A 5 , ..• ; B 1 , B3 , B 5 , ••. respectively. 
The construction of the even part presents no difficulty. Eliminating A 2 n-l 

and A 21i-s between the three equations 

A2,-i=== b2nA2n-l + a2nA2n-2, 

A2n-l == b2,i-1 A2n-2+ a2n-1A2n-3> 

A21i- 2 == b2,,.i-2A 2n-3+ a2n- 2A2ti-4, 

we have 

We may thus formulate 

Theorem 2.6. If the successive numerators and denominators of 

a2 a,,. 
----···--··· 

b2 + b,.+ 
are As, Es (s=O, 1, ... ), respectively, then those of 

are 

A2s, B2s (s=O, 1, • • .) • 

Proceeding to the odd part, we obtain 

A2n+1 = {a2n+1 + b2n+1 (b2n + a2n b~-1)} A2n-1- b2n+1 a2nb2n1_1 a2n-1A2n-3· 
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Now we observe tl1at if the fundamental recursio11 formulae are to co1·respond 
to the original definitio11 of a continued fraction, then B 0 - I. But in general 
B 1 , whicl1 in the odd part of the continued fraction plays the role of B 0 , is 
not equal to I. 

\Ve may overcome this difficulty by dividing the first numerator and de­
nominator of the odd part throughout by b1 . This is valid only if either b1 , 

or b0 and a 1 , E 5. \Ve obtain 

Theorem 2. 7. J f sitccessive nitmerators and denot1iinators of 

b o + ·- a1 . . ~~. . . . -·· a,._ -- ... 
bl+ b2+ b,,+ 

are As,Bs (s=O, 1, ... ), respectively, and either b1 ES or b0 ,a1 ES, then those of 

a3 +b3 (b2 +a2 bi"1
)-

b5 a4 b;1 as b2 r-~ 1 a2, b;;_~l a21- 1 
----- ------~•-~ 4 • - • •••- •- -- ••- ••·~•-•- •~••••~•-•~•~•-~-- -• --•-----•-•-•w•••--~~- .... 

a5+b5 (b4+a4 b;1
)- a2r-t 1 +b2r+1 (b2r+a2r b;;,:.1)-

are bi1 A 2 s--t-i, bi B 2sf-l (,c;=O, 1, ... ), respectivel)l. 

The restrictions which had to be imposed \vhen obtaining the last result 
repeat themselves in 

Theorem 2. 8. If As, B s ( s = 0, 1, ... ) are successive numerators and denomi­
nators of 

a1 a2 a,, 
--·· -- -- - " . ---·------- . ' . ,_ ·-· . ""' . . . . 
bl+ b2+ br : 

and y 1 , y 2 , •.. ES, then those of 

bo + _j':1,__~1__ Y2 Y1 a2 . . . Yr Yr_-=.!_a, ... 
Y1 bl+ Y2 b2+ Yr b,,+ 

are Ao, Ys Ys-1 · · · Y2 Y1As; Bo, Ys Ys-1 · · · Y2 Y1 Bs (s = 1, 2, · · .) respectively ([4], 
p. 19). 

Let us conclude this section by deriving analogues of the Euler-1\ifinding 
relations ([5], vol. I, p. 5) \Vhich provide a third definition of a continued fraction. 
Eliminating bn+i from the two equations 

A,i+l = bn+ 1 A,i+ a,i+ 1 A,1,-1, 

Bn+ 1 = bn+ 1 Bn + an+I Bn- 1, 

we have 
A1i+1A;

1- Bn+l B-;; 1 = an+l (An-1A; 1
- Bn-1 B;;1

) · 

Or, writing C8 =B;-1 As, 

C,i.+1- Cn = - B;;.J.1a,i+1 B,i-1 (C,i- Cn-1) 

( )n B-1 B B-1 B s-1 B B-1 b- 1 = 1 n+lan+l 11,-l n a11, n-2 n-la11,-1 n-3 ··· 1 a2 1 al. 

\Ve thus derive 

Theorem 2. 9. The successive convergents of tlie continued fraction 



<tre t~q-ztal tc, tlzt~ pclrtz:al s.zt111,s of tlie series 

~ .· p >-1 . · -- 1 ·· B--- 1 a B ... B-;.1 a b11 a . 

I➔i11all\T' \\'(:1 llSe rfl1t\01·e1ns 2.2 a11d 2.9 to derive 
•• 

Theorem 2.10. ]"lz-e s,tt<~t~essi'l1e co11,i,ergents of 

B;;J1 an+l B 11,- l 
. -·~-- ··---------·-•'"""'"'~'•"-·--·-----·---·~-• ' --- .. • • • 

I+ B;;_~ 1 a1i+1 B,:- 1-

art"- eq11al. 

3. Pre- and Post-Orthogonal Polynomials 
The 111ost important continued fractions which arise i11 practice are those 

\Vl1ich are associated with power series. We shall proceed to derive continued 
00 

f1·actio11s ,,:I1icl1 may, be associated with the power series L cs z-s-i, \vl1ere 
S=O 

cs E 1V and z ES, bt1t before doing so it is necessa1·y to invoke the theory of ortho-
gonal polyrnomials. (The present treatment is adapted from [7].) 

Suppose that \Ve have a sequence cs (s=O, 1, ... ) EN; then \Ve introduce 
a process pre P{ ... } such that 

(s=0,1, ... ), ..:4. EN ( 11) 

where t, \\rhich is a dummy variable, will be assumed scalar. The process 
pre P{ .. . } operates upon quantities inside the braces. These quantities consist 
of elen1ents A of .Al, and scalar quantities including t. These scalar quantities 
undergo normal arithmetic inside the braces (such as addition, division, formal 
expansion in po\ver series, etc.), but after pre P has been effected, the elements 
of N premultiply the various members of the sequence cs (s=O, 1, ... ). Con­
struct for some m the sequence of polynomials 

00 

Pim) (t) = L kt} ts (12) 
S=O 

(again the notational operator pre{ ... } has been -omitted) f1·om tl1e conditio11 

\\rhere w~m) is chosen so that in ( 12) 

ki~~ =I, 

(s =O, 1, ... , n - 1) , 

(s = n), 
(13) 

( 14) 

but otherwise, in general, k~~)EN. (It will be seen in Appendix I that there 
is at least in principle no difficulty in doing this.) 

Having constructed this sequence, determine the further sequence o~m) (z) 
(n=O, 1, ... ) from the relation 

(15) 



(The o~n) (z) r11·e of cot1rse 1)olyT11omials, si11ce when z, t E S' then z5 
- ts is divisible 

bv z --- t.) 
~ 

Constrt1ct the third sequence of functions r~n) (z) fror11 the 1·elatio11 

• ( 16) 

1'11e purpose of constructing these sequences is revealed by noting that a trivial 
consequence of ( 11) is 

00 

preP{(z-t)-1}," 1 L csz-s- 1 • 

S=O 

The sign ,- , of formal equivalence in this paper has nothing to do with the sum, 
if it exists in any sense, of the series on the right-hand side of this equation. 
It merely means that if we expand the left-hand side of this equation formally 
in descending powers of z, then we obtain the right-hand side. The1~e then follows 

p<;t) (z)-1 o~m) (z) = p1m) (z)-1 pre P{ (z - t)-1 tm p~n) (z) - p~tt) (t) } 

=pre P{ (z - t)-1 t1n} p~m) (z)-1 pre P {(z - t)-1 tm pt'') (t)} 
co 
~ -s-1 _ 0 (z-2n-1) 

r , /' Cmt-, s z 
S=O 

on account of (13). O(z-2»-1) is taken to mean some function of z which when 
expanded as an inverse power series in z commences \vith a term in z- 2n-1 • 

If we ,vere to introduce the concept of a normalisable space, this latter condition 
could be given a more conventional asymptotic forml1lation. 

Similarly there follows 
00 

p~m (z)-1 rtn) (z) = L cs z-s-1 + 0 (z-m-2n-l). 
S=O 

Thus we see that pr:i) (z)-1 o~m) (z) and p~m} (z)- 1 r~m) (z) are rational functions 
00 

which when expanded in inverse powe1·se of z agree ,vith the series l: c1t,+s z-s-l 
co S=O 

and L csz-s-l to 2n and m + 2n terms respectively. 
S=O 

It is remarked at this stage that the reason for labelling this section with 
the title given is that the system of polynomials Pim) (z) is orthogonal in the 
sense that -

n 

(r = 0, 1, ... , n - 1) 

(r = n). 

This is easily verified by appeal to equations (12) and (13). A consequence of 
this reveals the connection between orthogonal polynomials and continued frac­
tions, for a three-term recursion prevails among the sequences Pim) (z), oim) (z) 

1 

rr) (z). For expanding p~ 1 (z) - zpim> (z), a· polynomial of degree n, in the form 

. - . n 
' 

P~11 (z) zp<;i} (z) L him) Pim) (z) (bim) EN) 
s=O 

we find from :(13) -·that ' 

b<m) 
s 0 (s 0, 1, ... ' 11, 1) . 
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Tl1l'"'1·e tl1t1s exists a 1·ecursio11 \vhich n1a"y1 be ,vritten ~-

( 1t - 1 , 2, ... ) 

\\
1l1t~re, by i11spet'tion of ( 13), 

pt1i) ( z) . -·- / ' 

.i\.s a tri,·ial consE~gt1e11ce of the definitions (14) and (15) it follows that 

o!:t1 (z) = (z - et.t')) (>~) (z) - /31~1 ot~1 (z) 

o~n) (z) = 0, o~m) (z) = c1,,,,, 

(n = 1, 2, ... ) 
(17) 

and that 
(n=1,2, ... ) 

00 (18) 
r~n) (z) = L cs z--s-1, 

s=O 

Thus finally ,,re are led to 
~ 

Theorem 3.1. If, gi1.,en a sequence c5 (s=O, 1, ... ) (EN), a process preP{ ... } 
is defined by 

t}ie pol y,;1,oniial sequetice 
n 

p~1i) (z) = L k~;) Zs 

s=O 

is determ·i1ied f ro11i 

{ + ( ) } 
0 (s = 0, 1 , ... , n - 1 ) 

pre P t'ff" s Pnm (t) = 
w~m) (s = 1i) 

and coef jicients i1i the recitrsion systeni 

( 19) 

computed, tlie1i the series expansion in inverse powers of z of the n th convergent of 

{J (m) 
r-I ... ---- ... (20) 

00 

agrees with the series L cni+s z-s-l as far as the term cm+ 2 ,t-l z-2n, and a similar 
S=O 

expansion of tlie nth convergent of 

00 

/3 (m) 
r-1 

Z-ct(m)_ 
r 

agrees with the series L cs z-s-l as far as the term cm+ 2n-l z-m- 2 n. 
S=O 

(21) 

For the sake of completeness it is mentioned at this point that equations 
(13) and (14) do not provide the most economical means for computing the 
coefficients in the polynomials p'n_m) (z) since they involve at each stage the solution 
of a set of linear equations. 
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Using (17), in conjunction ,vith (14), the1-e follov,rs 

pre p {t11i+ r p~11,) (t) ]· = /J}~1 pre l:)•[t1n-r-r--1 pt"!:1 ( t)} 

{J (1n) R(m) R(ni) = r-1 /Jr-2 ... po c,11. 
(22) 

Again 

pre P{tm+r+I p~rn) (t)} = cx.~111,) pre P{t1n-t·r p~»i) (t)} + {3}'':J1 pre P{tm-t-r p~»:}1 (t)} 

= ~(1n) p(m) R(1n) C + fJ(1n) ,.,(1n) {J(1n). fJ(1n) i~ 

v..r r-1 · · · JJO ·1n r-1 '-"-r-1 r-2 · · · 0 vm 

+ {J
(1ri) {3(1n) ,...,(m) R(m) {J(1,z.) C + ... + {3(1n) {3(m) p(m) C/..(tn) C 
r-1 r-2 v..r-2 J-,'r-3 · · · 0 '11i r-1 r-2 · · · 1 O ,,i · (23) 

If p}m) (z) is know11, {J}~1 and r,:.}1n) are con1puted recursively from (22) and (23) 
and Pt"!J1 (z) fron1 ( 19). 

4. The q--d Algorithm 
For any one value of m, the systems of equations (22), (23), (19), (17) and 

( 18) offer the most economical processes for computing the continued fractions 
(20) and (21). 

However, for several consecutive values of m it is more efficient to proceed 
as follows ([ 8], p. 13): In (20), write 

(r=0,1, ... ), 

00 

and denote by Fm (z) the power series ~ cni-,-sz-s-1 . Then 
s=O 

is plainly the even part of 

q(m) e(m) 
Cm 1 ·1 

--·-·--····-··-·- - -·--·-~·- --- --~ -~-·- • .. • 

z- I- z-

the odd part of which is (z is of course scalar) 

However 

and thus it follows that 

Comparing (25) and (24) with superscripts advanced by unity, we have 

Theorem 4.1. The coefficients in the continued fraction 

pre 

are given by 

Pre r Rim) = e(m) q(m) ,....(m) = q<m) + e(m) 
LY, r+l r+1, v..r r+l r (r = 1, 2, ... ) ] 

(24) 



286 

u1Jz,ere 

(25) 

(26) 

1 ... hest: relat1'.ons (tJze q - d algoritlzt;i relatio11.ships) are 
q·zienc~es e~»i), q}1t 1 by 11iea·;is of th.e f or·ntitlae 

11,sed to constr·ttl~t the se-

front tlie i1iitial seqite1ice,c:; 

pre [egn) = 0, (ni ==O, 1, ... )] . 

(27) 

(28) 

(29) 

An immediate consequence of the q-d algorithm relations is that the poly­
nomials ptn) (z) satisfy further recursion systems themselves ( [ 8], p. 11) ; indeed 
in particular 

p;:n) (z) · z P~~! 1
) (z) - qt'i) Pl~1 (z), 

P~~l (z) = p~m) (z) - e~m) P~1l} (z) . 

(30) 

(31) 

Assume that equations (30) and (31) are true witl1 n -1 in place of n; then 
use of (19), (25) and (26) leads to 

zp~~-~l) (z) - Ptn) (z) - q~m) Pt':!..1 (z) 

=Z Pl~1 1
) (z) -Pi~1 (z) + et~1 p;;~t1

) (z) 

and equation (30) is thus true for n. Similarly we obtain 

p~m+l) (z) -p~m) (z) + e;:n) p~":.il) (z) 

= zp~~1 1
) (z) -p~) (z) - qim)P~1 (z) -q1m) Pt:-11

) (z) - e~~1P~~~l) (z) - P~~l (z) , 

and thus equation (31) is true for n. But equations (30) and (31) are manifestly 
true when n = 1 ; they are thus generally true. 

It is again a trivial co11sequence of the definitions (15) and (16) that 

z o~) (z) - aim+l) (z) - e~) 0~~11) (z) = ctn Pim) (z), 

o~m) (z) + q~n) 01~1 (z) - o~".:..11
} (z) = cm P1~i1

) (z), 

r~m+l) (z) = rim) (z) - eim) r~1:11} (z) , 

r~m) (z) = z r~~11) (z) - qini) r~1 (z) . 

Inspection of (30), (31), (32) and (33) reveals that 

pre [rbm) (z), Pim) (z)-1 rim> (z), Pim+ l) (z)-1 rim+ l) (z), ... , 

Pim) (z)-1 rim) (z), Pim+l) (z)-1 rim+l) (z), ... ] 

are successive convergents of 

pre -- ... 
z-

• 

• 

• 

(32) 

(3 3) 

It is quite clear that the system of the equations (25), (26), (30), (31), (32) 
and (33) may be manipulated to produce further recursion systems, and a little 
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reflection 1-evc•als that continued fractions may· be constructed \\1l1icl1 have as 
succ,essiv·e con,,•e1-gents pre [p!;,,i) (z)-1 rt1"' (z)] not necessarily follo,vi11g the order 
ni, 11,; tn + 1, n; tn + 1, n + 1; ... , but these \\'ill not be considered. Instead we 
produce some ft111damental transformations. 

The Reciprocal of a Corresponding Continued Fraction. Suppose tl1at 
\\'e are given the e xpa11sion 

fJ (z) ,- , ,i; -f- ·•. c .. q1 -- et - . . . qr __ e,,_ . . . ('34) 
z- I- z- I- z-

and that \Ve v\lisl1 to produce a similar continued fractio11 for {P (z)}-1 ([5], \rol. II, 
p. 136). We observe that if successive numerators and denominators of (34) 
are A 0 , A1 , •.. ; B0 , B 1 , ••• , then those of 

_! ___ c~ __ 91_ --~1 __ . • . qr__ _ ~r _ . . . (3 5) 
s+ z- I- z- I- z-

are 0, B 0 , B 1 , ... ; I, A 0 , A 1 , ...• The odd part of (35) is, 110"\vever, 

-1 c s-1 e1 q1 e,, q, s + __ " ____ " __ - ----- ...... -"' ·- ·-'-"" _________ - -. . . .... 
z-c-q1 z-e1 -q2 - z-e,--qr+ 1 -

But this is plainly the even part of a continued fraction having the same form 
as (34), and we have 

Theorem 4.2 If 

and 
c' 

, / q; e; {P (z)}-1 ,· ,s' + q1 B1 
- ••• • •• 

I I ' z z z 
then 

s' s-1 , 

sc'=cs-1 , 

and thereafter 
(r=1,2, ... ). 

Translation of the Origin. Once both the artifice of taking the even part 
of a continued fraction and reexpanding in terms of another variable has been 
comprehended, and due note has been taken of Theorem 3 .1, then it is quite 
easy ( [ 5], vol. II, p. 141) to construct the proof of 

Theorem 4.3 If 
F (z) r ., ~c __ 

z-
e1 q,, e,, --···-----··· 
z- I- z-

then 
••• 

where 

(r = 1, 2, ... ) . 
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• 
Addition of Continued Fractions. Suppose that ,ve have an expansion 

sucl1 as 

and \\'e ,vish to obtai11 a similar expansion for s z-1 + F(z) ( [ 5], vol. II, p. 139). 
Tl1is is easilyr accomplisl1ed; \\'e take tl1e odd part of the expansion for F(z), 
add s z~·I to the first term, and reexpand to obtain 

Theorem 4.4. J f 
• 

C ql el qr er 
·--~ ..... - ·- • • • -·-···~-. • • • .. . ' - ' . . 

I ,.. I ,.. -- ,.;, ·--~ /4, 

qi ei q; , 
er 

" ' .•. ,.~- . . . ....... - - .,.~~-·- .. . 
I z- I z~ ' 

C
1 
=l~ + S, 

and 
I I 

qr+ler=qr!ler (r=1, 2, ... ) . 

As a comprehensi\re exercise in these manipulations we adapt an addition 
theorem of RlTTISHAlTSER ([8], p. 23). vVe are concerned to express 

z-
q11,-1 

I ' 
(36) 

,vhere A E 5, as a single continued fraction. 

First \Ve transform (36) into a continued fraction int=z-A as in Theorem 4.3. 
(36) becomes 

, 
qn-1 

. -- .. 

I (37) 

(r = 1, 2, ... , n - 2) . 

As in Theorem 4.4, the odd part of (37) is 

, 

continued fraction, we obtain 

s* qf et * en-1 
(38) =~'•-·--·- - . . . ----· . ··---

~ I ~ ~ 
where 

s* C + S, ql s* ' ql S' 

(r=1,2, ... ,n-2), 

vVe now expand (38) as a continued fraction in z, taking the even part, 
writing ~=z-A, and reexpanding; we obtain 

s* 
,, ,, ,// q;; ql e1 8n-1 -· - ----------.--- ~·--~-- • • . --

z I z z I 



Co11tint1ecl Fractio11s 

where 

The ttbove r·esult, apc.l1·t frorn bE.~ir1g of inter(~st i11 itself, l1c1s a n1ost in1portant 
consequence. Befo1·e stating it \\re interpolate a 

Lemma. If l~"'(z)=l~(z--x)-n, xE ... 5, tJie·1i, ·i·ri tlie 1iot{,1,t·io·n of tlit: q--d sc·Jie11ie, 
e(1fi) =0 

·11, • 

For this series ctn= , ,z xni, and it is easily verified that 
'J1'l 

q~ 111 ) = _ _( '/ll j-_r_+_!?l -_ _1 ) tr+ _n1 . . -. . :t ) __ X 
(2r+11-z-2) (2r+in-1) ' 

-r(r-·n.) x 

00 

= 1, 2, ... , 1Z,) . 

Theorem 4.5. 
fttnction 

If L c~s z-s-i "is tlie formal power series expans·ion of the ratir>1ial 
s=O 

n \ -1 

F(z) = ~ bi zi 
i=O 

ze1here bi ES (i=C), 1, ... , n), then in 

e(»i) = 0 
n 

tlie 1iotation of t}ie q - d scJie11·ie 

(1,1,=0, 1, ... ) . 

(39) 

Suppose that the abo,re statement is true for 12, - 1. \Ve then add the func-

Z- r 

denominator of one degree higher. Performing, for some 11,1,, the continued frac­
tion addition 

we obtain a continued fraction of the form 
1 ( )'' { )'' (m)'' (1n)'' m- z-tn c'' q m e 1n e,i-1 qn 
c;' z-s-1 + z----~1!'1-,- . }---··- __ z1 - . . . z .. - I. " 

s•=~O 

i.e. in vvhich eti)'' = O. 'fhis process \Ve repeat for all values of 1n, thus if the above 
statement is true for n -1, it is true for 1i. But it is 1nanifestly t1-ue for 11, = 1, 
and thus the theorem is generally true. The only difficulty occurs whe11 the 
denominator of (39) has multiple roots, but tl1is is taken care of by the preceding 
lemma. 

A consequence of this result and equations (31) and (32) is 
00 

Theore111 4.6.. If L C5 z-s-i is the formal poiver series expa1isio11, of (39), 
S=O 

then the polynomials P>nm) (z) and functions r~m) (z) (the latter are 1:1•i the e1.1e11t 

polynomials) are constant for all m. They are in fact the denoniinator and 11,it1nerator 
of (39) normalised so that b,i= I. 

Theorem 4.5 will again be brought into play in the next section. \,Ve terminate 
this section by giving ar1 inva1-iant property of the q - d algorithm. 

Arch. Rational lvtech. Anal., Vol. 12 20 
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/JO 

Theorem 4. 7. If ;, ,~s z--s-i is tlie for11ial pozCJer series expa1isio11. of ('36) and 
k '-

,, = 0 

quantitit~s e~t,t), q~1nl c1,re co1istr,ztL'ft."-d by 1,,iea1is of relat·z'.onslzips (27) and (28) fro11i 
the initial ,~01id-itiotis (29), tlze,1-i t}ze ,c;1.t1°J:t 

ti 11--1 

I~ ql1n} + Ii e~1,i) 

s "'"" 1 s = 1 

is invaria1it zvitli respect to ni. 

5. The g, 1t, Y) and E-Algorithms 

vVith '"fheorem 4. 5 in hand we are in a position to prove a fundamental 
result in the theo1·y of the t~-algorithm, but rather than do tl1is immediately 
we shall proceed by a more indirect but nevertheless more instrt1ctive and in 
the final analysis more elegant route. 

Using Theorem 2.2, \Ve note tl1at the continued fraction 

c,n q11,i) ei1n) q}1n) et1n) 
... - ----- . .,.~ --- _,.____ --··-----·- ... --- ---~---- ... 
z- I- z- I- z-

(40) 

and the series 

( cni z--1) + p~n) (z)-1 qtn) ( c,n z-1) + ptn-1-1) (z)--1 e~m} p~»+l) (z) pt1i) (z)-1 q~m) ( l~,n z-I) + 
... -~ (p~m) (z)-1 qtn) P1~1 (z) . . . p~n) (z)-1 q~n) p~m) (z)) X 

X p~m+l)(z)-le~m)pim-1-l)(z) p~11i)(z)-Iq~11i) (cmz-1) + 
+ P!1:+l) (z)-1 e~) Pt~4i1) (z)) Ptn) (z)-1 qtn) Pt~1 (z) • -• 

... (Ptm+I) (z) etn) Pbm+1) (z) p~m) (z)-1 q~m) ( cm z-I) + ... 

(41) 

are equivalent i11 the sense that successive convergents of the former are equal 
to successive partial sums of the latter. 

We shall derive an algorithm relating the ratios between the successive 
denominators of (40), then we shall derive an algorithm relating the ratios of 
successive terms in (41), then an algorithm relating successive terms in (41), 
and finally an algorithm relating successive partial sums of (4-1). 

The second g-Algorithm. The successive denominators of (40) are of course 

zpt+1) (z), Pim) (z), z p~m+l) (z), ... , z p~m+l) (z), Pi11 (z), .... 

Accordingly we write 

<g~, = p~m) (z)-1 p~m+l) (z), 

and note, by use of relations (30) and (31), that 

From the 
p. 13) 

definitions (4-2) and the q -d algorithm \Ve have immediately 

(42) 

(43) 

([9], 
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( 1-tl,) 

go =l, 

From Theoren1 4.5 and (43) we have 

Theorem 5.1. If in (44) 

then 

n 

L c,n-r-i bi =0 
i=O 

< m > 
g2n ==I· 

vVe note, using (43), that the series (41) may be written as 

_1 (m)-1 (ffl) _ cm>~l cm) (m)-1 cm) 
cm z + g1 (z -- g1) c1n z 1 + g2 (I - g2) g1 (z - g1) en, z-l + · · · 

cm,-1 (:ni) (1n)-l (ffl) (m)-1 (m) + g2,,-1 (z - g2,,-1) ... g2 (I - g2) g1 (z -- g1) c,,i z-1 + 
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(44) 

( 4-5) 

(m)-1 (m) (m}-1 (1») (tn)-1 cm> (m)-1 (11•) _
1 + g2, (/ -- g2r) g2r-1 (z - g2r-1). • • g2 (I - g2) g1 (z- g1) C,,11, Z + · · · · 

The 7t-Algorithm. We wisl1 to relate successive ratios of the terms in this 
series. Accordingly write 

and from the g-algorithm we have ([9], p. 13) 

(I+ n~~)) (I+ n&1:~1 } = (I+ n~;~f)) (I+ n~~~J)), 

(I+ nt~)-1
) (I+ n~~f~) = (I+ nf~~i)-1

) (I+ n~~+t)-
1
), 

n~m) =0, 

From Tl1eorem 5 .1 and ( 46) we ha vTe 

Theorem 5.2. If in (47) equation (45) obtai·nsJ then 

( m = o, 1, ... ) . 

(46) 

(47) 

The Y}-Algorithm. We now investigate the terms in (41) and accordingly 
write 

(s==1, 2, ... ). 

The 17-algorithm relationships then evolve to the farm 

(-n(m) + 'YJ(m) ) ('YJ(m)-1 + -n(m)-1
) = (-n(m+l) + -n(m+l)) (ri(m+l)-1 + 'Yl(m+l)-1) 

• 1 2 r · 12 r-1 ·, 2r ·, 2 r + 1 •, 2 r- 1 •, 2 r - 2 ·, 2 r-1 • 1 2 r , 

( (m) + (m) ) ( (m)-1 + (m)-1
) ( (m+l) + (m+l)) ( (m+l)-1 + (m+1)-1) 

'Y/2r rJ2r-l 1]2r-1 'i'J2r-2 = r/2r-1 1J2r-2 7J2r-2 172·r-3 ; 

a simple inductive proof suffices to show that ([9], p. 14) 

z{11~":) + 11~~~1} -= nk~~f) + 11~":~~), 
(m)-1 + (m)-1 = Z {'l)(m+l)-1 + -n{m.+1)-1} 

rJ2r 1]2r+1 ·12r-1 •12r , 

(m)-1 == 0 (m) 1 r; -1 , 'Y)o = cm z- . 

From (48) and Theorem 5.2 we have 

Theorem 5.3. If in (51) equation (45) obtains, then 

17~"!)==0 (m=O, 1, ... ). 

20* 

(48) 

(49) 

(50) 

(51) 
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The €-Algorithm. No\,·, i11 • • (111,) tern1s of tl1e quant1t1es 't}s 

m-1 2r-1 

P{t11.) ( 7)-1 r(1n) (,;,) ___ ), .,,-s ,.,1(s) + 7 -m "'v{1n). 
r ~ 1· ""' · , "' 1 0 ~ L..J • 1 s , 

s=O s=O 

n 
£~~~ I = z1,i L 171"'i)-1. 

s=,O 

Tl1en by n1ultiple use of 1·elationsl1ips (52) and (53) we have 

'f hat is ( [ 2] , [ 9 J , p. 14) , 

,(m) 
cs+l sl~t1

) (t·~tn+l) eim))-1, 

ni-1 
£(tit) 
-1 0, <. ( 111) ,o L -s-1 cs z . 

s=O 

If the qua11tities c,,,i satisfy a linear recursion of the form 

n 

L bi c11,--1-i = 0 
i=O 

) 

(5 2) 

(5 3) 

(54) 

then £~"!) (m= 0, 1, ... ) are the same rational function of z and may be given 
the partial fraction decomposition 

n 

e~~ =l: As(Z-A.5 )-I 
s=l 

where il1 , A2 , ..• , An (ES) are the roots of the polynomial equation 

n 

L bi Ai= 0. 
i=O 

(5 5) 

Writing 
m-1 

S ~ -s-1 
m = /, Cs z , 

S=O 
we have 

s=n n 

Sm= L As (z - As)-I - L As A~n (z - As)-l 
s=l s=l 

and 
• 
i=n s=n 

L bi sni+i - L As (z - As)-I 
i=O S=l 

=O 

or, in conclusion, we have 

Theorem 5.4. If the relationships (54) of the s-algoritlim are applied to the 
initial co1idit1:ons 

(m=O, 1, ... ) (56) 



and 
1't 

Yi bz: s,;i-i- i = 
i ::--.:: 0 

tl1,e11, 

Continued ~-rc.1ctio11s 

(ni=O, 1, ... ), ( i ~- 0, 1 , . . . , 11,) , 

.., 9 . .., ...., ..) 

( 5 7) 

.i.Vote. For~ simplicity in presentation it \\"as assumed in tl1e abov·e proof 
that the roots of equation ( 5 5) are distinct, but tl1is restriction is not essential. 

This is perhaps an appropriate point at which to introduce 

Theorem 5.5. If the .£-algoritJim relationsJi·ips (54) are applied to the i11.itial vali-tes 

c-(1-n) = 0 
C--1 ' (m=O, 1, ... ) 

to produce quantities ei1n>, to the initial values 

c-0(ni)' =A+ BS 
c:, · rn , (A, BEN) (m=O, 1, ... ), 

to proditce quantities elm)', and to the initial valites 

,(m}'' 
co =A+ 5 1,iB (A, BEN) (ni=O, 1, ... ) 

to produce qitantities eim)'', tlien 

e~~)' = A + B t:~";), (·,n, s == O, 1 , ... ) , 

(·m, s O, 1 , ... ) . 

It will have been noted that the 17- and c:-algorithm relations are free from 
multiplication, and further that the same relations and same initial conditions 
are obtained for both the pre- and post-contint1ed fraction systems. \Ve have 
the important 

Theorem 5.6. In the notation of Sectio1i 4 

pre [pim) (z)-1 o~m) (z)] = post [ o~ni) (z) pt'n) (z)-1] 

pre [Pim) (z)-1 rim) (z)] post [r~m) (z) p~m) (z)-1] 

( m, r -· -· O, 1 , ... ) , 

( m, r = O, 1, ... ) . 

We note in passing the following two invariants associated with the n- and £­

algorithms. 

Theorem 5.7. If condition (45) is assumed and the 17-algorithm relations {49) 
and ( 5 O) are applied to the initial conditions ( 51), then the sum 

is invariant with respect to m. 

For the e-algorithm there are two BAUER [10] invariants. 

Theorem 5.8. If the £-algorithm relations (54) are applied to the initial con­
ditions ( 5 6), and in equation ( 5 7) A = O, then the two sums 

and 
Sim) e&m) - er) e~m) + e~m) 8~m) - e~m) eim) + · · · + £~~)-1 c~:)-2 

are invariant with respect to m. 
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rfht~ [1lgoritl1r11s of tl1is section l1a v·e been derived by considerin_g the series 
(4·1) and ft11·tht~r se1·ies eqt1i\ralent to it. \Ve 1·emark that there IS a further 
equi\'alt:nt sy·ste111 of conti11ued fraction decompositions. Indeed we have ([9], P· 14) 

Theorem 5. 9. 1'h.t• t't)1·z,t,2'.11·1tt~d jrLi.ctio,1,1s 

I-

I----

e (11i) 
1 

••• 

I-

p~n) (z)-l qi»t) p{11i+1) (.z)-1 eint) p~"i+1) (.z) .... 
-- ~.....--- -·· ----

j + Pim) (·;)~-1 qtiri) I+ P111i+ 1} (z)-1 eltn) Pbni+ 1} (z) _ 

p~ni) (z)-1 qiml p}tn) 1 (z)_~ pi11t-r-1) (z)-1 8~m) p~~t 1) (z) 

. . . -I +P!'n} (;)=-i itm)-pt'~)1 (z) - I+ p~m+1) (z)-1 e~m) p~~ti) (z) -

C 
~-l _(m) 

1,i ~ •'"1 
,.,...( 1n) 
,, f.; s 

'·~· - ·- ----~-"--------· ·-··- '' . . . -···· -- -"· .. - ·-----·-·· . ., .. 

I- I+ ni'''l - I +ni'n)_ 
(1n) (1,n)- 1 (m) (m)-1 

C11i z-1 'Y/1 'Y/o 'Y/s 'YJs-1 
... • ••-•--•- •--• -~----- •-•-• •--•,-••-•• •-•---~•--•• •------ •- . .. . --,-~•O•---~-~-.•--~-··--~---.~- .... 

I I+ rJini} ,7i1n}-1 - I+ r1lm) 171~};1-

• • • 

Cm Z .. 1 (s~m)_e~11i+1)) elni) (s~1:t2-si7+1)) (s~7~1-ei":2:J)) 
- ---·-- " .. ------- -- ----:-----:---:------ -•~-~ .... • • • __ .,_ -- ··-·--- ... -- --- --- . -- --·--~ "··---·----~~---,#--•~---~- _,, ________ ,._ -- • • • 

I+(ei"z)_e~1n+1}) sim)_ J+(s~1:~2-sf;t1}) (s~7t1 e~":ifl)-I-

(e~1;J:)-si7t2) (8i~:tf)- 8~~~1) 
• • • •~"'--•-~•••-•==•a"•-.-•--~--•••----•-••,<""~-----~- ~•-• --~•--.-..-•----- • ... • I+ (c:(m+1) _ 0 (111) ) (e(11i+1) _ 8 (11i), ) _ 

2r+2 2r+2 2r+1 21'-rl 

are eq1.1,ivalent in t}ie sense that they have the same convergents. 

In the preceding development, the relations of the q - d algorithm were 
assumed valid, and from these the g-, n-,. 'Yj- and c:-algorithms were developed. 
In fact, however, it would have been possible, using the continued fraction 
decompositions of Theorem 5-9, to have proved any one of these algorithms 
from the beginning in a manner similar to that in which the q - d algorithm 
\Vas established. \Ve illustrate this by outlining ([9], p. 4) the proof of 

The First g-Algorithm. Suppose that given c(m) (ES) and a function fm (z) 
(EN) vve have derived a continued fraction expansion of the form 

C ( c(m) _g(m)) g(m) (J-g(m}) g(m) (c(m) -g
3
(m)) g

2
(m) t (z) r ., 111, _ 1 o 2 1 ________ ..• 

»i z- I- z- I- (58) 

(vvhere g&m) =1) and we wish to obtain a similar expansion for the function 

f m+l (z) = (z- c(m)) f m (z) - Cm • 
. 

The even part of (58) is 

_____ c?!!_. __ ·,~- - (I-g~m)) gim) t(m~-)-=¥im}) __ g~-~·~·--
z- (c(m) _g~m)) g~ni) _ z- (I-gim}) g{m)_ (c(m) _g~m)) gtm) _ 

(I-g1m)) g¾ni) (c<m) -g~m)) g~m) 
_,,_,* _ _,, •-•n•------•» -~- --------o•--••-•----~~-•--<>•~-•-,- - •, ~•~-•~•~W • • • 

z- (J-gim)) gim) _ (c(m) _gim)) gim) ' 
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• • • • 

'"l'his is the even part of 

Cm 
g~>ri) gtn) (I-gt1n)) (c(1;i) -gi11i}) a ( 1ri) g ( 111,) 

M3 2 
·------ ---- .. -..-.,- ,.•- --•---~=· ., --···- .. -------···""·-·-. ····-·~·--·- - . " . ~ " - . 

z-c(m)+ I+- z-c(1n) + z - c<m> -t- , 

the odd part of vvhich is 
(z­

z _ c(1n} + gim) g~1n) + (I-gttn)) (c(1n) -Ri1ti)) _ 
c,,n (z -

gi»i) g~m) ( l-g~m}) (c(m) -g~ml) gi1n) gi'n) ( l -gam>) (c(11z} -gini)) 
-----·------···---•-·•• .. •··-·--····--·--------·----- --·--···· --·--··-·-··--·------------·- ·------·- ·--- ··-- ------- .. ·····--~--- . ---- •• 41 

z-c(m)+gi1n) g~m)+(I-gim)) (c(m)_gi1n))- z--c(1n)+g~m) gim)+(J g~1111) (c(11i)_gim>)-

This we may rearrange as 

(z-c(1n))-1 gi1n) c(m) gi1,i) (I-g~1;,i)) g~ni) (c(,n)_gim)) 
Cm ( z - C(m)) - I + -------·. ······ .... ··- ---·---·--- ·- ... . --···-··--··· -·------·-·- ·----·-·- ---··-·-- ... ·---- ·­

z -g~11i) (c(1n) _gl11i}) _ z-gim) (c(m) _gi1n)) -gi1n) (I-g~m))-

gi'n) (l-glm)) gi111,) (c(1n) -gini)) 
·~ _, ... --···- -"--- ----------,---·---»•--·-~ - ·-- -- ----··•-·•"- ·-~--~---·- • • • 

z-gi1n) (c(m) _gim))-g~tn) (I-gltn)) ' 

which is the even part of 

g~1n) (I g~m)) gi11i) (c(,n) -gim)) 
- •---~~ - •e ' -, ----· ·---··-- --·····-- --·------·· ...... - - -- --- -

z- I- z- I-

We are thus led to 

Theorem 5.10. If 

I (z) r , _ Cm 
1n Z-

( c(,n) -glm)) g~111,) 
~---,----

1-

(I-g~m}) glm) (c(m} _gi1n)) g~1n) 
-- --------- --·-·----------"- ·-··-·---------· ..... _, _____ . . .. 

z- I ' 
c (c(m+1) _gim+1)) g~m+l) (I-gtm+1}) gim+t) 

f m+I (z) ,- J -~j-i -- -· 
~ I z-

and 

then 

where 

g~";) (c(m) - g~~?_1) = (c<m+1) - g~~~½)) g~;~~), 

g~~~l (I gr;)) (I - g~n;+1)) g~~~i), 

• • • 

(59) 

The first g-algorithm may be repeated for increasing values of m. When 
c(m)=O (m=O, 1, .. . ) the transformation (59) corresponds to the relations between 
the series F;.n (z) of the q - d algorithm, and it is easily verified that in this case 

g(m) g(m) = _ q(m) 
2r-1 2r-2 r , 

(I - g~";)) g~":~1 = e~m). 
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6. Gauss- and Euler-Type Continued Fraction Expansions 
\\··t~ sl1<1II 110,,, depart from the consideratio11 of continued fractions sp~cifi­

(~clll\· associated \vith power series and tur~n to further classes of expansions. 
~ 

Gauss Type Continued Fractions ([ 4], ch. XVIII). Sl1ppose that we l1~ve 
~l sc'.(}t1ence C)f functions pre [ .. 4.1-i, B.1i, C,i, D1i, ... , O,i, ~i] (n- 0, 1, ... ) which 
Siltisf\~ tl1e set of e(1uations 

• 

pre [ .. 4 rl = Ant· 1 bn + B,i c1i' 

A 11 \ 1 = B 1i d 1i + C ,i e 1i, 

B 11 = C ,1 f ,i + D ,i g ,i , 

.. . ,. . . .. . 

0 ,i = P,i 1.V 1i + A n ·t- 1 X 11 , 

P,i = A 1t +- 1 Y 1t + A 1L -+- 2 Z 1i] 

These ma v be \vri tten as ~· 

pre [ .. 4;i1 .t4,t = b,i + (B;;,1 A,1-t-1)•-1 c,i, 

B;l A,i-rl dn + (C;l B1t)-le,i, 

c;1 B1i f1t + (D-;;1 c,z)-lgn, 

pn-1 0n =='lR)n + (A;.;1.F!i)-l Xn, 

A;~1J=:i = Y·n + (A;;t2An+1)-l Z1i] 

(60) 

(n=0,1, ... ). 

Bearing in mind our first definition of a continued fraction we have 

Theorem 6.1. If the sequence of functio1is pre [A,i, Bn, C1i, D 1i, ••• , On, Pn] 
(11, = 0, 1, ... ) satisfy relations ( 60), then 

-

pre "'411 Ao= bo + --~o_ eo 
do+ fo+ 

Euler Type Continued Fractions ([5], vol. II, p. 274). These continued 
fractions, which constitute a subset of those considered above, are associated 
\vith linear homogeneous differential equations of the second order. As a pre­
liminary ,ve shall assume that there exists a point t0 of the complex plane and 
a real positive non zero number o such that to every point t' for which I t0 - t'I < o 
there corresponds a member t of S given by 

t=t' I. 

Suppose that a function pre [y] (EN) of t satisfies the equation 

pre [y == y' Q0 + y''-Pi] (61) 

where dashes denote differentiation with respect to t. Then as is easily verified 

(v = 1, 2, ... ) , 
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pre [ Q1, · ( Qi, -1 + ~.') (/ - Q~-1) 1, 

J~ r 1 = ~ (J - Q;_l) ··lJ ( 1' = '1 , 2, ... ) . 

\\7 e c:1.1~e led to 

')(1 .... 
_,/I 

Theorem 6.2. If tlze f,z1,,1ic:tio1i pre [y] c)f t sc:,,t·z:sf·ies eq1-tatio1i (61) ci1zd the se­
q1-te1,ices Q1), I~,-ti (1'= 1, 2, ... ) are constritcted by triea1is cJj eq•1,tatio11,s (62), tlien 

pre y'-1 y = 

7. Interpolatory Continued Fractions 
Inverse Differences. Suppose tl1at \Ve hav·e a sequence of pairs x,, fr (both 

EN) (r = 0, 1, ... ) , then construct tl1e table of inverse differences v, ( x) by means 
of the relations ([11], p. 396) 

V r +- 1 ( X) = ( X -- ~tr) { 'iJ r ( X) - V r ( X r) } --l] ( X = .t: r t· 1 , X r . !- 2 , . . . ) ( r = (), 1 , . . . ) . ( 64-) 

Tl1en fron1 (6-4-) \Ve ha,,.e 

pre [v,(x) =11,,(x,) + vr-!-I (x)---1 (x - xr)J (.:¥- = x, 1_1 , Xr·t- 2 , ... ; r = 0, 1, ... ) . 

Thus, beari11g i11 n1ind the first definition (5) of a continued fraction, we have 

Theorem 7 .1. / / tlie table of i1i1..1erse di:ff ere1ices vr (x) ( x = x 1+ 1 , Xr-f- 2 , .•. ; 

r--0,1, ... ) is constritcted in accorda1-ice witli relations (63) and (64), tJien 

Clearly 

• 

Reciprocal Differences. Define ne\v quantities er (x) by the relation 

pre [e_ 1 (x) =0 

Qk (x) = vk (x) + vk-2 (xk-2) + vk-4 (xk-4) + · · ·] · 
We have 

Theorem 7.2. If a table of reciprocal differences pre [ek (x)] (x= xk, xk+ 1 , ... ; 

k = 0, 1 , ... ) is constritcted according to the relations 

k = o, 1, ... 

Qk+I (x) = (!k-1 (xk-1) + (x - Xk) {Qk (x) - f2k (xk)}-l (65) 

(x xk--i-i, xk+ 2 , ... ; k = 0, 1, ... ) , 
then [12] 

f(x) =pre 

X-Xr . . . -~-•···-•·· ~--···· --·--·- - ---~~- ---·~---··--• 
!lr+1 (x) - er-1 (Xr-1) . 
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\vTe 110\\r J-)roceed to the 1-est1·iction x, Xo' X1' ... E 5 and f1·0111 Theorem 1.1 
\\'e l1avTe in1n1ediatel}' 

Theorem 7 .3. J f x, ~t"o, .-t1 , ... E :::,· 1·11,iierse differenl~es are L-:omputed according 
t(J (64) c1:rtd rec~,iprc)c'al difft~re1ices lll~cordi11,g to (()5), tlien 

pre / o + ... X.. __ Xo_ .. - ~t~ --~! __ ... ----·- ;~--- !r_ -··-·· ..... (66) 

= post fo+ --=~----:~~-- ~! X1 ··- •.. ·-·- __ x_ .-1:r - ••• 
VI ( --¥1) + V2 ( X2) + 1'r--l- 1 ( x,-+ 1) + 

t / X Xo X Xi X Xr = pos O + ---;-.. ·-·--·---- ----·------------------ ---- · · · --·-----------· ---------- --·:··------- .... ------ · · · 
e1 {:t:1) + e2 (x2)-/o+ er+t (xr+i)- er-1 (xr-1) + (67) 

i11, the sense that the r th (r = 0, 1, ... ) cotivergents of all these contini-ted fractions 
are eqital. 

Qt1ite clearly A 1 (x), B,.(x), the successive numerators and denominators of 
the continued fractions (66) to (67), are polynomials in x, and a simple inductive 
proof based on the recursions of Theorem 2.1 suffices for 

Theorem 7.4. If Ar(x), B,.(x) are tlie successive numerators and denominators 
of the expansions (66) to (67), then 

n n+I 

.42n (x) = L a2n s X5
, 

~ 

s=O 
A2ti+1(x) -- 1:a2n+1.,s x 5

, 

S=O 

n 

B2n+1(x) ==_L b21i+1,sX
5 

s=O 

\Ve remark that the convergent {B2n(x)}-1 A 2,t(x) is the quotient of two n th 

degree polynomials and that 

f(x) =pre fo+ 

is an identity. We wish to inquire into that property of v2 ,i (x) which must 
obtain if f (x) is to be the quotient of two n th degree polynomials. We write 
{B2 n(x)}-1 A 2n(x) as 

{v2n (x) B2n-1 (x) + (x - X2n-1) B2n-2 (x)}-l {v2n (x) A2n-1 (x) + 
-r- (x - X2n-1) A2,t-2(x)} · 

Examining the term in xn in the numerator, we arrive at 

Theorem 7.5. If f (x) = 
n n 
"'"' bs Xs -1 " L..J LJ as XS 

S=O S=O 

' 

and inverse di/ f erences are com-

pitted by means of the relations 
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a1id if reciprocal di:/ f ere11,ces are coniputed by 1nea1is of tlie relat,ions 

e-i(xr)==O, 

(! k f· 1 ( ~'t") = {! k - 1 ( X k - I) + ( X - X k) { (! k ( X) · [) !~ ( X J,)} - l 

(x=xk+i, xk-1- 2, ... ; k=O, 1, ... ), 
the1i 

'lJ21i (x) = k, inclepende1it of x, 

e2 ,i(x)=k', independe1it of x. 

Rational Function Extrapolation : The p-Algorithm [ 13]. Let us no\v change 
slightly the sequences used in the co11struction of the reciprocal differences, 
still \Vith X, Xo, X1, ... ES, compute quantities e;(xm, X,n+1, ... , Xm+r) (r, m= 
0, 1 , ... ) according to 

(!;+1 (x,n) = e:+1(Xm, Xm1--1, · · ·, Xnt+r-t-1) 

==e;-1 ( Xm+ 1, Xm+2, · · · ~ Xm+1') + ( X11i+ l·r- ,- X,n) {e: (Xm-1-1, Xm·r-2, · · ·, Xm+ ,.+1) -

- (! ~ ( Xm , Xm + 1 , · · · , Xm + r)} -l · 

Then we have 

(68) 

Now let x1n==ml (1ti=O, 1, ... ), x=hl where h is a positive integer, and let h 
tend to infinity in (68), which becomes 

The even-order convergents of this continued fractior1 are of course 
(n=O, 1, ... ). We are thus led to 

Theorem 7 .6. Suppose that we are given a sequence of valites of the function 

I (x) = 

for x= (m + m) I, (m= O, 1, ... ) , where m is a11,, integer, then we may determine 
the value of j (x) whe11, x tends to ool by constructing the table of reciprocal differences 
eim) according to 

e ~{ = o , e&m) = Im+ m ( m == o, 1 , ... ) , 

ei't1 = ei~tl) + (s -+- 1) I {eitn+l) - elm)}-l (m, s = 0, 1, ... ) ' 
for 

e<m>=b-1 a 
2n n n n n , ' 

(m = O, 1, ... ) . 

8. Confluent Forms 
We now introduce the assumption that to every complex number t' there 

corresponds one member t of S given by 

t= t' I. 
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S11J)pose tl1at \\'e clre given a11 i11finitely diffe1·entiable function <p (t) (EN) 
of tl1e sc<:1la1· '''"triable t t1.r1d that \Ve \:\7isl1 to obtain a co11tinued fraction, 

(69) 

for its La1)lace transform. vVe may, of course, do this with the apparatus al-
oo 

ready a\,ailable. vVe obtain the formal expansion ~ <p(s) (a) z-s- 1
, apply the 

s=O 

q-d algorithm to this series, and obtain 
pa11sion by means of the formulae 

the required continued fraction ex-

Qr (a)== qio) + e~<!!_1, (r = 1, 2, ... ) . 

\\re car1, follo\ving RuTISHAUSER [14], proceed in another way. We apply 
00 

tl1e q-d algoritl1n1 to the series h )~ cp(a+mh)e-z,nh (hE S) to obtain the con-
tinued fractio11 1ti=o 

pre (70) 
• 

and then let Ji tend to zero. 111 order to see what happens to the quantities 
q~1

nJ', er1
n)', let us introduce the continuous variable t defined by 

t=a+mh, 

and the auxilary functions Er (t), Qr (t) defined by 

pre [ E,, (t) = e}1n)' Ji-2, Qr (t) = (q~m)' - I) h-1J . 

.,.l\s Ji tends to zero, the continued fraction (70) becomes that of (69), and 
tl1e q- d algorithm relations for the q}m)', e}m)' lead to 

d 
pre -dt- Qr (t) = Er (t) - E,,_ 1 (t) 

d 
dt E,(t) =Qr+1(t)Er(t)-E,,(t) Q,(t). 

We may thus transform Theorem 4.5 and obtain finally 

Theorem 8.1 If <p(t) (EN) satisfies the differential equation 
n, 

L b s <ps ( t) = 0 b s E 5, ( s = 0, 1 , ... , n) , 
S=O 

and if the f14,1ictions E, (t), Q, (t) are constructed by means of the relations 

d 
pre E,, (t) =Er- 1 (t) + ·ctt· Qr (t) , 

Qr+1(t) = 

from the initial conditions 

d 
dt E, (t) - E, (t) Qr (t) Er (t)-1 

then 
pre [ E O (t) = 0, Q1 (t) = cp' (t) { <p (t) }-1 J , 

pre [En (t) =0]. 

(71) 

(72) 

(73) 
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F 'l,trther, t}ze su11i 
n-1 

p1·e ~ E.~· (t) 
S=l 

is i1idepende1-it of t. 
\Ve can follow the development outlined in [ 15] ancl ol)tain conflue11t £01·111s 

of further algorithms. 

Making the st1bstitutions 

pre [g~~) - I = 2gr (t) h2 , 

we obtain 

a<ni) + J = g (t) 11, i:,2s-1 l r r., 

Theorem 8.2. If cp (t) satisfies (71) and ·if f'1,1,nctio11,s 1gr (t), 2Er (t) are obtained 
by 111,eans of the relations 

from tlie initial conditions 

tlien 
pre [2g,i (t) = OJ . 

Further1nore, in ter'J'ns of the fu1ictions Er(t), Q,(t) derived from (72) and (73) 

pre [2g,. (t) = Er (t), C (t) - 1 gr (t) =Qr (t)]. (74) 
Substituting 

cm> c~ . I pre[I- g2s=2n,(t)h2 , z - g2s--l + =1~1,(t)h], 
we obtain 

Theorem 8.3. If cp(t) satisfies (71), and if the fitnctions 1g1 (t), 2g1 (t) are co1i­

structed by means of the relations 

d 
pre d-t 29r (t) = 2~J,. (t) 1~1, (t) - 1gr-+-1 (t) 2~Jr (t) , 

(z + I) {2gr+1 (t) - 2gr (t)} = 
from the initial condition 

pre [2g 0 (t) =0, 1g 1 (t) = cp' (t) { <p (t)}-1 J, 
then 

pre [29ii (t) =0] • 

The relatio·1'i corresponding to (74) is 

pre [1gr (t) = Qr (t), (I+ z) 2gr (t) =Er (t)]. 

From the substitution 

17~~~1 = 1rJr (t) , 
\Ve obtain 
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Theorem 8.4. If i1(t) satisfies (71), t:i1id if tlze f1,t1ict1~01is 1rJ,.(t), 2?Jr(t) are con­
str1.tcted b1y1 11iea12.s of tfz,t~ rt:latio1is 

1·YJ,{f)-l - 1'tlr·! l (!)~l = 

fro11i t}ie initial c~ottdz~t-ic>·1is 

2'Y/o (t) = rp (t) ' 
tJien 

2,711 ( t) -- 0 ' 

n-1 

L 1n.~ (t) 
s=l 

1is i1zdt:pende1it of t. 

f'"'rom the substitution 

c,(1n) = (t) 
<0 2s 82s , 

\Ve obtain 

Theorem 8.5. If funct·io-ns er (t) are obtained by means of the relations 

fro111, the init1~al conditio11,,<; 

e0 (t) =I (t) (EN), 

n 

L as /(s) (t) = b 
S=O 

E21i (t) = a;1 b. 

FurtJier, if in (78) b = 0, then the function 

co (t) 81 (t) - c2 (t) E1 (t) + 82 (t) 83 (t) - 8 4 (t) e 3 (t) + · · · + e2 n- 2 (t) e 2n-l (t) 
and 

81 (t) e0 (t) - 8 1 (t) 82 (t) + e3 (t) e2 (t) - e3 (t) e4 (t) + · · · + s2 n-l (t) e2 n_ 2 (t) 

are independent of t. 

Theorem 8. 6. If Er (t) are derived from 

s_ 1 (t)=O, e0 (t)=g(t) (EN), 

s; (t) from e!.1 (t) == 0, c:f (t) == A + B g (t) , 

(75) 

(76) 

tlten 
e; (t) from e~ 1 (t) = 0, e~ (t) A + g (t) B (A,BEN), 

el,. (t) ==A+ B e2 r (t), 

e~r (t) A+ c:2 ,, (t) B, 

s:,,+ 1 (t) = e2 r+ 1 (t) B-1 , 

8~r+1(t)=B-1 e2 r+ 1(t). 
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Tl1e rel<:1tior1s between t11e conflt1ent forms of tl1e t7- and s-algorith1ns is given by 

Theorem 8. 7. If f-z,tnctions 'Y/r (t) are derived by ,,,,iea1is of relatio1zs (75) a1'id 

(76) froni th,e ,z:n1:t·ial c:onditions 

(EN) 

and tlie fit1ictions Br (t) by nieans of relations (77) fro·1n tJie initial cond·z~tions 

s __ 1 (t) = 0, (EN), 

= 2'Y/r (t), 

Finally, introdt1cing the substitutions 

n2(1nr) = (!) 
i:;:- (!2 r , 

we have 

Theorem 8.8. If f·unctio1is (!, (t) are constr,z,t,cted by means of the relations 

d -I 
e,~- 1 (t) - f2r-t (t) = (r + 1) -dt er (t) 

f rorri tlie initial conditions 

e-1 (t) = o, eo (t) =I (t) (EN), (77) 
t}ien ([16], p. 4-53) 

x-a x-a x-a I ( x) = / (a) + ----· -~ ---··--·--· .. -·--··--•---····-- __ . . . __ __ _ __ 
'21 (a)+ f22 (a)-! (a)+ er+1 (x) e,-1 (a) • 

Further, if in (77) 

n n ·l 
~ a_., ts I (t) L b.c; ts (as,bsEN, s 0,1, ... ,n), 

S=O S=O 

then 

(!21i (t) b-1 n a,i; 
and if 

n n -1 
Lasts I (t) /i bs ts (as,bsEN, s 0,1, ... ,tt), 

S=O S=O 

then 

e2n (t) b-1 an n . 

There is a further theorem relating to the confluent form of the e-algorithm 
analogous to Theorem 8.6. 

9. Conclusion 
' 

The adaptive formulation announced in the introductory paragraphs has now 
been completed. There are nevertheless two points whicl1 deserve further com­
ment. 

The first of these concerns the fact that the variable z in the expansions 
derived from power series is restricted to be scalar. This is brought about mainly 
by two considerations. First, the proof of the q- d algorithm which we have 
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givTe11 stands 011ly if z is scalar (other\vise the odd part of the continued fraction 

q
(11i) e(1ti) q(ni) e(1n) 

C;1i 1 1 r r 
-·---· - ·-· ,., . -- -· . - ... . . .. .. . , - -- ------ --.. -- .. --·· . . . 
z- I- z- I- z-

does 11ot exist). Furtl1er diffict1lties arise with 1·egard to the functions o~n) (z) 
a11d p~ri) (z). NO\\' both of these, in satisfying tl1ree-tern1 recur·sions of a certain 
fo1·m, are poly11omials i11 z. Admittedly the tern1 which, if z were scalar would 
correspond to kt:~ zs, is con1pounded of a nun1ber of products in whicl1 the 
p(1sitio11 of z v"a1·ies, b11t nevertheless witl1in this wider definition o~;i) (z) and 
p~1n) (z) are poly11omials. But from the definition ( 1 5) o~ti) (z) cannot possil)ly be 
ft pol>rnomial, and the formalism therefore breaks down completely'. 

The seco11d point concer11s the difficulties to be expected in constructing 
a converge11ce theory for tl1e continued frc:1ctions of this paper. Let us examine 
one example in particula1·: The continued fraction 

pre~ B-+- __ 1 ____ A_ ___ .... A_··· (78) 
B+ B+ B+ 

has as funda1nentc:1l 1·ecursions 

pre [ A 1i= B A 1i- i + A A 1i_ 2 , 

B.,L --- B B1i-l + A B,i- 2] . 
Since, wl1en A, BE 5, the roots of the equation 

x2 - Bx - A === 0 (79) 

may be determined and the initial values A_ 1 , A O, B _ 1, B O are known, closed 
expressions may be derived for An and En (and hence for Cn), and tl1us a con1plete 
description of the convergence behavior of (78) may be given. 

When A and B are general elements of N, however, eqt1ation (79) may not 
have a finite number of solutions (co11sider, for example, the case i11 vvl1ich A 
and B are 2 x 2 matrices), and thus the conventional treatment ca11 not im-
1nediately be adapted. 

Such a theory, as has bee11 said, undoubtedly exists, and its dt~rivatio11 must 
be regarded as the next and most important project in this field o·f research. 

Appendix I. The Theory of Determinants 

Since the theory of determinants was well established before tl1e theory of 
continued fractions, it was quite natural that the former should be used as a 
tactical weapon in the developrnent of the latter, and it is indeed by inspection 
of various determinantal formulae that certain results become verv obvious. _, 

This has not been the case with continued fractions of the type considered in 
tl1is paper, and it is important to discuss the reasons for this. 

The determinantal expression 

.. . . . . . 
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ir1 which the ai, i (i, j === 1, 2, ... , n) EN may be considered from t\\·o f)<)ir1ts 
of view. 

First Definition. First, simply as a determinant for \\rl1icl1 \\'e ml1st ~lcl­
ditionally specify the order ir1 ,vhich the elements are multiplied togt~tl'lt·r. Tl1is 
presents no difficulty. We can impose arbitrarily the condition that tl1t~ elen1e11ts 
are to be ml1ltiplied according to the direct order (pre-system) or in,rerse order 
(post-system) of their ro,v suffix, and tl1is leads to 

I 

pre' 
a . ., ') ... ... , -

(80) 
• .. • 11 • • 

where a, {3, ... , v are all possible permutations of the integers 1, 2, ... , n and 
the signs attached to the products depend upon the class of the pern1ut~1tions. 
(Tl1e dash is used to distinguish these determinants from others \\'hich \\1ill be 
defined later.) A number of the properties of such determinants follow immediate­
ly. Determinants having two identical rows are not necessarily equal to O, but 
those having two identical columns are; we may thus add scalar multiples of 
various columns to each other without changing the \'"alue of the determinant. 
We must remembe1~, when discussing the expansion of a determinant, that each 
term has a pre-cofactor and a post-cofactor. vVith this qualification in mind, 
analogues of the Cauchy and Laplace expansions may be established. 

Such determinants do find some application in the theory of tl1e continued 
fractions of this paper. For example, by use of the fundan1ental recursion 
formulae, we have 

0 

post An= pre' • 

• 

• 

• 

and 

further, 

pre An =pre' 
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-I 

• 

• 

• 

• 

post B,i 

bn an 

0 

• • 

• • 

• • 

• • 

0 

-I 

• 

• 

• 

• 

8 
-·-· 
8b0 

0 

• 

• 

• 

• 

0 

0 

-I 

• 

• 

• 

• 

• 

• • 

• • 

• • 

• • 

an-2 bn-2 -I o 

0 a,i-1 b,-i-1 -I 

0 0 a,,,, b,, 
\ 

post A,i; 

0 • • • 

• • • 

• • • 

• • • • 

• 

• 

• 0 
21 



Theorem I. 1. ./ I . ; ;, r,' t,·r.;. t,, ,t lit' ,·, >11! i1ittt'tl jr,,,·ti(>1l 
• 

• 'l tl 
t I .; 
<'ff, ! ' 

• 
j)t l'.'t. l ;i ::~. I')ft · .. 1 i; • 

,· 
• 

I,1.,11. 1 
' &-- ' J ·+·· . "','!',I. 

1 
' • 

. . 

; J -i--
' ;,i, ... l ' 

(l~ ... l 
',_ ···" ---- -

lJ,,i ·- 2 -+-
PI .. r ,. 4· -1 J == t~ l.."'"11-i • n-1 , 

tl.n --1 
····· ....... . 

~) ·+· t•n·--·1, bn ·· 2 ·t· 
r 

l"') ··t I zJ ·+· t''- ::,i I l, 11 ' 

' 

an 
. ... . ... 

l, I'/, ·-· I. -t-
• • • 

'['lit" lii.ffi<.:11lt}' i11 t11t• furtl1t•r flPI)li(:ftti()n c)f such dett~rn1i11ants lies si1nply· 
i11 tl1f• f'il(~t tl1;;1t tl1ert._• is nc) sucll thing els pi\1 ota.l condensation. One of the more 
f>t::'r11it:l()Us co11st\quenct~s <lf tl1is is th~1t tl1ere is 110 a11alogue of the theore1n on 

(~(>1111 ►t:lt111cl <iett:1rn1ir1,111 ts ( sc~t' e.g. [ ,1_!, p. 4~)) \Vhic.~11 l1as st1ch fruitft1l application 
i11 t l'1is d<.lt11;1ir1 {)f i11qt1ir.Y1 • 

(~ tlr1sitit:r f'or t•X~tfilfllt.1 tl1e t'XJ)rt~ssion 

! 

J)f(•' l:t1 /) "J. l>~} l)t·e' I; 1 lJ2 b, -·-

(' l (' 2 • di d.) d4 (3 ' , .. ' { \ ' 
l 

--111·e' l11 b,) b" pre' bi b,, b3 .. -
., ,, 

l~4 , dl d2 ds i 1 {. •> 
' 

... I 

! a 1 a2 tl3 <:) (_) a4 

h1 b2 b3 <:> c:) b4 

('1 (',) ' . () (') ,. 
(. :1 

f)rt:~' 4 .. 
(81) • 

() <:) ,:i3 al tl,> tl4 .. 
() () ll:3 b1 b'.!. b 4 

0 0 d3 dl d2 d4 
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Now if a5 , bs, ... ES, then (81) may be transformed into 

pre' 

or 

pre' 

a1 a2 0 0 0 0 

bl b2 0 0 0 0 

C1 c2 c3 c1 c2 c4 

0 O a 3 a 1 a2 a4 

0 0 b3 bl b2 b4 

o o d3 d1 d2 d4 

pre' 

a1 a2 aa a4 

bl b2 b3 b4 
• 
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(82) 

that is, from the cross product of determinants of the third order, one of fourth 
order has been built up, and this result is, of course, easily generalised. But 
if the as, bs, ... EN and are not scalar, then the step from (81) to (82) is not 
possible, and the matter ends there. 

Now in the conventional theory of continued fractions it is, for exan1ple, 
possible to express the coefficients of a continued fraction as dete1·1ninantal 
quotients involving the coefficients in an associated povver series. As the suffix 
of the continued fraction coefficient increases by steps of unity the order of the 
determinants in these quotients does likewise. Certain non-linear recursion 
systems exist which relate the coefficients in a power series and those in asso­
ciated continued fractions; they may be proved by appeal to the theory of 
compound determinants. But \Ve see that in the present treatment this is not 
possible with expressions of the form (80). 

• Second Definition. We might also consider the determinantal 
which arise in the solution of linear equations, for example 

expressions 

(83) . . . . . . . . . . . "' . 

If ai, i, hi, x1 EN, in general there is no difficulty in principle in detern1ining 
a solution for x1 of the form 

xi= pre'' (l ai, 1, ai, 2, ... , a.;,, f-1, ai, i, ai, f+1' ... , a1, nl 
X pre'' j(ai,-1,ai,2,···,ai~f-11hi,ai,i+1,···,a1,nl) 

i = 1, 2, ... , n -i X 
• 

i = 1, 2, ... , n . 

(By reason of the regularity of the determinants in question, it has been possible 
to introduce a condensed notation which uses the elements of the i th row only .. ) 

21* 
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Ho\\rever, usi11g tl1e rth equation, we may eliminate the variable Xs from 
the set (8~3). rl'his leads to the 1-ecursive definition 

with 

pre'' (I tii, 1, tli, 2' ... , ai, s -1, ai, s' ai, S·i-1 1 ••• , a,i, 1zl i = 1, 2, ... 'n 

= pre'' I ( ai, t - a1:, s a;,; ar, 1)' (ai, 2 - ai, s a;:; ar, 2)' ... 

• · ·, (ai, s-1 - ai, Sa;:: ar, S-·1), (ai, .,;+1 - ai, Sa;,; aY, s-t 1) 1 ••• 

. . . , ( ai, ,i - ai, s a;,; ar, 1i) I) i == 1, 2, ... , r - 1 , r -t- 1, ... , n 

for the determinants of the second definition; pivotal condensation does exist 
(indeed it is the essence of the definition). \Ve may proceed to build up a general 
theory of suc.h determinants in analogy with the conventional theory, but this 
time there is no immediately tangible expansion of the form (80). They a1-e, 
therefore, unsuited to our purpose. \\ire vvere forced at each step to develop the 
theory of the continued fractions of this paper using recursion systems alone, 
and if at any point this had been impossible, the theory would immediately 
have collapsed. 

Appendix II. Applications 

That part of this paper whicl1 has so far found application concerns the 
epsilon algorithm. It will be recalled that the fundamental result of this algorithm 
may be stated as follows: If we have a sequence S,n EN (m=O, 1, .. . ) which 
obeys a recursion of the form 

n 

L bi A (m = 0, 1, ... ) 
i=O 

biES (i=0,1, ... ,n), 

and if we put 
C'(m) = 0 
c._ 1 ' C'o(m) = S 

c, ni (m==0,1, ... ) 

and determine further quantities eim) by applying the relation 

then 
8 (m} = c(m+l) + (s(m+l) _ c(m) )-l 

s c,s-2 s-1 C>s-1 , 

C'(m) =A c2n (m==O, 1, ... ) . 

AEN, 

(84) 

Let us discuss a problem to which this result may be applied. Suppose 
tl1at we are to solve the set of 11,' linear equations in n' unknown quantities xs 
(s = 1, 2, ... , n') expressible in conventional matrix-vector notation as 

Bx=h. 

One method of treating this is as follows. vVrite 

B=L+U 

wher~ L is a lower triangular matrix of order n' and U is an upper triangular 
matrix of the same order in which the principal diagonal contains zero elements 
only. From an initial estimate x<o) of the solution vector a;, obtain further 
iterated estimates ;r(m+l) (m=O, 1, ... ) by means of the scheme 

(m=O, 1, ... ) . 
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(1"}1is is easily done, the determination of each con1po11c·nt of ;r(,ii-r- 1> 1·eqt1iri11g 
one division and n' - -1 additions or subtractions.) .:i\.s is E'asily \·eri fied, ;,r,(11i) is 

~ 

given b)' 
~(1n) == {L-1 U}11i k + {L + U}-1/,_ 

where the v·ector k depends upon A and ;:c<0 ). rl'his is the c;auss-Seidel iteratio11 
scl1eme. It converges if the moduli of all the eigenvalues of I.J --1 [T are less tl1an 
unity. 

N O\V in general the matrix L -1 U is of rank ii' - 1 and satisfies its ov\rn char­
acteristic equation; i.e. there exists a relation of the fo1·m 

n'-1 

L b5 {L-1 U} 8 =0, 
S=O 

where the bs (s === 0, ,1, ... , 11,.' - 1) are scalar. lTsing this, vve have 

n-' -1 n'-1 
L b; x(m+s) = L b; (L + U) -l ,, . 

S=O S=O 

Thus if we write 
c-(m) = 0 v_l , (m=0,1, ... ) 

and determine further vectors eim) by applying the .::-algorithm relations (54), 
then we should expect that 

(m) 
82n'-2= (m=O, 1, ... ) , 

and this (cf. [ 1]) turns out to be the case. (For the in,.rerse of a vector a sug­
gestion* of K. SAMELSON has been exploited. He defines the inverse of the 
vector (y1 , y 2 , •.• , Yn) =y by 

(y-1 is thus the inverse point of y with respect to the unit sphere in 1t-space.) 

We introduce the second example by recalling that if the quantities tbm) 
n 

(m==O, 1, ... ) are the partial sums of the series .Z: cs z-s- 1
, then tl1e quantities 

S=O 

c:k~) (m=O, 1, ... ) (s-=1, 2, ... ) are convergents of various continued fractions 
which may be associated with this povv"er series. VVTe should expect then (al­
though no convergence theory has been given) that the sequence c:~0] (s = O, 1, ... ) , 
for example, should con verge more rapidly in certain cases than the sequence 
ei,m) (m==O, 1, ... ). 

Consider the following problem: We are concerned \.v!ith solving the boundary­
value problem set by seeking the solution of 

(85) 

subject to given values of cp (x, y) on the lines parallel to the axes joi11ing the 
points in the x - y plane 

(1,1), (1+[n+1Jd,1), (1+[n+1Jd,1+[1i+1Jd), (1,1+[n+1Jd) 
---~---·-* This is equivalent to a suggestion of C. l.,.:\NCZOS [17]. 
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in the follo\ving wav. \Ve re11der the problem discrete by considering the func­
tion values <p(·1-r-jd, 1 + [n + 1-i]d) (i, j=1, 2, ... , n) and obtain a finite dif­
ference approxirnation to (85) by'" t1se of the well kno'-'vn grid formulae 

1 

• 

1 

The problem 
equation 

• ·1 1 4 1 

=--= 4d2 
· 

82 
4 --- 6d2 () 4 20 • " . ~, .... ·-

O#'f 01,l 
, 

-
• ·t 1 4 1 

is solved iterativelv as follows: we determine .., 

m(O) =0 
't' X 'Y 

a2 o2 ------- + • ay2 8x2 

rp(o) by solving the 

with the given boundary conditions and thereafter obtain a sequence of iterated 
solutions cp(m) (ni = 1, 2, ... ) from the equation 

m(m) = 1. {m(m-1) + m(m-1)} 
't' xy 2 't' xx 't'YY • (86) 

What we obtain in effect is of course a sequence of n X n matrices. With ap­
propriate boundary conditions, equation (85) l1as tl1e simple analytic solution 
x/(x + y); \Ve are thus in a position to furnish an indication of the accuracy of 
various estimates of the solution by considering the norm 

n 

n-2 1: I <p<m) ( 1 +id, 1 + [ n + 1 - i] d) - ( 1 + j d) / (2 + [ n + 1 + j - i] d) I , (87) 

and similarly for the transformed estimates. 

The functions el1
n) of the s-algorithm may be placed • 

lil the scheme (the 
£-array) 

ebO) 

S~)l ciO) 

e&l) e~O) 

S~)l Sil) e(O) 
3 

st2) c~l) 
• 

• 
• 

£~)1 (2) • eiO) 81 • 
• 

z&a) • 8(0) • s+l • 
• el1 ) 

• • • • • 

8(1) 
s+l 

ei2) 
• 

• 
• 

8(2) 
s+I 

• 
• 

• 

in which the quantities in (84) occur at the vertices of a lozenge. As has been 
said, only the even order columns of the s-array provide useful estimates of the 
required limit, and for this reason we give in the Table the means (87) applied 
to the even columns of the s-array derived from the iterative scheme (86) when 
n=4, d=0,25. 



m 

0 
1 
2 

3 
4 
5 
6 
7 
8 
9 

10 

0 

.62 ( 3\ 
I 

. 77 ( 2) 

.15 (0) 

.29(+1) 

.56(+2) 

.11 (+4) 

.21 (+S) 

.40 ( +6) 
-77(+7) 
.15{+9) 
.28 ( + 1 o) 

2 

I 
' 

I , .41 (-3) 
I .24 (-2) 
' I .12 (-1) 
1 .96 (-1) 
I .s2(0) 
I .4o ( + 1) 
I 

i .23 (+2) 
.1 7 ( + 3) 
-99 ( + 3) 

Continued Fractions 

I 

Table 

s 

.40 ( 3) 

.13 (-2) 

.25 (-1) 

.56 (-1) 

.13 (+1) 

.23 (+2) 

.37 (+2) 

I 
' 
' 

I 
I 

I 

i 

. 53 ( -4) 

. 11 ( -- 3) 

. 21 ( 3) 

. 70 ( 3) 

. 19 { 2) 

' ' 
I 

I 
I 
' ' ' ' ' ' 
' 

I 
I 
i 

. 9<) ( 5) 

.21 ( 4) 

.12 ( 3) 

I 
! 
l 
' • 

' I 
/ 

I 
' ' I 
I 
' ' ' 
I 
I 

' ' ' ' 
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10 

i -34(-5) 
' 

I 
' 

(The numbers in this table are normalised; the bracketed figure is the po\ver 
of ten by which each entry must be multiplied.) 

It will be observed tl1at the original sequence corresponding to the sequence 
eJ;i) (m = 0, 1, ... ) diverges strongly, but that the transformed sequence ek0

] 

(s==O, 1, ... ) appears to converge quite reasonably to tl1e finite difference ap­
proximation to the required solution of (85). 

This type of numerical behaviour is precisely the same as that ,vl1ich attends 
the application of the s-algorithm to divergent and asymptoticall)' convergent 
series. The described example serves therefore to illustrate the use of the s­
algorithm as a device for accelerating the convergence of a slo,vly con\"ergent 
sequence of elements which satisfy a non-commutative Ia,v of multiplication, 
and to furnish an indication that the continued fractions vvhich ha,re bee11 the 
subject of this paper indeed possess a convergence theory. 

References 

[l] WYNN, P.: Acceleration techniques for iterated vector and matrix problems. 
Maths. of Comp. 16, 301 ( 1962). 

[2] WYNN, P.: On a device for computing the em (S,,,) transformation. MTAC 10, 
91 (1956). 

[3] AITKEN, A. C.: Determinants and Matrices. Edinburgh: Oliver and Boyd 1956. 
[4] WALL, H.: Analytic Theory of Continued Fractions. Ne,\r York: "\7an Nostrand 

1948. 
[5] PERRON, 0.: Die Lehre von den Kettenbriichen, v,..ols. I u. II. Stuttgart: 

Teubner 1957. 
[6] GLAISHER, J. W. L.: On the transformation of contin11ed products into con-

tinued fractions. Proc. Lond. Math. Soc. 5, 212 (1874). 
[7] WYNN, P.: The rational approximation of functi.ons \\rhich are forr11ally defined 

by a power series expansion. Maths. of Comp. 14, 147 (1960). 
[8] RuTISHAUSER, H.: Der Quotienten-Differenzen-... .\.lgorithmus. Basel: Birkhauser 

195 7. 
[9] BAVER, F. L.: The g-algorithm. J. Soc. Indust. Appl. Math. 8, 1 ( 1960). 

[10] BAUER, F. L.: Connections between the q-d algorithm of Rutishauser and the 
s-algorithm of Wynn. A technical report prepared l1nder the sponsorship 
of the Deutscl1.e Forschungsgemeinschaft, project number Ba/106, Nov. 1957. 



312 

[11] 

[12] 
[13] 

[14] 

[1 t5] 

[16] 
[17] 

HILDEBRAND, F. B.: Introd11ction to Numerical -~nalysis. Ne\.v York, 1."'oro11to, 

Londo11: l\'.IcGravv Hill ·t 956. 
,..fHIELI<:, T. N.: Inte111olationsrechnung. Leipzig 1909. 
\V"x:'"NN, P.: On a procrustean tech11ique for the numerical transformation of 

slO\\rly convergent sequences and series. Proc. Camb. Phil. Soc. 52, 663 ( 19 56). 
I~UTISH.i\lJSER, 1-I.: Ein ko11tinuierliches Analogon zun1 Quotienten-Differenzen­

.,,~lgorithmus .. t\.rch. Math. 5, 132 (1954). 
\VYNN, P.: Confluent forms of· certain non-linear algorithms. Arch. Math. 11, 

223 (1960). 
N6RLtJN11, N. E.: Vorlesungen iiber Differe11zenrechnu11g. Berlin 1924. 
I.,ANczos, C.: Linear systen1s in self-adjoi11t form. Amer. Math. Monthly 65, 

665 ( 1958). 

(Received August 13, 1962) 

Computation Department 
Mathematical Centre 

Amsterdam 


