
• 

• 

• 

• • 

·t.t1e 

' 

· . 

.. 

• 

. . . 

' 



. ' 

Abstract of the paper ''On the boundary between nat11.ral and arti:ficial lan-
• 

• 
• • 

guages'' by A. van Wijngaa:r:den • 
• 

• 

• 

. The method o-f syntactic, description used :for the new progra,min.ing language 
-

• 

ALGOL 68 has proved its • • power in that domain. It appears to have also a 
• 

field o~ application in the analysis of sentences and their meaning in nat- · 
, • • 

ural languages. 0-f course, the method may be used to give production rules 

ror notions like word·or sentence in order to display the syntactic struc

ture or a word or a sentence. However, since one is not restricted to con-
,. 

• 
• 

• 

text-free co·nstructions, a . new and interesting field is opened by taking a 

whole sentence as a notion and by transforming that sentence into another 
• 

• • 

one by successive application of production rules each transforroing a sen

tence into another one with, by definition, the same meaning. If no produc

tion rule is anymore applicable) then the resulting sent.ence may be such 

that one can associate a meaning with it. This meaning is then also that of 
• • 

• 

the original sentence and the syntax has served to display this meaning. In 

particular, it is shovm how a sentence like how 11TU..ch is 691 
• 

365? can be 
• • 

transformed into its answer 326. • Since the correct answer to a question 
• • • 

• 

• 

• 

requires the understanding of all meaning, if any, contained in the question, 

it see1ns that, ·at least in this borderline a.rea between formal and natural 
• 

• • 

languages, semantic analysis and syntactic analysis axe tvo na:,nes for one 
• 

• 

. sa1,ne process. 

• • 

• 



• 

• 

• 

• 

• 

• 

On the boundary between n.9-tural and artificial languages 
• 

• 

by • 

·A.van Wijngaarden 

• 

• ' 

The p1.Jrpose o:f this paper .is to show the application of a new· method 
• • 

o:f syntactic 

syntactic 

description to a n1Jrnber of examples. The first examples are 
• 

• 

de:finitions as might occur in the def'inition of a prograrorning 

• 

language but they gradually become more like exa111ples taken from a natural 
• 

language, stylished English, and the· last ones a.re complete questions in the 
' 

English language) though admittedly belonging to a very restricted class • 
• 

• • 

The method o:f description_ was proposed by the author in [1] and later exten-
• • 

sively used to define the syntax of ALGOL 68 [2]. In exper:ixnenting with the 
• 

tool, it beca~rne apparent that it may be o:f considerable value in the analy-

' 

sis of natural languages also. Actually, it was found that the method not 
• • • 

• 

• 

only can describe parts of' the syntax of' a natural language> but also.is 
• 

' 

able to describe the transfo:r•rnation of certain sentences into other ones 
• 

which reveal their semantical contents. · 
I 

011r f'irst concept is that of a ''protonotion''. A protonotion is any se-

quence of ''small syntactic marks''. In [2] those small syntactic ma.rks a,:re 
• 

• 

small letters, but here, since we want to treat whole sentences in a natural 
• • • 

language as protonotions, we shall accept as small syntactic ma.rks also the 
• 

• 
• 

other marks occ11rring in ·those sentences,• e.g., digits, punctuation roarks 

and operators, i.e., all recognizable symbols except the capitcu letters in 
• 

• • 

• 

some type :t'ont, for which we choose italics here. ~a,rnples of protonotions 

are then> e.g., how much is, 691 ·and how much is 691 365?. The blanks.cc 
' 

• 
• • 

c1..1rring in these :protonotions are irrelevant and only inserted to help the 
• • 

• • 

reader to do the necessa:ry :parsing. • 

' 

01.11· second concept is that of a notion> • i.e.~ a protonotion for which 
• • • • 

• 

• 

• 

a ''production rule'' is • given. A production r11J e consists o:f that notion foJ.•· · 
• • • 

' • 
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• 

• 

• 

lowed by 1
': 

1
' followed by a 11 direct production'' of that notion, i.e. , a, pas-

• 

• . . 

sibly empty, sequence of m~mbers> i.e., protonotions, 

l d b II tt c ose y • , e.g. , 

• 

identifier: Zetter. 
• 

• 

sepa.rated by It 11 , 

• 

and 
• 

· idenvifier: iden~ifier Zetter . 

. identifier: ident~fier, digit . 
• 

Production rules for one same notion may be abbreviated, using a '';''; e.g., 
• 

the three production rules given above may be abbreviated into the rule 

identifier: ie~ter; identifier, iet~er; identifier, digit . . 

Such a rule is also referred to as a production rule • 
• 

• 

• 

A production of a notion is either a direct produc~ion or is obtained 
• • 

• 

by replacing one of the member protonotions in a production o~ that notion 
• • 

which member i.s itself a notion by a direct production of' that member; e.g., 

Zetter, letter obtained from identifier, ietteP by replacing identifier by 
• • • • 

• 

its direct production Zetter. A terminal production of a notion is a pro-
• 

• • 

duction of that notion in which none of the members is a notion. The reader 
• • • • 

• 

may have some.representation associated with each such member in a terminal· 

• 

• 

production and then the sequence obtained by replacing each·member of a ter 
• 

minal production by its representation and obliterating any separating com . 
• 

' 

mas is a representation of-the terminal production. In the de~inition 0£ 

:programn1ing languages, such a mernber may be Z.etter a symbol,, ·with which the 

reader may associate a mark on paper representing the letter ''a'' in some 
• 

• 

type :font or a pattern of holes in a punched ca.rd representing the letter 
,, 

''a'' in some code. In dealing with natt1ral languages, 
• 

• 

• • 
• • . ~· • 

. 

such a me1nber may be .. 
• 

• • 

• 

• 

• 

h.orse, 
• 

with which the • • 
reader may associate the i1nage of' a pa.rticula,r ·animal.";· .. 

• 

Of course, the reader 
• • 

• 

may 

• 
• • 

• 

not have available a repres-entation for·one or 
• • 

. 

more members and then he ha.sonly an incomp1ete representation of the termi 
• • 

' 
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• 

nal production, which is a qu~4e common situation in the interpretation of .. 
• 

• 

• 
• 

sentences in a nat11ral language . 

• 

Our third concept is that of a metanotion, i.e., a nonempty ·sequence 

of ''large syntactic marks''. In accordance with [2], we choose these large 
• 

• 
..:. • 

syntactic marks to be capital letters, here in italics, since this is here, 
~ . 

• 
• 

• 
as well as in [2], sufficient and yield.s .,very readable rules. Also 

• 
prod.uc-

•• 
• •• . .. . . . . . - . . . ~ • • • ♦ • ' 

ticin rules for metanotions are provided. A production·rule for a metanotion 
.. 

• • 

consists. of' that metanotion 'followed by '': 1' followed by a direct production 

of that metanotion and closed by If. If. A direct production o:f a metanotion is 
• • 

• • 

either empty or a list of meta.members· separated by bla .. nks, a metaJoember be 
• 

• 

ing a metanotion or a protonotion. A production of~ metanotion·is either a 
• 

direct production or that metanotion or is obtained by replacing in a pro

duction ·o:r that nietanotion one of' the metarrie:mbers which is a metanotion by 
• 

• 
one o:f its direct productions • A production of a metanotion is terrnina.l if 

• 

• 

it is empty or i£ aµ its meta.toeinbers are protonotions. For instance~ the 

production rules for the metanotion 

: a. 

• • 
• 

• a .. 

also abbreviated to 

. a . . , • a. , 

• 

• 

... 

• 

• 

• 

yield as termj,nal productions of the metanotion 
• • 

aaa, etc. 
• 

• • 
• • 

• 
• 

• 

• 
I • 

. 

• • 

• 
• 

the protonotions a, aa, 
• 

• 

• 

• 

At last, we introduce the concept of a _ ~errule~ i.e., a rule obtain-
• 

• 

ed by inserting in a production rule for a notion one or more metanotions •. 
• . 

Such a hyperl;"11J e stands :for any production rule which can be obtained by re-
• • • 

• 

• 

placing each metanotion •in the 
• 

...-.;- errule by one of its ter1,·,j naJ. productions 
• 

• 

with the restriction that a. metanotion ·which occt1·,·s more than once in. the 
• • 

• 

• 
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• 
• 

hyperrule is replaced by the same terminal production at all those occur-

• rences. 
• 

• • 

We now show the consequences of these definitions at the hand of a 
• • 

• • 

number o:f exa.niples. As a :first exa,rnple > we define the notion Z.etter by means 
-

o:f the hypcrru.le 

Zetter: Zetter L~TTER symbol. , 
• 

' 

where the metanotion LETTER is defined by the production rule 

. 
' 

LETTER: a; b; 
• 

I 

; d ;·e; f; g; h; i; j; k; i ··m · n · o · , , , , 

(N1) 

• 

p ; q ; ; S ; t ; U ; V ; • , ; y ; z. :, (M1) 
• 

which stands :for the 26 production rules obtained by replacing LETTER by one 
• 

• -• 

o:f the terminal productions given in (M1),.yielding· 

letter: Zet~er a symboi. , 

Zetter: iet~er b symboZ. ·, 

• 

and so on. In itsel:f, rules (N1) and (M1) are only somewhat shorter than the 

26 production rules obtained. However, the metanotion LETTER may also occur 

in other hy:per~~.es and the sav~ng is therefore much greater than it might 
• 

seem to be at first sight. For example, we can define the notion pali me, 

i.e. ·, a word which reads the. same :from left to right as from right to 1.eft • · 
• 

as follows 

• 
ome : ietter; 

• 

Letter LETTER symboi., Letter LETTER symboZ; • 

• 

Zet;ter LETTER symbo Z. ., pa Z. • -""'- ome , · letter LETTER symbo 7., • 
• 

(N2) 
• • 

- • .. • 41 

Here we see an example o~ the importance 9f the restriction that a metano 
• • 

• " • • tion in a hyperrule should be replaced by one sarr~e terx11inal production ·con-
• 

sist-ently. o:r course, the notion paii· ame is still definable by a context 
• 

• 

• • 

free gra1nma.r, though at the cost of 53 production rl1J.es. Ou:r next examp1e • 

however, is essential.ly different. Let a a-~ ·oh ~ord be a sequence of 
• 
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• • 

• 

• • 

letter symbols consisting of a certain n11mber of,times a certain letter sym-
• 

f 

• 

bol followed by the same number of times a second letter symbol followed 
. 

again by the same n1.1mber of times the first letter symbol, e.g. , aba, xxx, 
• 

or ppppqqqqpppp. First of all, .we need to distinguish between two arbitrary, 
• 

• • • 

not necessarily dif£erent, letter symbols. To this end, we introduce a meta-
• 

notion LATTER by means of the production r·11le • • 

• 

LATTER: LETPER . . (M2) 
• 

• -The te:r,ninal r,roductions of LATTER are therefore the sa.rrLe as but independent 

of those 
' 

, 
• 

or LETTER. Moreover, we must be able to recognize the length of. a 
~' .. ~ 

• • •• 

sequence and we do this in a crude way by means of the metanotion LENGTH, 
• 

• • 
• 

• 

• 

• 

defined by the production rule 

LEllGTH : one ; one p 1.us LENGTH_- • • 
• (M3) 

• • ' . 
This metanotion LENGTH has therefore an infinite nlrrnber of terminal produc-

• 

tions, wiz., one, one p"'lus one, one pl.us one plus one, -etc. To someone who 
• 

• 

knows the English language these terminal productions strongly suggest the 
• 

• 

• 

most primitive d~fini tion of' the nat1.tral numbers, but 

of this fact. With this definition the rest is easy: 

row of LETTERs of Zength one: Zetter iETTER symboZ. 

row of LETTERs of length one pZus LENGTH: 
• 

• • 

• 
• 

ve shall not 1nake use 
• 

• 

• -
• 

• 

• 

ietter LETTER symbol, row of LETTERs of iength LENGTH. 

sandwich word: row of LETTERS of Z.ength LENGTH, 

(N4) 

• 

• 

;c,ow of LATTERs of .Zength LENGTH, rol.u of LETTERS of Zength LENGTH. (N5) 
. 

• 

Observe that ·(N4) and (N5~ each stand 
• 

• 

• • • 

• 

for an infinite number of production 
• 

· ._... ...... es because of .the :fact that. LElvGTH has an infinite nUJt1ber of terminal 
• • 

. 

productions. Thi_s fact,: together with the :fact that we can enforce · a sa,xne 
• • • • • 

• 

terminal production in differeat places of a production ruJ.e, enables us to 
• 

• • • 

produce notions 1ike sa:nihuich ~ord which cannot be produced by a context· · 
#' 

• 

• 

' 

• 
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• 

• • 

free grammar. In fact, Sintzofr showed in [3] that any recursively enumera-
• 

• • 

ble set may be generated,by some such a syntax. Of course, it is not always 
• 

. o~vious how to define an intuitively conceived notion. For instance, if we 

want to produce a proper sandwich word by.which is meant a sarulwich word 
• • 
f 

• 
• 

. whose middle sequence consists of other letter symbols than its first and 
• 

last sequences, then the producti·on is more difficult since we have a built-
.· 

in meqhanism to enforce equality of terminal productions but not one to en-
. ·, 

• 
• 

force un.eq_uality. This problem is overcome by ranking the terminal produc-

• 

tions to be distinguished in the following way: 
• 

• 

mark one : ietter a symboZ. , 
• • 

• 
• 
• 

mark one plus one : Zetter- b symbo i. • 

• 

• 

mark one pZ~s one pZus one : letter a symbpZ. , 
• • 

'♦ 

• 

and so on. Then we can write with the aid of the meta~otions 

defined by 
• 

• 

MNK : LENGTH. 

SHIFT : LENGTH. 

the following hyperrules 
• 

row of marks RANK of length one: mark RANK • 
• 

• 

row of marks K of -length one pius LEN9PH: 
• 

mark RANK , row of marks RANK of 1,ength LENGTH. · 
• 

• 
• 

propers ·ch word : • 
• 

• 

row of marks RANK pZus SHIFT of Zength LENGTH, • 

row of marks RANK of Length LENGTH , 
I 

row.of mar1ks RANK.plus SHIF'! of Zength LENGTH; 

roi., of marks K of Zengt"J; LENGTH, 
.... 

• 

• 
• 

• 

• 

• 

• 

• 

' ' 

(N6.1) 

(N6.2) 
• 

• 

(N6.3) 

and SHIFT 

• 

• 

• 

• • 

(M4) 

{M5) 

(N7) 

.(N8) 
• 

• • 

• 

roz.v of marks I?ANK pZ.i,s SHIFT of .7,,ength LENGTH ; 

r,ow of marks RANK of 7,,ength LENGTH; . • 

• 

' 
(N9) 
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• 
• 

• 

Rule (N9) shows a new reature. By choosing for RANK and SHIFT sufficiently 
• 

• 

small numbers, viz., so that RANK pLus SHIFT does not exceed, say, 26, a 

proper san,dwich wo~d is produced in terms of letter a symbol, Zetter b sym-
• • • 

boZ up to Zetter z symbo Z. If one chooses .T?.Al/K. pZus SHIFT higher, then one · .. 
• • 

is faced with a ~rotonotion mark one pLus one pZus ~~~plus one, for which 
• 

• 

• 

no production rule is given, although the notion does not end with symboZ . 
• 

\4fnen defining 
I • a programming language, like ALGOL 68, such a situation is a 

blind alley. vfuen studying the meaning of' a sentence in a natural language, 
• 

• 

one has to take a different attitude. One may consider the sentence as writ 
' • • 

ten with small syntactic marks. This means that the sentence is a notion • 
• • 

~his notion may produce, by means of certain.production rules all.having, by 

definition, the same meaning. If' no appropriate production rule is avail-
• • 

• 

able, then one is left with -a piece of prose which may or may not be ·more 
• 

elucidating than the sentence one started with, dependent upon the represen 
• 

• 

tations in the external world that the • • • • the recipient associates withe those 
• 

• 
• 

• sentences. The meaning, if any, of a given sentence is therefore, in gen-
• 

·eral, a fu.~ction of the reci~ient.· 
• 

• 

• 

' . 

A particular place, however, is taken by those sentences which are 
• 

• • • 

questions to wnich a precisely defined answer can be given. It is generally 

1.lilderstood that anyone who gives the correct answer has 11understood 11 the 
• 

11mea.ning ' 1 of' the question. Therefore, the meaning of' a _ question simply must 

be the answer to it. We shall show now hqw the answer to a question belong

ing to a class of s:irnple questions, concerning ele1nentary-school and secon-
• • 

• 

• 

da.ry-school arithmetic~ can be constructed by p1.1rely syntactical • means. -

• All knowledge staxts with numbers; hence we introduce the metanotion 
• 

• 
' 

• • 

1/Ul~BER by means o'f the £ollowing production ruJ es::- • • 
• 

• • • • 
• • • 

• • 

• 

• 

• 

1/Ul-JBER : 0 ; SOME • 
• 

• 
• • 

• 
(M6) . 

• • 

• 



SOldE : 1 ; /vlORE. 

MORE: 2; MANY. 

• 

8 
• 

• 

• 

• 

(:t47) 

(M8) 

MANY : HIGH ; SOME DIGIT. 

HIGH : · · 3 ; 4 ; 5 ; 6 ; 7 ; 8 ; 9 • 
• 

DIGIT: 0; 1 ; 2; HIGH • • 

.. (M9) 

(M10) 

(M11). 
• 

• 
• 

The productions o~ 1VU14.BER a.re there:f ore the ten one-digit n1.1mbers O up to 9 
• 

• • 

and, moreover, all more-digit n1J.Inbers > i.e. , all sequences of' more than one 
• -

digits not beginning with 0:, like 365 and 691. • 

• 

• 

As a first example o:f the use of NUMBER~ w.e define word as follows: 
• • • • • 

word : NUMBER letter word.· 

1 Letter word: letter. 

MORE Zetter word: letter, MORE minus one Zetter word • • 

(N10) 

(N11) 

(N12) 
• 

• 

This definition is incomplete since no production rules for MORE minus one ... 

• 

Zetter word are given. We skip this· gap :f'or •• a moment, in order to show a 

· ...... ·1. . -SJ mi a.r s1. tuation: • 

• 

• 

word of at most 1 Zetter: 1 letter word. (N13) 
• 

word of a-t most MORE letters : word of MORE Zetter>s. ; . • • • 

• • 
• 

word of Z.ess lvJORE Z.etters. • 

-
2 iet~ers : word of at most 1 ietter • 

(N14) 

(N15) 
• 

• ' • 

word of Zess than lvfANY Zetters ·: 
• 

• 

wo~d of at most !JANY minus one ietters . • (N16) 
, 

These de:fini tions show a si mi1ar de:ficiency. Of course, our education en-· 
• 

ables us to interpret the meaning of·phrases like 3 minus one Letter word 
• 

. 

and word of at most 100 minus one Letters as 2 Letter word and word of.at 

most 99 Zetters respectiv~ly and the ~rouble one has had to acquire this 
• • • 

ability may suggest that this interpretation requires the knowledge of se 
• • 

• 

• 

m.antics. However, we show now how this can be dea1t with by- syntax only. • 

• 
• 

• 

• 

• 

• 
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- . • 
We realize that what has to-be defined is the predecessor of a given number 

• 
• 

in a suitably restricted context. This is done by the following hyperrules: 

BEGIN 1 minus one END: BEGIN O END. 
• • 

• • 

BEGIN 1 minus one 9 TAIL ElvD : BEGI!v 9 TAIL END. 
• 

BEGIN SOlvJE 1 minus one TAIL 1!.,'ND : BEGIN SOME O TAIL ElvD. 

BEGIN H~'AD 2 minus. one TAIL- END : BEGIN HEAD 1 TAIL El'JD • 
• 

• • 

BEGifl HEAD 3 minus one TAIL END : BEGIN HEAD 2 TAIL END • 
• • 

• 

BEGIN HEAD 4 minus one TAIL END : BEGIN HEAD 3 TAIL EfJD. 

BEGIN H.6'AD 5 minus one TAIL END : BEGIN HEAD 4 TAIL END • 
• 

BEGIN HEAD 6 minus one TAIL END : BEGIN HEAD 5 TAIL END. -
• • 

BEGIN HEAD 7 minus one TAIL END: BEGIN HEAD 6 TAIL END. 

BEGIN H.6'AJ) 8 minus one TAIL END· : BEGIN HEAD 7 TAIL END. 
• 

• 

BEGIN HEAD 9 minus one TAIL END: BEGIN HEAD 8 TAIL END. 
• 

• 

• 

• • 

• 

• 

BEGIN SOME O minus one TAIL ElvD : BEGIN SOME minus one 9 TAIL END. • 

(N17) 

(N18) 
• 

(N19) 

(N20) 

(N21) 

(N22) 

(N23) 

(N24) 

(N25) 

(N26) 

(N27) 

(N28) 

• 

The context-restricting metanotions ·BEGIN, END, HEAD and TAIL are produced, 

• 

• 

for exa1nple , by 
,, 

• • 

• 

BEGIN : EMPTY ; TEXT CLOSURE. • 

' 

ElefPTY • •· . 

• 

• 

♦ • 

• 
• 

CTER : LETTER ; DIGIT ; 'OPERATOR ; ORDINATOR ; T. 

OPERATOR : ; + • 

ORDINATOR : • • • • • , , , , . . 

TER14.Ili/ATOR : • ; ? ; I • 

CLOSURE : is. ; with ; of ; at most ; Zess t """ 
• • 

• 

; OPERATOR. 

ElvD : EMPTY ; TERMINATOR ; NOUN END ; OPERATOR NUMBER END •. .. 
• 

• 

llOUN : 7,,et;t;ers ; ZetteP word ; s-tamps· • 
• 

• 

HEAD : EMPXY ; SOME. • • 

• 

• • 
• 

• 

• 

• 

• 

(M12) 

(M13) 

(M14) 

(M15) . 

(M16) 

(M17) 

(M18) 

(M19) 

(M20) 

(M21) 

(M22) 
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• 

• 
• 

TAIL : .E14PTY ; 9 TAIL. • 

These productions are by no means exhaustive; they just serve as illustra-
• 

• • 
. 

tions and are sufficient fQr our examples. Note that BEGIN stands either for 
• 

• • 

nothing or for an arbitra.ry text ending with a recognizable closure like at 
• • 

• 
• 

most or an operator, but not with a digit. Simila.rly, EllD stands either f'or 

nothing or for som_e text, here severely restricted for the sake of sim_plici-
• • • 

' • 
. 

ty, which does not begin with a digit. On the· other baud, HEAD stands either 
• 

. 

• 

for nothing or for a number greater than zero, and TAIL stands for a, possi · 

' 

• 

bly empty, se~uence o:f nines. 
• 

• 
Consider now 3 minus .one letter word. By letting BEGIN, HEAD and 

stand :for nothing and ~'ND for letter word, (N21) takes the form 
• 

3 minus one ·letter word: 2 Zetter word. , 
• 

• 

• • • 

by letting MORE stand for 2, (N12) takes the £arm 

.2 ietter word: letter, 2 minu~ one letter-word. , 
• • • 

and by letting BEGIN, HEAD and TAIL sta,nd for nothing and END for Zettei;, 
• .. 

·wo:t'd, (N20) takes the :form · 
• 

• 

2 minus one Zetter word: 1 Zetter word. , 

L 

• 

• 

• 

so that one has eventually by virtue 0f (N11) and (N12) · 
• 

• 
• 

3 Zetter word ➔ ietter, ietter, letter • . 
• 

In the sarne vray., we :find from (N16), by letting MANY stand for 100, 
• 

-word of less t; 100 Z,etters : word of at most 100 minus one Zetters. · 
• 

• 
• 

By letting BEGIN stand for word of at mos~ (i.e., TEXT for word of and 
• • , 

• 

CLOSURE for at; most) , SOME :for 10, TAIL :for nothing and END for Zetters, 
• 

• 

(N28) takes the :foI·m 

'L)Ord of at most 1·00 minus one "letters : • 
• 

• . 

wor.d of at most 10 minus one 9 Z.e:tters • .• 
• , 

• • 

By 1etting BEGIN stand for wo~d of a~ most, SOME for 1 , TAIL for 9 ·.and END 
• • 

• • 
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• 

• 

• 

:for Zetters ,· (1~28) takes the :form · 
• -

word of at most 10 minus one 9 Zett~rs: 
• • 

. 

word of at most 1 minus .. one 99 letters. . 
• 

By letting BEGIN stand ~~r word of at most, TAIL for 9 and END for Ze~ters~ 
• • 

• 

(N18) takes the :foi·m • 

.. 
word of at most 1 minus one 99 letters: word of a~ mos~ 99 Letters • • 

• 
• 

• 
• • 

• 

By letting MORE stand :for 99, (N14) take·s the :for,·n 
• 

~ord of at most 99 ietters : ~ord of 99 Zetters; 
• 

• • 

word of iess t 6,1,,,,, 99 Zetters. • 

and ( N 16 ) takes the :f orxri 
• 

• 

• 

• 

word of less t 99 Zetters: word of at most 99 minus one letters • . 
• 

In the same way, word of at most 99 minus one ietters is produced .to word of 

• 

• 

98 letters and word of at most 98 minus one Letters~ and so·on • 
• 

• • 

At last, we tu.rn our attention to complete •sentences 1.ike 

365? 
• 

and • • 

• 

how muah is 365 691? •. - . 
• 

The answer to the first question is generally thought to requJj re some ele · 

mentary·-school 
' • • • training , n.ot 

• 
• • 

• 

in ''reading'' or ''writing'' but in 
• 

''arithmetic'',. 
• • 

• 

and the answer to the second question is simil,arly thought · to require some 
• • 

• 

secondary-school training, perhaps in ''algebra''. In spite of the fact that 

arithmetic and algebra are usua.]..ly sai<l: to require 1'1.Jnderstanriing11
, the pro-

• 

• 

duction of' the correct answer to ~h~se and si1ni 1.ar · questions is si xnply a 
• 

• 
' 

process in the realm. of' syntax only. 
• • 

• 

The concept of subtraction of ·a nurnber fromt a second number is defined, 
• 

using the m.etanotion ZOME produced by 
• • ' 

• 

ZOME : SOME. , {M24) 
' 

• 



• 

• 

• 
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• 

by the following three hyperrules: 
• 

BEGI1V SOJ.JE -

BEGIN JlUMBER 

ZO,r.dE END : BEGIN SOlef.E minus one 
• 

0 END: BEGIN NUMBER END. 
• 

• 

BEGIN 0 - SO!vf.b' EJ.VD : BEGIN - SOME END. • · 
• 

ZOME minus one END. 

• 

• 

• 

• 

(N29) 

( 1'1"30 )· 

(N31) 

By letting BEGI;.71/ stand for how muah is, SOlvJE for 691, ZOME for 365 and END 
• • 

for?, (N29) takes. the for~ • • 

• 

. ho7JJ much is 691 365? : how much is 691 minus one 365 minus one? • • 

• 

• 

By letting B.6'GIN stand :for how much is 691 minus one (i.e., TEXT for how 
• 

much is 691· minus one and CLOSURE for -) , HEAD :for 36, TAIL for nothing and 
• • 

END f"or ? . , (N23) takes the form • 

• 

how much is 691 minus one 365 minus one?: 
♦ • • 

how m:uah is 691 minus one 364?. 
• 

I 

and by letting BEGIN sta.nd :for how much is (i.e. , TEXT for how much and 
• 

CLOSU"'qE for is), SOME for 69 .and END f'or - 364? , (N19) takes the forJn 
• 

how much is 691 minus one 
• • 

364? : how much is 690 364? • • 

• 

-
• 

• 

This process goes on until how much is 326 - O? is produced, which is then 
' • 

• . -
.produced by (N30) into how rm0h is 326? S:i.mjlarly, the second question, 

• 

• 

much is 365 

tion SIGN by 

691? is produced into 
• 

• 

• 

SIGlv : El@TY ; - • , 

we formulate our last byperrule 
• 

nruch is • 

how much is SIGN NUMBER : SIGN NUMBER. •· 
• 

by means of' which eventually • 

how muc:h is 691 365? .-+- 326. • 
• 

• • • 

and 
• 

• 

ho1.JJ much is 365 591?. + -
• 

328. • 
• • 

are :produced. 

• 

326?. Defining the met.ano-

(M25) 

(N32) 



• 

• 

• 

• 

• 

• 

• 

• 
• 

- 13 

• 

These exa,mples show that there exists a class of sentences, questions, 
• • 

in the ~nglish language whose semantic content, the answers to those ques-
• • 

tions, can be produced by syntactic means. 
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