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A class of stabilized three-step Runge-Kutta methods for the numerical 
. . f b 1· . *) integration o para o ic equation~ 

by 

J.G. Verwer 

ABSTRACT 

A class of explicit three-step Runge-Kutta methods is discussed for 

the numerical solution of initial value problems for systems of ordinary 

differential equations. Attention is focussed on systems which originate 

from parabolic partial differential equations by applying the method of 

lines. New stabilized schemes of first and second order are presented. Some 

numerical examples are discussed. 

KEYWORDS & PHRASES: Numerical analysis, Parabolic partial differential 

equations, Method of lines, Multistep Runge-Kutta 

methods, Stability. 
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I. INTRODUCTION 

This pa1per deals with the construction of a class of stabilized 

explicit int1egration formulas for the numerical solution of systems of 

ordinary differential equations 

( 1. I) y' = f(y). 

Attention is focussed on systems which originate from semi-discretization of 

parabolic partial differential equations. Throughout this paper, it is as­

sumed that the eigenvalues of the Jacobian matrix, say J(y), of system (I.I) 

are spread out over a long narrow strip around the negative axis of the 

complex plan,e. For the majority of parabolic problems this assumption is 

satisfied (s,ee Richtmeyer & Morton [4]). 

The fonnulas we discuss are three-step formulas belonging to the wide 

class of multistep Runge-Kutta methods, a class of integration methods 

which was originally discussed by Gear [l]. In the terminology of Gear 

such a method is called a hybrid method. A thoroughly theoretical analysis 

of these methods has been given by Watt [10]. More recently, applications of 

multistep Runge-Kutta methods are discussed in Van der Houwen [7]. We shall 

also use the name multistep Runge-Kutta method of degree m, where m denotes 

the number of function evaluations. The discussion is confined to methods of 

order one and two. For a great deal of the problems of type (1.1), which occur 

in practice, methods of low order are valuable. The degree of the formulas 

constructed varies between two en twelve. 

Stabilized one-step Runge-Kutta methods have already been discussed 

by Van der Houwen [6,7]. In the second reference he also pays attention 

to a special class of stabilized two-step methods. The change-over from 
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one-step to two- or three-step schemes is of course meant to enlarge the real 

boundary of absolute stability, sqy a. To state the moRt important result 

of our investigations, we present new schemes for which holds: 

B(m) ~ 5.15 

B(m) 2.29 

2 
m , 2 :5 m :5 

2 m,2:5ru:5 

12, order= I, 

12, order = 2. 

For comparison, these boundaries are nearly three times larger than corres­

ponding boundaries for stabilized one-step methods, provided the same damping 

properties are required. This of importance because of the fact that the 

steplength for an explicit integration method for parabolic systems of type 

(I.I) is usually limited by stability requirements. 

2. ANALYSIS OF THE INVESTIGATED CLASS OF METHODS 

The class of methods we consider may be represented by the following 

formula: 

(O) 
Yn+l = yn, 

/0 = (I-bl) Yn + blyn-1 + clhf(yn-1) + >..1,0 hf(yn), n+l 

(2. I) y(j) = (1-b.)y + b.y I + c.hf(y 1) + >... 0 hf(y) + 
n+l J n J n- J n- J' n 

+ >... • I hf (/j-I)) j = 2, .•. ,m;m :?: 2, 
J,J- n+l ' 

Yn+l = d (m) + (1-d)y 2, n :?: 2. Yn+I n-
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The vector y always represents a ,numerical approximation to the analyti­n 

cal solution y(x) at x = x . The points x. ,j = n + I, ••• , n - 2, denote 
n J 

the reference points of the three-step formula and h denotes the step-

length, i.e. h = x n+l - xn' n = 0,1, ...• The steplength his supposed to 

be constant. If d = 1 and b. = c. = 0, j = l, ... ,m, we have a one-step 
J J 

method which is discussed in Van der Houwen [6,7]. This one-step method 

may be used to provide the additional starting vectors y 1 and y2 . If d = l, 

we have a two-step method which is discussed in Verwer [8]. 

There are two main reasons why we consider three-step formulas of the 

special class (2.l). Firstly, in order to reduce the storage requirements 

we only admit the derivatives f(y0 _ 1), f(yn) and f(y~t~l)). By this choice 

our formulas need six arrays of storage. Secondly, .in order to be able to 

apply the construction discussed in section 3.1, the vector Yn_2 is not 

. . (j) ( [ -) allowed to occur in the expressions for Yn+l cf. Verwer 9J . 

As already noted in the introduction, this paper discusses the con­

struction of stabilized formulas. As a consequence, we pay no attention 

to purely theoretical aspects. For a theoretical discussion of multistep 

Runge-Kutta rrtethods the interested reader is referred to Watt [10], where 

also a convergence proof is given. For the usual definitions about con­

vergence, consistency and stability we refer to Lambert [3]. 
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2.1. CONVERGENCE AND CONSISTENCY CONDITIONS 

The method is developed for the integration of partial differential 

equations. In a lot of applications of partial equations low order methods 

can be used succesfully. Therefore, we confine ourselves to methods of 

order p = l and p = 2. However, consistency conditions will be derived for 

p ~ 3. The third order conditions can then be used for a local error 

control in case of a second order method. 

It is convenient to associate three-step method (2.1) with a non­

linear difference operator 

(2. 2) 

Now consider the initial value problem 

(2.3) 

where f is a vector function of sufficient differentiability. Let y(x) be 

the solution of (2.3). Then the higher derivatives of y(x) can be expressed 

in terms of the function f and its derivatives. By using the tensor nota­

tion in Taylor's theorem for functions of several variables (see Henrici 

[2], p. 118), we obtain 

(2.4) y(x +I) - E[y(x ), y(x 1), y(x 2)] = n n n- n-
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where 

c1 = 1 - {d(-b +c +A 0+A 1) - 2(1-d)}, 
m m m, m,m-

(2.5) 
1 1 1 1 

C31 = -6 - {d(--6bm+-2cm+-2A l(b I-2c I+2A 1 2(-b 2+ m,m- m- m- m- ,m- m-

8 - 6 (1-d)}. ~ 

Thus method (2.1) is consistent of order p = 1 if c1 = O, and consistent 

of order p = 2 if, in addition, c2 = 0. 

As is the case for linear multistep methods, a necessary condition 

for multistep Runge-Kutta methods to be convergent is the condition of 

zero-stability. In fact, the well-known convergence theorem for linear 

multistep methods, which states that the method is convergent if and only 

if it is zero-stable and consistent, applies for multistep Runge-Kutta 

methods. The condition, necessary for zero-stability of method (2.1) is 

(see Verwer [8]). 
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(2.6) d(c +A 0+A 1) f O. 
m m, m,m-

ff! 

As is the case for linear multistep methods, it is recommended to use the 

left-hand side of (2.6) to normalize the error constants of the truncation 

error. We have chosen 

(2. 7) d(c +A O+A 1) = I, 
m m, m,m-

which is assumed throughout this paper. If the left-hand side of (2.6) is 

chosen smaller than one, we have in fact a method of the Du Fort-Frankel 

type (see Richtmyer & Morton [4]). 

2.2. ABSOLUTE STABILITY PROPERTIES 

In order to investigate the absolute stability properties of method 

(2.1) it is applied to the linear test-model 

(2.8) y' = oy, 0 E C. 

This yields the recurrence relation 

(2.9) = d S(z) y + d P(z) y I+ (1-d) Y 2, n n- n-

where S(z) and P(z) are rolynomials of degree min z =ho.For future 

reference, we shall call Sand P the stability polynomials for method (2.1). 

Let us denote 
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where 

c1 = I - {d(-b +c +A 0+A 1) - 2(1-d)}, m m m, m,m-

c2 = ! - {d(_!_b -c +A (-b +c +A +A )) + 2(1-d)} 
2 2 m m m, m- I m- I m- I m- I , 0 m- I , m-2 ' 

(2.5) 
C3 l = 61 - { d ( - _61 bm+ _21 cm+ 21 A (b -2c +2A ( -b + m,m-1 m-1 m-1 m-1 ,m-2 m-2 

8 - 6 (1-d)}. 

Thus method (2.1) is consistent of order p = I if c1 = O, and consistent 

of order p = 2 if, in addition, c2 = 0. 

As is the case for linear multistep methods, a necessary condition 

for multistep Runge-Kutta methods to be convergent is the condition of 

zero-stability. In fact, the well-known convergence theorem for linear 

multistep methods, which states that the method is convergent if and only 

if it is zero-stable and consistent, applies for multistep Runge-Kutta 

methods. The condition, necessary for zero-stability of method (2.1) is 

(see Verwer [8]). 
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(2.6) 

As is the case for linear multistep methods, it is reconnnended to use the 

left-hand side of (2.6) to normalize the error constants of the truncation 

error. We have chosen 

(2. 7) d(c +A O+A ) = 1, 
m m, m,m-1 

which is assumed throughout this paper. If the left-hand side of (2.6) is 

chosen smaller than one, we have 1n fact a method of the Du Fort-Frankel 

type (see Ri.chtmyer & Morton [4]). 

2.2. ABSOLUTE STABILITY PROPERTIES 

In order to investigate the absolute stability properties of method 

(2.1) it is applied to the linear test-model 

(2.8) y' = oy, o E c. 

This yields the recurrence relation 

(2.9) 

where S(z) and P(z) are polynomials of degree min z =ho.For future 

reference, we shall call Sand P the stability polynomials for method (2.1). 

Let us denote 



m 
(2.10) S(z) = I 

i=O 

i s.z and P(z) = 
l. 

m 

I 
i=O 

i p.z. 
l. 
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Then we have 

so = I - b ' m 

sl = A + A I (1-b I)' m,O m,m- m-

(2. I I) m 
s. = • II • 2 >... . I(>.. ' I O +A • 1 . ( I -b ·))' i = 2, ••• ,m-1, 

l. J=m-1.+ J ,J- · m-1.+ , m-1.+ ,m-1. m-1. 

m 
s = • II I A. . I ' m J= J,J-

and 

p = A b + C , I m,m-1 m-1 m 
(2. I 2) 

m m 
p. = ( II >.. • • 1)b • + ( II A .• 1)c . I' i = 2, ••• ,m-1, 

1. · · 1 J,J- m-1. J,J- m-1.+ J=m-1.+ j=m-i+2 

m 
p = ( II >.. • • 1)c 1• 
m j=2 J ,J-

The characteristic equation of the three-step recurrence (2.9) is 

(2.13) a 3 - d S(z) a 2 - d P(z) a - I+ d = 0. 

Before analyzing the stability of (2.9) by means of the characteristic 

roots of (2.13), it is convenient to express the consistency conditions 

for orders p = I and p = 2 into the first coefficients of Sand P. This 
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can be done by using equations (2.,5), (2.11) and (2.12), or alternatively, 

by substituting the second order Fade-approximation 1 + z + z2/2 

to exp(z) into characteristic equation (2.13). The conditions are given 

below: . 

so + Po = 1 ' 

(2.14) p = sl - p + P1 = (3-2d)/~; 
0 

p = 2 1 
s2 + 2 Po - P1 + p2 = (-3/2+2d)/d; 

Thus these conditions are equivalent to the conditions c1 = 0 for first 

order and c1 = c2 = 0 for second order, which are stated in the preceding 

section. 

It is further convenient to express equation (2.7) in terms of d and 

p0 • By using the first of relations (2.5) and equality Po= bm, we find 

(2. 15) 2{d-l) 
Po = d 

It is our aim to develop stabilized formulas for parabolic equations. 

As the eigenvalues of the Jacobian matrix of such equations are generally 

real or almost real, it is of interest to develop formulas whose stability 

regions contain a considerable p~rt of the negative axis. As a consequence, 

we state the following 
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STABILITY PROBLEM: Let z be negative and let a.(z), i = 1,2,3, denote the 
1 

roots of equation (2.13). Let p: (:-co,O) + (0,1), p(O) = 1, be given and 

assume that relation (2.15) is satisfied. Then determine the coefficients 

s., P·~ i = O, •.• ,m, 
1 1 

in such a way that ~x I ai(z) I ~ p(z), z E [-S,0], 
1 

S maximal, where it is assumed that p = 1 and p = 2, respectively. 

The function pis introduced in order to obtain a strong damping for 

the higher harmonics. Moreover, p may be considered as an aid to construct 

a method of which the absolute stability region contains a narrow strip 

around the negative axis. If p(z), z < 0, is not too close to 1, it is 

iDm1ediately clear that we can find such a region. The boundary Sis the 

real boundary of absolute stability. 

The construction of approximate solutions to the optimization problem 

is discussed in section 3.1. In section 3.1 we also give the results and 

show some absolute stability regions. 

2.3. INTERNAL STABILITY PROPERTIES ' 

An important concept for stabilized methods of the'Runge-Kutta type 

is the concept of internal stability (see Van der Houwen [7], section 

2.6.10). Internal stability deals with the propagation of round-off errors 

during a single integration step. For Runge-Kutta methods, possessing a 

large degree and a large stability boundary, this propagation may be 
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considerable and may easily influence the local accuracy. Van der Houwen 

analyzes the internal stability f~r the class of one-step methods which is 

contained in class (2.1). He defines a so-called internal stability 

function, i.e. a function which approximately controls the propagation 

of round-off errors during a single step. It turns out that method (2.1) 

possesses the same interna_l stability function. 

Let 

process. 

let y{j) 
n+I 

process 

p~l~ denote the local error entering at stage j of the Runge-Kutta 

Let E(j) denote the accumulated local error at stage j. Further, n+l 

denote the perturbed y~{~. Instead of {2.1) we then have the 

-(0) 
Yn+l = yn, 

-(1) = (l-bl)yn + blyn-1 + clhf(yn-1) + Al Ohf(yn) 
+ (I) 

Yn+l Pn+l' , 

-(j) 
= (1-b.)y + b.y I+ c.hf(y 1) + A. 0hf(y) + Yn+l J n J n- J n- J' n 

-(j-1) + p (j) j 2, ••• ,m, m ~ 2, + A. . 1hf (y I ) = J ,J- n+ n+I' 

Yn+l = -(m) 
d Yn+I + ( 1-d) y 2, n 

rt-
~ 2. 

The errors E (j) = -(j) - y(j) then satisfy: n+l Yn+I n+l 

(I) 
en+l = ( 1) 

Pn+I' 

(j) 
= >... • l h[f(y(j-l) + (j-1)) f( (j-1)) J + (j) 

J -· 2,, ••• ,m, En+] J,J- n+l 8 n+l Yn+I Pn+l' 

En+] = d 
(m) 

8 n+l' 
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where En+l = Yn+l - Yn+l· By assu~ing that the Jacobian J(y) is slowly 

varying during one step, there approximately holds 

~(j) ' hJ(y) 8(j-1) + p(j) J. = 2 
'-n+l /\j ,j-1 n c.-n+l n+l' '· • • ,m. 

After some elementary calculations we then arrive at the estimate 

h 111 ~ n+ 

m-1 m 
[ d + 2 d II j L . l j II (hJ ( y ) ) kll] 

k=l j=m+l-k J,J- n 

where II • II is the spectral norm. 

max II p (k)l 11 , 
l~k~m- n+ 

Following Van der Houwen we now define the internal stability function 

(2. 16) 
m-1 

Q(z) = d + I 
k=l 

m 
d TI 

j=m+l-k 
>,_. • 1 J,J-

In case of a normal matrix J(y) tHere holds 
n 

h 111 
n+ 

(k) 
~ Q(hcr(J(y ) ) ) max II Pn+l II, 

n l~k~m 

when cr denotes the spectral radius. Consequently, in actual computation 

the steplength h should at least satisfy the in~ernal stability condition 

(2.17) Q(hcr(J(y ))) ~ 
n 

tolerance 
arithmetic precision' 

where tolerance stands for the maximal local truncation error allowed. 

However, when cancellation of digits appears, this condition may even be 

too optimistic. 



12 

The significance of the internal stability condition becomes clear 

when one realizes that Q is a strongly increasing function in its argu­

ment, and that for stabilized methods large arguments occur. Values of 

Q(S) will be given in section 3.2. 

The significance of condition (2.17) is corroborated by practical 

experiments. It turns out that when (2.17) is satisfied the internal 

stability is generally under control. A nlllllerical experiment illustrating 

the significance of the internal stability function is discussed in 

section 3.2. 

3. CONSTRUCTION OF THE ALGORITHMS 

In section 3.1 we discuss a heuristic solution technique which yields 

approximate solutions to the stability problem stated in section 2.2. Once 

the parameter d and the coefficients s. and p. are determined, it is easy 
1 1 

to derive parameters for a three-step scheme. A class of schemes of first 

and second order is presented in section 3.2. 

3.1. A SOLUTION TECHNIQUE FOR THE STABILITY PROBLEM 

In order to save space we will confine ourselves to the main features 

of the technique. For details we refer to Verwer [9]. 

Suppose a damping function p(z) is given. Then define a= p~ and 

substitute into equation (2.13). This yields a cubic equation in~: 

(3.1) 



Let 

(3. 2) I; = + n 
- n 
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which maps the interior of the unit circle j1;j = 1 into the half-plane 

Re(n) < 0. Substitution of (3.2) into (3.1) yields a cubic equation inn: 

(3. 3) 

where 

3 2 
- d, a() = p + dSp - dPp + I 

3p3 2 
+ dPp - 3(1-d), al = + dSp 

(3. 4) 
3p3 2 

a2 = - dSp + dPp + 3( I -d), 

3 2 - dPp - ( 1-d) • a3 = p - dSp 

Sufficient conditions for the roots of (3.1) to lie inside or on the 

unit circle can be obtained by applying the Routh-Hurwitz criterion to (3.3) 

(see Lambert [3]). These conditions read: 

(3. 5) a. ::::: O, 
1. 

i=0, ... ,3; ::::: 0. 

Observe that without the equality signs conditions (3.5) are necessary for 

the roots of (3.1) to lie inside the unit circle. In terms of S, P, d and 

p conditions (3.5) give: 



14 

d - I 
3 - p pS - p ~ 

dp 

3( 1-d) 3 
pS + p ~ - 3p 

dp 

3(d-l) 3 
(3. 7) -pS + p ~ - 3p 

dp 

- d - 3 
-pS - p ~ p 

dp 

I - d 2 6 
s + p ( 1-d) - p 

2 ~ 

dp4 p 

The problem stated 1.n section 2.2 thus reads: Let the function p be 

given and let condition (2.15) be satisfied. Then determine the coeffi­

cients si and pi' compatible to an imposed order of accuracy, in such a 

way that (3.7) is satisfied for z E [-S,0], S maximal. 

The technique is based on the tallowing heuristic idea: Suppose the 

parameter dis fixed beforehand. Then discretize the variable z on an 

interval [~S,0], i.e. define points z. = j6z, 6z = S/N, j = l, ... ,N, 
J 

where N is prescribed. Next replace the five non-linear inequalities by a 

system of linear inequalities by substituting z = z., j = l, ... ,N. After 
J 

adding 4 + 2p inequalities associated with consistency conditions (2.14) 

and relation (2.15), we arrive at the system 

(3. 8) AX~ C, 

A being a (5N+2p+4) * (2m+2) matrix, X being a 2m + 2-vector of unknowns 
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p.,s.,i = 0, ••• ,m, and C being the SN+ 2p + 4-vector of right-hand sides. 
l. l. 

If j ~ B, B being the optimal rear stability boundary, a feasible solution 

to (3.8) must exist. On the other hand, if S > 8 and N large enough, a 

feasible solution cannot exist. Such a feasible solution is easy to deter­

mi.ne by using a linear programming method. Summarizing, once the optimal 

dis known, an approximate and almost optimal solution is easy to deter­

mine by solving a sequence of linear programming problems, e.g. by per­

forming bisection one. 

In actual calculation it is reconnnended to expand the polynomials 

Sand Pin orthogonal polynomials in order to prevent numerical diffi­

culties for higher values of m. The vector X of unknowns then consists 

of the coefficients of the polynomial expansions. 

Another remark of practical interest is the following. In order to 

satisfy (3.7) for arguments z between points z., it is necessary to choose 
J 

N rather large. As a consequence, the number of constraints of (3.8) is 

much larger than the number of variables. With regard to computational 

efficiency, it is then more effective to solve a linear programming 

problem belonging to the transposed of (3.8). In order to realize this, 

consider problem 

(3. 9) ml.·n BTX B = [ 1 1·JT ' ' ... ' , 

subject to 

(3. 10) 



16 

and its dual problem 

(3. 1 I) 

subject to 

(3. 12) 

From the foregoing it is clear that we are primarily interested in the 

existence or non-existence of a feasible solution to (3.8). Well, accord­

ing to the duality theorem, the dual solution to (3.11) - (3.12) is the 

primal solution to (3. 9) - (3 .10), which is a feas.ible solution to (3. 8) , 

provided system (3.8) has a feasible solution. Thus in actual calculation 

it is recommended to use (3.11) - (3.12) for the determination of the 

solution to (3.8) which is optimal with respect to s. 

There remains to describe the d'etermination of the parameter d. It is 

trivial that dis restricted to O < d < 2, and the assumption is that the 

optimal dis independent of m. This assumption has been confirmed by practical 

experiments. The idea is then to determine an approximation to the optimal 

value of d by a numerical search technique for low values 0£ m. Another 

assumption, also confirmed by practical experiments, is that S(m) :~ K m2, 

K constant. This means that the bisection process on S has to be performed only 

for some low values of m. For further details we refer to Verwer [9]. 

Using the heuristic solution technique described in this section, 

approximate solutions to the stability problem were computed for 2 $ m $ 12 

for the function 



(3.13) { 
1' 

p(z) = 
0.85, 

- 1.5 < z s; o, 

z s; - 1,.5. 
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In the ,neighbourhood of the origin no damping is prescribed, the consisten­

cy and zero-stability of the method will take care off. The restriction to 

ms; 12 will be explained in the next section. As a result of our calcu­

lations we found 

(3. 14) 
B(m) "' 

B(m) "' 

5. 15 

2.29 

2 
m ' 

2 
m ' 

p = 1, 

p = 2. 

These boundaries are nearly ·three times larger than corresponding bound­

aries of one-step methods with the ·same damping. As a consequence of the 

discretization, the continuous damping for - B s; z s; - 1.5 is not exactly 

0.85, but approximately 0.9. To save space we do not list the resulting 

values of the parameter d and the coefficients s. and p.; they are given 
1 1 

in Verwer [9]. 

In order to illustrate that the absolute stability regions 

{zl ze~, la.(z) I< 1, i = 1,2,3}, beionging to the constructed stability 
1 

polynomials Sand P, contain a long narrow strip around the negative axis, 

four of such regions are given in fig. 3.1. 
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P=l M = 3 
4 

3 

2 

0 

-50 -4S _.., 
-35 -30 -25 -20 -15 -10 -S 0 

p = 2 M = 6 8 

6 

4 

2 

0 

-90 -81 -n -63 -54 -45 -36 -'r1 -18 -9 0 

P=l M = 9 
12 

9 

6 

3 

0 

-4::0 -378 -336 -294 -252 -210 -168 -126 -84 -42 0 

p = 2, M = 12 8 

6 

4 

l 

0 

-330 -'B7 -264 -231 -198 -165 -132 -99 -65 -33 0 

Fig. 3.1 Absolute stability regions 
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3.2. A CLASS OF FORMULAS OF FIRST 4N1) SECOND ORDER 

Once the coefficients s. and p. are given, integration parameters 
]. ]. 

can be determined by using relations (2.11) - (2.12). From these relations 

it is easily seen that there exists more than one solution. We shall use 

this freedom by requiring that the local truncation error (2.4) satisfies 

a relation of the form 

(3.15) 

where Cp+l is a constant. Representation (3.15) is convenient for a 

local error control based on interpolation with backward values. In the 

near future we intend to supply methods of type (2.1) with steplength and 

automatic error control based on such an interpolation. 

If p = I, relation (3.15) is always satisfied (see expansion (2.4)). 

In order to obtain such a relation for p = 2, we have to require 

(3.16) 

Because of the equality y''' = fjfifk + fjkfjfk, relation (3.15) 

is then satisfied with c3 = c31 . Observe that for linear equations 

the error constants c2 and c3 are always determined by the coefficients 
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s. and p .• As a consequence of (3. 16), the same holds for a non-linear 1. 1. 

equation too. It turns out that the error constants are almos~ independent 

of m, and thus also the accuracy of the schemes. The constants are rather 

large and approximately satisfy c2 "' 1.27, c3 "' 0.44. 

Next we shall express the parameters of the schemes into the coeffi­

cients s. and p .. As there exists more than one solution, it 1.s reconnnended 
1. 1. 

to look for a positive, or almost positive solution in order to avoid a 

possible cancellation of digits. For p = I an almost pcsitive solution is 

easily found, because of the fact that alls. and p. are positive. On the 1. 1. 

other hand, for p = 2 such a solution does not exist because of the fact that 

all p. are negative, and alls. are positive. Therefore, for p = 2, we select 1. 1. 

a solution which reduces the computational effort. To that end we set 

b . = 0 , 1. = I , ••• , rn- 2 ; "A • O = 0 , 1. = 2 , ... , m. 1. 1., 

By using the consistency relations for p = 2 and relations (2.11) - (2.12), 

an elementary calculation then yields that condition (3.16) is satisfied, 

if and only if 

(3.17) C = 
m 

2 
(1-!po) (pl-2p2+2p3+2s3)-(½+¼PO) 

2+p 1-2p 2+2p 3+zs 3 

By performing some further elementary calculations, the remaining param-

eters can be solved from (2.11) - (2.12). Summarizing, we find the expressions: 



(3. l 8) 

b. = O, 
.l 

1- = I , ..• , m- 2 , 

p -c I m 
b m-1 A , 

m,m-1 

b = Po; Ill 

Pm+l-i 
1 , ••• , m-2, c. = 1. = 

:1 s m-1-

A , 
m,m-1 

>... 0 = O, :1, 
1. = 2, •.. ,m; 

sm+l-i 
}_ = 

s . m-1. 

s2 
A =---
m-1,m-2 A ' m,m-1 

A = 1 - ½Po - cm. m,m-1 

1 , ••• , m-2, 
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In order to present the first and second order methods 1.n a uniform 

way, we define the first order formulas also by expressions (3. 18). The re­

sulting parameter solution is almost positive. 

Finally a remark about the range of them-values. We restricted the 

m-values torn 5 12, for we have to take into account the internal stability 

behaviour. To illustrate this, in table 3.! we list the values Q(S.15 m2), 

') 

m = 3, ... 12, for the first order formulas. The corresponding values Q(2.29 m-) 

for the second order formulas are only sligl1tly smaller. According to the in-

li!IBLIOTHEEK 
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ternal stability condition (2.17),.the smallest value of tolerance, allowed 

for a.certain value of m, is then given by: tolerance= Q($)* arithmetic 

precision. Now suppose that the arithmetic precision is 14 digits, being a 

relevant machine precision nowadays •. From table 3. l it then follows that the 

, local error may not be expected to be smaller than 10-5 if m ~ 12. Herewith 

it is assumed of course, that the maximally stable integration step is used. 

To our opinion a margin of 5 digits is acceptable, however it is recommen­

ded to choose the margin for the local accuracy not smaller. 

As an illustration of the concept of internal stability we discuss 

an experiment for the simple linear system 

(3.19) 

y' 
l 

y! 
J 

I 

Y100 

= 

= 

= 

4 
j 2, ... ,99, ( y . I - 2y . +y . I ) * I O , = r J J+ 

4 
(Y99-2Y100+1)*10 • 

The Jacobian of (3.19) is well-known and a normal matrix. By prescrib­

ing the initial values y.(0) = 1, j = 1, ••• ,100, we have the solution 
J 

y.(x) = 1, x ~ 0. Thus in case of exact computations, i.e. no rounding 
J 

errors occur, the integration schemes will yield the exact solutions, pro-

vided the parameters are exactly representable. In order to get an indication 

about the significance of the values Q($) we did perform one integration step 

with schemes of first and second order, for several values of m, using the 

steplength h = $(m)/cr. Here cr is equal to 4 104. The experiment has been 

carried out on a CDC 73/28 computer using an arithmetic precision of about 

-14 14 digits. Therefore the additional starting values are chosen as l + 10 *rn, 

where rn denotes a random number between -1 and 1. In table 3.1 we have 

1 . 14 ( isted 10 * error m), where 
p 
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error (m) = max (y.-1.0), p = 1,2. 
p j J ' 

The results of table 3.1 clearly indicate that the behaviour of the 

propagation of rounding errors with increasing mis in accordance with the 

error analysis of section 2.3. For the first order formulas, the internal 

stability condition for equation 3.19) is somewhat too pessimistic. On 

the other hand, for the second order formulas the internal stability condi­

tion is too optimistic. Here cancellation of digits appears, which is due 

to the fact that the second order formulas possess positive and negative 

·parameters. This means that second order formulas of a high degree must be 

used with some caution. 

Q(B) 14 14 m 1 0 * error 1 (m) 10 * error2(m) 

3 • 1103 •9101 I .9102 

4 . 7103 .6102 .4103 

5 .4104 .4103 • 1105 

6 • 3105 .1104 .8105 

7 .2106 .7104 .6106 

8 .9106 .3105 • I 107 

9 .5107 .2106 • 9107 

10 .3108 • 2107 .2109 

11 .2109 .3107 .41010 

12 • 7 lOio- .4108 .4 10 1 I 

Tabel 3.1 
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4. A NUMERICAL EXAMPLE 

As already noted in section 3.2, in the near future we intend to sup­

ply the. first and second order schemes defined by (3.18) with automatic 

error, steplength and order control. Intentionally we do not discuss these 

matters in this paper, because of the fact that constructing a formula and 

supplying an existing formula with control mechanisms leads to quite 

distinct problems. Therefore we discuss a numerical example where formulas 

are applied using a constant steplength. 

We consider the non-linear initial-boundary value problem (cf. Sincovec , 

& Madsen [5]): 

au a (uHU) 2 0 ~ X ~ 1 ' t ~ O, -= - u , 
at ax ax 

( 4. I) u(t,O) = .50, u (t,I) = I - sin(u), t ~ o, 
X 

u(O,x) = 50, 0 ~ X ~ I. 

By using central differencing with respect to x the initial-boundary 

value problem (4.1) can be semi-discretized to the initial value problem 

(4. 2) 

u' [- (2+2(t.x) 2) 
2· 2 2 = ul + u2 + 2500]/2(~x) , I 

u! 2 2 2 2 2 2, .•• ,N-1, = [u. I (2+2(~x) )u. +u. 1J/2(~x), J = 
J r J J+ 

u' 2 2 2 2 = [2uN-l - (2+2(~x) )uN + 4 ~x ~(I-sin(uN))J/2(~x) , 
N 

u.(O) = 50, J = l, ..• ,N, 
J 
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where u.(t) approximates u(t,x.), ,and where x. = j8x, 8x = 1/N, N pre-
J J J 

scribed. 

When applied to semi-discretized problems such as (4.2), the step­

length for a stabilized explicit formula is usually limited by stability. 

Thus to apply such a formula efficiently a rough overestimate of o(J(y)) is 

necessary. In fact, a program embodying an explicit method for semi-dis­

cretized problems will have to calculate o(Jy)) and possess a control 

mechanism for it. 

For equation (4.2) an estimation of the spectral radius o is easily 

found by using elementary matrix theory. If u.(t) > 0 fort~ 0, the 
J 

elements of the lower and upper diagonal of the tridiagona~ Jacobian are 

positive. Thus, if u.(t) > O, the Jacobian has real eigenvalues for 
J . ~ 

t ~ 0. Further, by applying Gershgorin's circle theorem a small in-

vestigation of the Jacobian yields 

o ~ 4(8x)-2 max u.(t). 
j J 

At t = 0 we then have 

(4.3) -2 
cr ~ 200(8x) . 

For the calculations we assume that max u.(t) ~ 50, t ~ 0. With this 
j J 

assumption, and the assumption that u.(t) > O, approximation (4.3) can be 
J 

used for all t, and for all t we have real eigenvalues. After the integra-

tion of (4.2) both assumptions are easily verified. 
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We have carried out two experiments with problem (4.2) for 8x = 1/30. 

For problem (4.2) no analytical so~ution is available. Therefore, a computed 

reference solution at some selected times and points is given in table 4.1. 

In both experiments we applied a second order three-step scheme and, for 

comparison, a second order one-step scheme. The one-step is defined by 

(cf. section 2) 

(4.4) (j) = Yn + L . 1 h f(/j-1)) j = Yn+l J,J- n+l ' 

Yn+l = (m) 
Yn+l' 

The integration parameters A •• 1 are given by 
J ,J-

1, ••. ,m, 

= s I • /s . , j = m+ -J m-J I , • • • , m-2 ; A l 2 m- ,m-
= ! 

2 ' 
A m,m-1 = 1, 

where s.,j = 3, •.. ,m, are coefficients of the strongly stable stability 
J 

polynomial 

2 
I + z + ! z + O O O + s 

m 
m 

z 

of (4.4), which are listed in Van der Houwen [7, table 2.6.7'~. The extrema 

of R( 2) are bounded by 0.95 in the real stability interval. 
m 

Experiment I: The integration has been performed with schemes of degree 12 

using the maximally stable steplength. Thus in this experiment we ignore 

any accuracy condition. Let h 1 and h3 denote the steplength, and let 13 1 

and s3 denote the real stability boundary of the one-step and three-step 

scheme, respectively. Then (cf. Van der Houwen [7, table 2.6.7']) 

/31 = 0.8 * 144 = 115.20, hl = 115 · 20 *(~x)-2 = 0.00064, 200 



and 

B = 2. 29 * 144 3 
= 329.76, h3 

= 329.96 * (8x)-2 = 
200 

0.001832. 
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The integration is stopped as soon as t ~ 0.1. At about t = 0.1 the steady 

state solution, i.e. the solution of the related two-point boundary value 

problem, is obtained. The additional starting vector for the three-step 

scheme are obtained from the computed reference solution. The start of the 

three-step scheme is counted as two integration steps. Then the three-step 

scheme needs 55 steps, and the one-step scheme needs 157 steps to reach 

t = 0.1. In table 4.2 we give relative errors with respect to the com­

puted reference solution at some selected times and points. In order to 

calculate relative errors at the selected times, quadratic interpolation 

has been used between the solutions. computed by the'schemes. An error 

equal to zero means that after rounding the interpolated value is equal 

to the computed reference solution within the specified number of digits. 

~ 
I 

0.0 0.2 0.4 0.6 0.8 1.0 

.010 50.000 45.091 4L471- 39.041 37.708 37.429 

.025 50.000 44.506 40.253 37.262 35.577 35.229 

.050 50.000 44.403 40.024 36.891 35.058 34.576 

• I 00 50.000 44 .383 39.979 36.816 34.952 34.442 

Table 4.1. Reference solution for problem (4.2), lx = 1/30. 
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one-step three-step 

~ 0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0 

.010 210-4 110-4 410-4 210-4 510-4 410-3 410-3 610-4 310-3 910_'3' 

.025 210-5 310-5 810-5 310-5 910-5 710-4 110-3 710-4 210-3 310-3 

.050 0 0 0 310-5 610-5 510-5 210-4 210-4 410-4 510-4 

• 100 0 0 0 0 0 0 0 0 310-5 310-5 

Table 4.2. Results of experiment I. 

From table 4.2 we conclude that the schemes yield the steady state 

solution at t = 0.1 with almost the same accuracy. In the initial phase of 

the integration the one-step scheme yields more accurate results than the 

three-step scheme. This is what we expect, as h3 ~ 3h1• In order to get 

some indication about the accuracy behaviour of our three-step methods, 

when compared with stabilized one-step methods, we did another integration 

with two schemes using the same steplength. Before discussing this integra­

tion in experiment II, we observe that we only consider results of the time 

integrations. For the reference solution, given in table 4.1, belongs to 

the system of ordinary differential equations (4.2). 

Experiment II: Problem (4.2) has been integrated with a one-step scheme 

and a three-step scheme with steplength h = 0.0005 over the interval 

[0,0.1]. As observed in section 3.2, the accuracy of the three-step schemes 

is independent of the degree. The same holds for the one-step schemes. 

Therefore it is allowed to select the degree m of the schemes in such a 

way that 

(4. 5) h cr :s; B(m), m minimal. 
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Let m1 and m3 denote the degree ot the one-step and three-step scheme 

that satisfy (4.5), respectively. According to Van der Houwen [7, table 2.6.7'], 

there holds s1(I0) ~ 79.70, B1(Il) ~ 96.66. With the specified hand a we 

then find m1 = II andm3 = 7. 

The additional starting vectors for the three-step scheme are obtained 

from the computed reference solution. The start of the three-step scheme 

is again counted as two integration steps. Then the three-step scheme needs 

1400, and the one-step scheme 2200 function evaluations to reach t = 0.1. 

Relative errors are listed in table 4.3 and are computed in the same way 

as in experiment I. 

one-step three-step 

I~ 0.2 0.4 0.6 0.8 I .0 0.2 0.4 0.6 0.8 1.0 

.010 210-5 510-5 310-5 210-4 510-5 910-5 210-4 310-4 510-4 510-4 

.025 0 0 0 310-5 0 210-5 510-4 110-4 110-4 210-4 

.050 0 0 0 310-5 610-5 0 0 0 310-5 ~Io-5 

• 100 0 0 0 0 0 0 0 0 0 0 

Table 4.3. Results of experiment II. 

From table 4.3 we conclude that the results of the one-step integration 

are more accurate than the results of the three-step integration. This is 

corroborated by other practical experiments. However, due to condition (4.5), 

in many situations the degree of the three-step scheme can be chosen smaller. 

With other words, the three-step scheme may integrate with a smaller step­

length than the one-step scheme with the same computational effort. This 
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may lead to comparable, or even higher accuracy. As an illustration, problem 

(4.2) has been integrated another time with the three-step scheme of degree 

four using the steplength h = 1/5500 over the interval [0,.1]. This inte­

gration also costs 2200 function evalutions. The relative errors are listed 

in table 4.4. 

i'~ 0.2 0.4 0.6 0.8 l.O 

.010 0 210-5 510-5 810-5 810-5 

• 025 0 0 310-5 0 310-5 

.050 0 0 0 0 6 -5 
10 

. 100 0 0 0 0 0 

Table 4.4. Results of the three-step scheme with m = 4. 

Summarizing, when the steplength is completely determined by stability 

and not by accuracy conditions, the three-step schemes can integrate with 

stepsizes which are nearly three times larger than the stepsizes allowed 

for the one-step schemes. If the steplength is completely determined by 

accuracy, the one-step schemes will generally yield more accurate results 

than the three-step schemes when using the same steplength. With respect 

to computational efficiency however, we expect that in general the three­

step schemes can compete with the one-step schemes when an accurate time 

integration is necessary. 

Perhaps it is needless to say that the integration formulas discussed 

in this paper, can equally be applied to parabolic problems in two, or 
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possibly three dimensions. The only mathematical restriction is that the 

eigenvalues of the Jacobian of the system of ordinary differential equations, 

which exists by semi-discretization, are almost real. For a lot of problems, 

this means no restriction. A practical restriction on the use of stabilized 

explicit methods may arise when o(J(y)) is extremely large. In spite of 

the relatively large stability boundaries, very small timesteps are then 

required to maintain stability. In particular, this disadvantage applies 

when the int,egration has to be executed over a relatively large interval. 

In such a situation it may be necessary to apply an unconditionally stable 

method. For one-dimensional problems this is easy to realize (see e.g. 

Sincovec & Madsen [5]). However, for multi-dimensional problems 'direct-

grid methods, such as ADI, are in general difficult to implement, whereas 

explicit methods are very easy to implement. 
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