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ABSTRACT 

A numerical comparison is made between three integration methods for 

semi-discrete parabolic partial differential equations in two space vari­

ables with a mixed derivative. Linear as well as non-linear equations are 

considered. The integration methods are the well-known one-step line hop­

scotch method, a four-step line hopscotch method, and a stabilized, explic­

it Runge-Kutta method. 
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1. INTRODUCTION 

In the numerical integration of systems of ordinary differential equa-

tions 

( 1. 1) y' = f(t,y), 

which are supposed to represent semi-discrete parabolic differential equa­

tions, that is, parabolic equations of which the space variables have been 

discretized and the time variable is left continuous, one usually distin­

guishes between three categories of integration formulas: 

Explicit fo:r'l7lulas [6,10], such as forward Euler, which do not require the 

solution of any system of linear or non-linear equations. 

Implicit and semi-implicit formulas [6], such as backward Euler or 

Rosenbrock-type methods, which always require the solution of systems of 

linear or non-linear equations containing the Jacobian matrix 3f/3y. 

~plitting formulas [1,7], such as ADI or hopscotch, which are mostly partly 

implicit and partly explicit. 

Each category has its advantages and its disadvantages. A clear advan­

tage of an explicit formula is that it is easy to apply and applicable to a 

very general class of problems. A clear disadvantage of an explicit formu­

la - at least of a standard one - is that it necessarily possesses condi­

tional stability properties, in contrast with implicit formulas which may 

be unconditionally stable. The application of implicit formulas, however, 

requires th1e solution of large.systems of equations, which, in case of more 

than one space variable, may be very time-consuming. Hence, the solution of 

these systems can annul the advantage of unrestricted stepsizes. To cir­

cumvent these time-consuming methods of solution, splitting formulas have 

been introduced. The advantage of this approach is that for relevant clas­

ses of problems a stepwise efficient process can be obtained, which, in 

addition, usually possesses unconditional stability properties. A disadvan­

tage of splitting formulas is that they are not easily applicable to very 

general classes of problems. 

From the foregoing it shall be clear that a sensible choice of an in­

tegration method for semi-discrete parabolic equations is difficult. 
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For example, if we consider systems of equations in 2 or 3 space vari­

ables, stabilized, explicit Runge-Kutta methods may be attractive [6,9]. On 

the other hand, if we restrict ourselves to one space dimension fully im­

plicit methods are obvious [4], because in this case the sets of linear or 

non-linear equations to be solved are not so complicated. 

It is the purpose of this paper to contribute to such a choice for 

saalar parabolic equations in -two spaae dimensions with a mixed derivative. 

We discuss test results of three time integrators, two of which are based 

on a splitting formula, namely on the one-step line hopsaotah formula of 

Gourlay & Mc Guire [2], and on a four-step line hopsaotah formula which 

is given in [8]. As pointed out by Gourlay & Mc Kee [3], the choice of the 

second order line hopscotch method is, within the class of one-step split­

ting methods, self-evident. The four-step method, of which a second order 

and a fourth order implementation is considered, is chosen in order to in­

vestigate whether this improves the one-step method. The third time inte­

grator is based on the expliait, stabilized three-step Runge-Kutta formu­

las from [9]. By comparing this explicit method with the two splitting 

methods - for our scalar problem class - we obtain at the same time an in­

dication on its use for systems of parabolic equations. Because, for sys­

tems, the splitting formulas are more difficult to apply and are less ef­

ficient per integration step, whereas the stepwise efficiency of the sta­

bilized, explicit formulas does not change with the number of parabolic 

equations, as these formulas do not require the solution of any set of 

equations. We did not consider any member from the class of implicit and 

semi-implicit formulas. 

2. THE THREE TI:ME INTEGRATORS 

In this section we describe the actual implementation~ - being used 

in our tests - of the three integration methods considered. For clarity, 

throughout the paper it is assumed that the semi-discrete,parabolic equa­

tions, which are allowed to be arbitrarily non-linear, are in expliait 

form, that is, of type (I.I). In the next section we shall discuss the 

semi-discretization being used. In order to describe the line hopscotch 
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formulas, we merely assume that the components of the vector functions y 

and fare 9-point coupled. To describe the stabilized Runge-Kutta formulas 

no special knowledge on (I.I) is needed. 

2. I. The stabilized Runge-Kutta formulas 

These formulas are the explicit, three-step Runge-Kutta formulas of 

second order, which are given in [9]. The main characteristic of them is 

that they have stability regions containing a long narrow strip around the 

negative axis of the complex plane. 

Let yn denote the approximation to y(tn), let,= tn+l - tn denote the 

(constant) steplength. The approximation y I at the next time point n+ 
t = t I is defined by n+ 

(2. l) 

yn(+j)l = (1-b.)y + b.y l + c.,f(t 1,y 1) + 
J n J n- J n- n-

(j-1) 
+ \.,f(t +µ. 1'•Y l ), J n J- n+ J l (I )m, 

where µ 0 = 0, µ. = -b. + c. + L, j = l(l)m-1, and m, the degree of the 
J J J J 

formula, that is, the number of £-evaluations, varies between 2 and 12. 

Thus (2.1) represents a family of 11 formulas. To be able to apply (2.1), 

two starting vectors should be given. In our experiments these starting 

vectors are obtained from the exact solution of the parabolic equation, 

which is always known (see section 3). 

It shall be clear that, once second order is established, the greater 

part of the parameters b., c., \., and d, is still free. For each m, 
J J J 

2 ~ m ~ 12, they have been determined to obtain almost maximal real stabi-

lity boundaries, say S (m) . There holds 

(2. 2) S (ra) "" 2.29 2 m, 
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hence the real stability boundaries of the family of formulas (2.1) approxi­

mately vary between 9.16 and 329.76. The effective boundaries S(m)/m approx­

imately vary between 4.58 and 27.48. In [9], also a set of first order for­

mulas is given, for which S(m) ~ 5.15 m2 • To save space, we do not give the 

expressions for the integration parameters b., c., A. and d. 
. J J J 

An important observation is that, to exploit.the large stability 

boundaries, the eigenvalues of af/ay should be real or almost real. If thex 
-~ 

are not, the stabilization is to no purpose. Fortunately, the greater part 

of the semi-discrete parabolic equations satisfy this requirement. A~so of im­

portance is to have an upper estimate of the spectral radius, say o, of 

af/ay over the range of integration. Once o is known, and Tis fixed before­

hand, the degree m can then be minimi~ed in the stability condition 

(2.3) TO~ S(m). 

In all our experiments we specify an upper estimate of o (valid for the 

whole range of integration) and always minimize m according to (2.3). These 

estimates are obtained automatically using the power method of the program 

M3RK discussed in [10]. The testing strategy shall be discussed in section 4. 

2.2 The one-step line hopscotch formula 

To be able to give our formulation_ (see [2,7]) of the one-step line 

hopscotch method in a compact way, we assume that each component of the 

9-point coupled, semi-discrete'equation is associated to an internal grid 

point of a two-dimensional grid. More precisely, we specifically use the 

fact that ~e consider scalar parabolic equations in two space-dimensions 

with a mixed derivative, of which discrete boundary relations are always 

explicitly solvable. 

Let nh be the set of internal grid points. Divide nh iµto 4 subsets, 

say n, n, n+ and n, in a way as schematically shown in fig 2.1. Now, re-o e X 

lated to these sets, we introduce the vector functions f ,,f, f+ and f , 
0 e X 

satisfying 



(2. 4) f = f + f + f + f • 
0 e + X 

Thus, for grid points from Q, the components off (t,y) are equal to the 
0 0 

components of f(t,y), while all other components off (t,y) are zero, and 
0 

so on. 

• 0 • 0 • 0 

+ X + X + X + X 

~I/ 
•-o-• 0 • 0 

/1~ + + X + X + X X 

• 0 • 0 • 0 

fig 2.1. Four subsets of gri points 

Next we define the vector functions 

(2. 5) f = f + f ' f = f + f • eo • o +x + x 

Our one-step line hopscotch formula is now given by 

(2. 6) 

In this formula y!!~ 

computing y!!~ first 

is considered as an intermediate approximation. By 

at the grid points E Q u Q, and then at the points 
+ X 

E Q U • 
agonal 

Q0 , only systems of (generally) non-linear equations with a tridi-

Jacobian are to be solved. The same holds for y 1, but now in the n+ . 
reserved order, which serves as the approximation at the new time point 

5 

tn+l = tn + •· It is easy to see that (2.6) is of second order consistency. 

Note that the splitting off, defined by (2.5), is along grid lines in the 

eo or +x direction, In a similar way the splitting may be defined in the 

other direction. 
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An attractive property of the hopscotch method is that the explicit 

£-evaluations can be saved by rewriting it in the so-called fast-form [2]. 

If we first rewrite (2.6) as (the notation is now self-evident) 

(y (I)) = (yn)+x + Tf (t ) 
n+I +x -2 +x n'yn' 

(I) 
(yn+I) eo = (y n) eo + ~f ( t + ~ (I ) ) 

2 •o n 2 'Y n+ I ' 

(2. 7) 
(I) + ~f ( t + ~ (I ) ) (yn+I )•o = (yn+I) eo 2 "to n 2 'Y n + I ' 

(yn+I )+x = 
(I) 

(yn+l)+x + ~f (t +T ) 2 +x n 'Y n+ I • 

the fast-form is easily recognized as 

O, ( I ) 
(yn)+x 

I 
n = (yn+I) +x = + -Tf (t y) 2 +x n' n ' 

( I ) I I ( I ) 
(yn+ I) eo = (yn)eo + zT f ( t + zT, y I ) , •o n n+ 

(2. 8) (yn+l)•o = 2( (I)) 
Yn+I eo - (yn)•o' 

n=n+.I, 

This is the line hopscotch formula we implemented. In our tests with this 

implementation (see section 4 for a discussion of the testing strategy) the 

systems of non-linear equations are always solved, approximately, by perform­

ing 2 Newton-type iterations. Consequently, in case of non-linear problems 

dy/dt = f(t,y) each integration step (n > 0) costs 2 complete f-evaluations, 

provided the tridiagonal Jacobian matrices are available. This is easy to 

verify by inspection of formula (2.8). In case of linaer problems, say 

dy/dt = Jy + g(t), J a constant matrix, we perform I iteration using the 

same Newton-type process. Hence, in case of linear problems, each integra­

tion step costs 1 complete f-evaluation. In the Newton-type process for the 
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unknowns (y~!;) 80 we use yn as predictor. This is sensible, as y!!~ is of 

first order at the point t = tn + I· Similarly, in the process for (yn+l)+x 

we use y(l) as predictor. All tridiagonal Jacobian matrices, needed in the n+l 
Newton-type process, are approximately evaluated using the finite differ-

ence relation 

(2. 9) 
F(z+Liz2 - F(z) 

Liz 

F(z) denoting a scalar function. The matrices, including those for the cal­

culation of (y 1) , are always evaluated at points (t ,y ). In our imple-n+ +x n n 
mentation the updating of the whole set of matrices costs 4 complete f-
evaluations. The frequency of updating shall be discusses in section 4. The 

reader who is interested 1.n more precise details concerning the implementa­

tion aspects is referred to [5], in which a similar implementation of two 

splitting m,ethods, including line hopscotch, is discussed. 

2.3. The four-step line hopscotch formula 

The four-step line hopscotch formula used in our tests is based on the 

fourth order backward differentiation formula for ordinary differential 

equations, i.e. the formula 

(2. 10) 

and on the line hopscotch method to solve y 1 iteratively from (2.10). n+ 
Performing m (m even) iterations and using the fast-form mentioned in the 

preceding s,ection, the computational scheme reads as follows (for a deri­

vation we refer to [8]): 
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I 
n = 3 I: = 25(48yn-36yn-1+16yn-2-3yn-3). n 

( (I)) 
(:En) +x 

12 
'Yn+l +x = + Ff+x(tn+•,Yn), 

(I) 
(yn+l )•o = (:En)•o 

12 (I) 
+ zs't"feo(tn+•,Yn+l), 

C) 
(:En) eo 

12 (j-1) (j-1) 
(ynlt) eo = + zs't"feo(tn+•,Yn+l ) = (yn+l ) eo' 

J = 2(2)m-2 

(2. I I ) 

n = n+l, 

The non-linear systems in (2.11) are approximately solved by performing one 

Newton-type iteration (see the preceding section). Thus, one integration 

step requires m/2 complete £-evaluations, irrespective the problem is linear 

or non-linear. Therefore, for non-linear problems, (2.11) is m/4 times more 

expensive than the one-step implementation, whereas for linear problems this 

factor is m/2. 

In [8] it is proved that scheme (2.11) is fourth order accurate for 

m ~ 4 and m-th order accurate form< 4, and that we have stability in cases 

where the Jacobian matrices of the systems occurring in (2.11) have negative 



eigenvalues, provided these matrices share the same eigensystem. 

In our experiments we chose m = 2 and m = 4 leading to a second and 

fourth order method, respectively. Both methods were applied with exact 

starting values for y0 , y 1, y2 and y3• For further details of the imple­

mentation we refer to the preceding section. 

3. THE SET OF TEST PROBLEMS 
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One of the major difficulties in the performance evaluation of algo­

rithms is the choice of a representative set of test problems from the 

problem class under consideration. Desirable is, anyhow, that one uses the 

same set to simplify the comparison of results presented in other papers. 

As we do not know of any existing collection of test problems from the 

class under consideration, we constructed a number of (hopefully non­

trivial) problems with a prescribed exact solution. In the problems only 

a limited number of difficulties are included, which, in our opinion, 

should be adequately handled by any algorithm that is passed to a possibly 

more severe test set. They include: arbitrary non-linearities to test the 

stability of the formulas, ill-balancedness of space derivatives and arbi­

trary coupling between space derivatives, which are unpleasant properties 

for splitting formulas. The degree of difficulty in the equations can be 

varied by one or more parameters. 

3.1 The actual test examples 

The equations are scaZar equations and belong to the general class 

(3. I) 

defined on the product set {(t,x1,x2) I O < t ~ I, (x 1,x2) € Q}, Q being 

the two-dimensional region 

(3.2) 
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The initial condition is obtained from the exact solution. The boundary 

conditions, which are assumed to be of the form 

(3.3) 

u outward normal derivative, will be specified with the examples. In case 
n 

of Dirichlet conditions, that is x = O, the exact solution values can be 

used. 

The parabolic equations themselves belong to four families containing 

one or more parameters. The exact solutions are specified with the families. 

First we list these families, and then specify th~ actual test examples. 

The space-discretization of these test examples is discussed in section 3.2. 

First family 

(3.4) 

where 

For all 0 and v the solution is given by 

The parameters a, w1 and w2 can be used to control the variation of the 

solution. 



Second family 

(3.5) 

where 

2 2 2 2 2B(l+Sx2) + 2(8x1-I) + 4ox1x2 (1+8x2)(8x1-I) 
---------------------+ 

(l+t)2 
2 2 2 2 2 (48 x 1x2-l)(x1+sx 1x2-x2) 

+-----------
(l+t)2 

For all Band o the solution is given by 

2 2 2 2 x 1 + 8x1x2 - x2 
u(t,x 1,x2) = I+ 1 + t 

where 8 is still free. 

Third family 

(3.6) 

where 

+ c(x 1,x2)u . ], 
xzx2 

a(x1 ,x2) I 2 2 
= 2XI + X2' 

b(x1 ,x2) 2 2 
= -(xl+x2), 

c(x1,x2) 2 
= xi 

! 2 + 2Xz• 

I I 

Equation (3.6) was constructed by "non-linearizing" the ,equation which 

arises for v = 0 and which is used by Gourlay & Mc Kee [3]. For all values 

of v we have 
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Fourth family 

(3. 7) u = ru 
t 

which has for all 8 the solution 

+ ru u 
x2x2 

To be able to specify the actual examples in a compact way, we finally intro­

duce 

(M2) 1 = {(x 1,x2) I (O '.'.'.: 
4 I) (xi 

4 3 
X2 '.'.'.: 1) xi < 7' X2 = u = 7'7 < u 

(!!. I ,x2 
3 

(xi I , 0 '.'.'.: ~) }, '.'.'.: xi < = -) u = '.'.'.: X2 7 7 

(M2) 2 = { (x1 ,x2) I XI = 0,0 < x2 < I) u (O '.'.'.: xi < l,x2 =0)}, 

Boundary condition I : Dirichlet condition on (cSQ)I u (o!J)2, 

Boundary condition 2: Dirichlet condition on ( cSQ) I and 

von Neumann condition (17 = 0 in (3.3)) on 

(cSQ)2. 

The test examples are now given by: 

Example I. Equation (3.4) with (v,e,w 1,w2,a) = (1,1.5,2,2,1) and boundary 

condition I. The problem is non-linear. 

Example 2. Like example I, but boundary condition 2 instead of boundary con­

dition I. 

Example 3. Equation (3.5) with (S,cS,8) = (2,5,2) and boundary condition 1. 

The problem is: non-linear. 

Example 4. Equation (3.6) with v = 0 and boundary condition I. This problem 

is linear. 



Example 5. Like example 4 with boundary condition I replaced by boundary 

condition 2. 
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Example 6. Like example 4 with v = 0 replaced by v = 5. Hence this problem 

is strongly non-linear. 

Example 7. The non-linear equation (3.7) with 8 = I and boundary condition I. 

As can be observed from the above examples, difficulties which are not 

included are, e.g., non-well behaviour of the function G, singularities in 

the solution, curved boundaries, non-linear boundary conditions, large con­

vective terms. The equations are, in fact, chosen in such a way that the 

solutions are smooth functions of x 1 and x2 and, in addition, most equa­

tions are chosen such that discretization of the space variables on a 

uniform grid by standard finite differences does not give a space discreti­

zation error. This means that the time integration aspect of the whole algo­

rithm can be tested more or less seperately from the effects of space dis­

cretization. 

3.2. The space discretization of the test examples 

All examples are semi-discretized on a uniform grid using finite dif­

ferences with grid size h = 1/21. Consequently, the number of internal grid 

points lying in the region Q, given by (3.2), comes to 292. At these points 

we use second order, symmetrical differences, that is, u is replaced by 
xi 

the standard 2-point difference, u by the standard 3-point difference, 
X•X• 

and u by the standard 4-point difference. The expressions obtained at 
x1x2 

grid points nearest to the boundary thus contain values at boundary points. 

To point out how we calculate these values, that is, how we discretize the 

boundary relation (3.3), we consider the following picture and assume that 

on the line x2 = 0 relation (3.3) is to be discretized. 
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Let U (t) denote the semi-discrete approximation to the exact solution er 
u(t,x 1,x2) at the point (x 1,x2) = (ch,rh). Along the line x2 = 0 relation 

(3.3) is then replaced by the second order, 3-point difference relation 

(3. 8) 
~(t,ch,O) - n(t,ch,O)U (t) co 

x(t,ch,O) 

of which the right member approximates the outward normal derivative of 

u(t,x 1,x2) at the point (ch,O). Next, uc0 (t) is expressed in its 2 neizhbours 

uc 1(t) and uc2 (t). This expression is then substituted in the difference 

expressions, at internal grid points, in which uc0 (t) is asked for. Conse­

quently, each component of the resulting system of ordinary differential 

equations is related to an internal grid point. Note that the space discre­

tization errors for problems belonging to the first three families are equal 

to zero. It should also be observed that in case of boundary condition 2 the 

approximation u00 is expressed in u 11 , u 12 , u21 and u22" The expression can 

be obtained in two ways, viz. by using the normal of the line x 1 = 0, or the 

normal of the line x2 = 0. We apply the second possibility. 

4. TESTING STRATEGY AND PRESENTATION OF RESULTS 

To be able to obtain a clear indication on the merits of the formulas 

we are testing we keep it as simple as possible. To each test example, their 

implementations, as given in section 2, are applied for a sequence of con­

stant stepsizes (which may differ per implementation). We thus do not use 
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any strategy to estimate errors and to vary the stepsize. Neither a strategy 

to control the updating of the tridiagonal matrices used by the hopscotch 

methods, nor a strategy to control the variation of the spectral radius used 

for the application of the explicit method, is included. In case of non­

linear problems the updating of the tridiagonal matrices is performed every 

integration step, while an estimate of the spectral radius is specified be­

forehand. This estimate is usually a constant. From the results reported in 

[IO], we know that additional costs due to an automatic control on the varia­

tion ·of the spectral radius, as well as its updating, are relatively small 

(in practice not more than about 10%). 

Per example, all results are embodied in one accuracy-efficiency dia­

gram and an accompanying table. The accuracy is measured by 

A= min(- 101og I U (I) - u(I,ch,rh) 1), c,r er 

where Ucr(I) denotes the final approximation at (t,x1,x2) = (I,ch,rh), with 

(ch,rh) running through the whole set of internal grid points and boundary 

grid points. The efficiency is measured by 

and 

CI= the number of evaluations of the semi-discrete system, 

where evaluations for the Jacobian matrices are not taken 

into account. 

CJ= the number of.evaluations of the semi-discrete system used 

in updating the Jacobian matrices. 

The measure CI merely counts the number of evaluations required by the in­

tegrators themselves. Only this measure is, in fact, embodied in the dia­

grams. For the explicit formulas this is obvious. In case of linear prob­

lems (constant Jacobian matrices) this is also obvious for the hopscotch 

methods. For non-linear problems, one should, in fact, also take into ac­

count some fraction of CJ. Such a fraction, however, is rather problem 

dependent. If the Jacobians are slowly varying, it will be small; if the 

Jacobians are strongly varying, it will be large. The numbers CJ are given 



16 

in the accompanying tables, so that the reader can judge the results him­

self. We shortly return to this point at the end of this section. Other 

computations, such as LU-decompositions and forward-backward substitutions 

needed in the hopscotch methods, are also not taken into account in our effi­

ciency measure. This slightly favours the hopscotch methods in our compar­

isons. 

The diagrams and accompanying tables are collected in figures 4.1 -

4.7 and tables 4.1 - 4.7. For linear problems the c3-column is left empty. 

Large negative A-values must be interpreted as unstable results. We use the 

following abbreviations: 

1- for the explicit integrator, 

2- for the one-step hopscotch integra~or, 

3- for the second order four-step hopscotch integrator, 

4- for the fourth order four-step hopscotch integrator. 
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4 

0 

4 

4 

100 200 300 400 500 600 
~ CI 

Fig. 4. I The A--CI diagram for the non-linear example I. For all 

methods the accuracy is low because of the oscillating 

solution. The hopscotch methods are comparable and 

more ,2fficient than the explicit method. 

0L--+---+-----+----L----+-----+-----+--
!OJ 2(.,0 300 400 500 600 

~CI 

Fig. 4.2 The A-C 1 diagram for the non-linear example 2. Almost 

the same picture as in fig. 4.1. The replacement of 

Dirichlet conditions by van Neumann conditions slight­

ly reiduces the accuracy of the hopscotch formulas. 
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T CI CJ A 

J/20 200 

~ 
0. 72 

I 1/40 280 I. 67 

1/80 400 2.26 

1/20 40 80 -0.25 

1/40 80 160 I .05 
2 

1/80 160 320 J.72 

1/160 320 640 2.37 

1/40 40 160 0.92 

1/80 80 320 1.55 
3 

1/160 160 640 2. I 4 

1/320 320 1280 2. 73 

1/20 40 80 0.61 

4 1/40 80 160 I. 41 

1/80 160 

I 
320 2.00 

1/160 320 640 2.67 

Table 4. I Example I, 0 4200. 

T CI CJ A 

1/20 200 

IX 
0.74 

I 1/40 280 I. 6 7 

1/80 400 2. 26 

I /20 40 80 -0.25 

1/40 80 160 0.91 
2 

1/80 160 320 I. 48 

1/160 320 640 2.08 

1/40 40 160 o. 72 

1/80 80 320 I. 26 
3 

1/160 160 640 I. 83 

1/320 320 1280 2.42 

1/20 40 80 0.54 

1/40 80 160 1.09 
4 

1/80 160 320 I. 72 

I 1/160 320 640 2.42 

Table 4.2 Example 2, o 4200. 
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-------. Cl 

600 

Fig. 4.3 The A-c1 diagram for the non-linear example 2. Again 

the hopscotch methods are comparable and more efficient 

than the explicit method. 

/I 

100 200 300 400 500 600 

---1Cl 

Fig. 4.4 The A-C1 diagram for the linear example 4. Roughly the 

same picture as before. 

T Cl CJ A 

1/15 164 

~ 
2.08 

I 1/30 238 3.49 

1/60 339 4.42 

1/20 40 80 2.46 

2 1/40 80 160 3.92 

1/80 160 320 4.52 

1/40 40 160 4.00 

3 1/80 80 320 4.72 

1/160 160 640 5.33 

1/20 40 80 2.37 

4 1/40 80 160 4.67 

1/80 160 320 5.35 

Table 4.3 Example 3, o = 4930 - 2340t. 

T Cl A 

1/10 110 2.07 

1/20 160 2.64 

1/40 240 3.79 

1/80 320 4. 77 

1/20 20 3.21 

1/40 40 3.81 
2 

1/80 80 4.41 

1/160 160 5.01 

1/20 20 2.62 

1/40 40 3.53 
3 

1/80 80 4. 14 

1/160 160 4.74 

1/10 20 1.73 

1/20 40 3.26 
4 

1/40 80 3.98 

1/80 160 4.68 

Table 4.4 Example 4, o = 2740. 
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----'> CI 

Fig. 4. 5 Th,e A-C1 diagram for the linear example 5. When com-

pared with example 4, the hopscotch results are 

slightly less accurate. 
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Fig. 4.6 Th,e A-C1 diagram for the strongly non-linear example 6. 

Th,e four-step hopscotch methods become unstable for the 

larger stepsizes. 
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T CI CJ A 
I/ 10 120 I I. 80 

/ 
I /20 180 I 2.82 

1/40 240 3.78 

1/80 400 4.76 

I /20 20 2.83 

1/40 40 3.45 
2 

I/80 80 4.06 

1/160 160 4.66 

1/20 20 2. I 8 

1/40 40 3. I 9 
3 

1/80 80 3.79 

1/160 160 4.39 

I/IO 20 I. 64 

1/20 40 2.90 
4 

1/40 80 3. 64 

I /80 160 4.36 

Table 4.5 Example 5, G 3000. 

T CI CJ A 

I I 10 I 10 

IX 
2. I 8 

1/20 160 2. 71 
I 

1/40 240 3.79 

1/80 320 4. 77 

I/ I 0 20 40 2.46 

1/20 40 80 3.23 
2 

1/40 80 160 3.84 

1/80 160 320 4.44 

1/20 20 80 - 50 

1/40 40 160 - 100 
3 

1/80 80 320 3.63 

1/160 160 640 4.24 

I /10 20 40 - 100 

l /20 40 80 - 200 
4 

1/40 80 160 3.45 

1/80 160 320 4.15 

Table 4.6 Example 6, o = 2740. 
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T CI CJ A 

6 

5 

1/10 120 

~ 
2.24 

1/20 180 3.27 
I 

1/40 240 4.25 

1/80 400 5.26 

1/17 34 68 2.74 

1/35 70 140 3.57 
4 2 

1/70 140 280 4.15 

1/140 280 560 4.68 

3 1/35 35 140 3.39 

1/70 70 280 3.88 
3 

2 
1/140 140 560 4.45 

1/280 280 1120 4.92 

1/35 70 140 3.65 

JOO 200 300 400 500 600 
1/70 140 280 4.29 

4 - CI 1/140 280 560 4.88 

Fig. 4. 7 The A-c1 diagram for the non-11.near example 7. In this 1/280 560 1120 5.26 
case the explicit method becomes competi~ive if high 
accuracy is desired. 

~ 4.7 Example 7, o = 3000. 

Example I Example 7 

T CI CJ A ' CI CJ A 

1/20 40 8 0.29 I/ 17 34 8 2.62 

1/40 80 16 -0.37 1/35 70 16 3.58 
2 

I 1/80 160 32 -o. 19 1/70 140 28 4. 17 

1/160 320 64 0.73 I 1/140 280 56 4.69 

1/40 40 16 -4.82 1/35 35 16 3. 13 

1/80 80 32 -2.83 1/70 70 28 4.41 
3 

I 1/160 160 64 I. II 1/140 140 56 4.96 

1/320 320 128 I .66 1/280 280 112 5.98 

1/20 40 8 -0.31 1/35 70 16 3,51 

1/40 80 16 -68.31 1/70 140 28 4.78 
4 

1/80 160 32 -5.42 1/140 280 56 5.83 

1/160 320 64 1.34 1/280 560 II 2 5.47 

~ 4.8 Results of two experiments with inaccurate Jacobian matrices. 
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5. CONCLUSIONS 

The results of the experiments lead us to the following observations: 
0 

1 • As a rule, the three hopscotch integrators behave similarly and are 

competitive to each other, the·one-step version being somewhat more stable 

when integrating non-linear problems. Because, in add_ition, the one-step 
I 

method is somewhat easier to implement, it is to be preferred to the four-

step versions. 

2°. The hopscotch methods are particularly suited if one is satisfied with 

low accuracy results, say A between 2 and 3. It appears that such results 

can be obtained with a relatively small amount of computational effort. 

3°. The fourth order hopscotch method does not stand out clearly. This is 

due to the fact that its effective order, when considering realistic step­

sizes, is much lower than four. Its theoretical order only appears in the 

results for unrealistic values of TO. 
0 • 

4. In all diagrams the stabilized Runge-Kutta method appears to be the 

most expensive integrator. It should be observed, however, that this method 

is prejudiced in the comparisons, because of the fact that CJ is not taken 

into account (this observation does not apply in case of linear problems). 

Therefore, by way of trial, we performed two other experiments. We again 

integrated examples 1 and 7 with the three hopscotch methods, but now up­

dated the tridiagonal Jacobians every 10 integration steps. The results 

for example 7, given in table 4.8, are almost indentical to those given in 

table 4.7. For example 1, however, the results become worse. In this case, 

the exact Jacobian matrices are varying rather strongly over the integra­

tion interval, so that, in the comparison with the explicit method, a large 

fraction of CJ should be taken into account. 

Concludingly, from the four methods considered, the on~-step line 

hopscotch method appears to be the most efficient one for the numerical so-· 

lution of scalar parabolic equations in two space dimensions with a mixed 

derivative. We expect that, if one is satisfied with low accuracy, this 

method is also more efficient than any fully implicit or semi-implicit one. 

It seems worth pursuing this point further. A slight disadvantage of the 
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line hopscotch method is, that it is sentitive to ill-balancedness of space 

derivatives. For example, if in equation (3.5) the parameter Sis large, 

the method has to be implicit in the x 1-direction, otherwise the results 

become worse. Thus, in case of non-linear problems where the ill-balanced­

ness may vary, one has to be careful in choosing the implicit direction. 
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