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ABSTRACT

The numerical solution is discussed of nonlinear, time-dependent partial differential equations. By the method of lines an initial value problem for a system of ODE's is obtained to which an implicit linear multistep method is applied. Using Newton iteration the nonlinear implicit relations are replaced by a sequence of linear equations. The linear problems are preconditioned by applying incomplete LU-decomposition and then solved by Jacobi iteration. The convergence is accelerated by introducing coarse grid corrections. Numerical examples are given and a comparison is made with other integration techniques.
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## 1. INTRODUCTION

When the method of lines is applied to an initial-boundary value problem for a (nonlinear) hyperbolic or parabolic differential equation, we often obtain a system of ODE's of the form

$$
\begin{equation*}
\frac{d^{\nu} y}{d t^{\nu}}=f(t, y), \quad \nu=1,2 \tag{1.1}
\end{equation*}
$$

with prescribed values for $y$ (and $d y / d t$ ) at $t=t_{0}$. By applying a linear multistep method to this equation we are asked to solve at each time step the system of equations

$$
\begin{equation*}
y-b_{0} \tau_{n}^{\nu} f\left(t_{n+1}, y\right)=\sum_{\ell=1}^{k}\left[a_{\ell} y_{n+1}-\ell^{+b_{l}} \tau_{n}^{\nu} f\left(t_{n+1-\ell}, y_{n+1-\ell}\right)\right] \tag{1.2}
\end{equation*}
$$

where $Y_{n}$ denotes the numerical solution at $t=t_{n}, \tau_{n}=t_{n+1}-t_{n}$ and $\left\{a_{\ell}, b_{\ell}\right\}$ are real coefficients. The (approximate) solution of (1.2) is identified with $Y_{n+1}$.

Assuming that $f$ is differentiable with respect to $y$ we may define the iteration process [5]

$$
\begin{align*}
& y^{(0)}=y^{(p r e d)}, \\
& y^{(j)}=\left[I-b_{0} \tau_{n}^{\nu} \tilde{J}_{j}\right]^{-1}\left[b_{0} \tau_{n}^{\nu}\left(J-\tilde{J}_{j}\right) y^{(j-1)}+\phi(u(j))\right], \quad j=1, \ldots, M  \tag{1.3}\\
& \phi(u(j))=\sum_{n}+b_{0} \tau_{n}^{\nu}\left[f\left(t_{n+1}, y(u(j))\right)-J y^{(u(j))}\right] \\
& J=\frac{\partial f}{\partial y}\left(t_{n+1}, Y^{(0)}\right), \quad 0 \leq u(j) \leq u(j+1) \leq j,
\end{align*}
$$

where $\sum_{n}$ denotes the right-hand side of equation (1.2), $y^{\text {(pred) }}$ is some predictor, $\tilde{J}_{j}, j=1, \ldots, M$, are approximations to $J$ and $u(j)$ is a piecewise constant function. This function will be called the update function because each time it changes its value a new right-hand side function is to be evaluated.

The scheme (1.3) contains several well-known iteration processes as special cases. For instance,

$$
\begin{equation*}
\tilde{J}_{j}=J, \quad u(j)=j-1 \tag{1.4}
\end{equation*}
$$

yields the modified Newton-Raphson process.
A second class of methods is based on a splitting of the Jacobian matris J. Well known methods arise if (f(t,y) originating from a 2-dimensional problem)

$$
\tilde{J}_{j}=\left\{\begin{array}{ll}
J_{1} & j \text { odd }  \tag{1.5}\\
J_{2} & j \text { even }
\end{array} \quad, J_{1}+J_{2}=J,\right.
$$

where $J_{1}$ and $J_{2}$ are "simply structured matrices" (e.g. tridiagonal matrices). A slight modification of (1.5) is given by

$$
\text { (1.5') } \quad \tilde{J}_{j}=J_{1}+J_{2}-b_{0} \tau_{n}^{\nu} J_{1} J_{2}=J-b_{0} \tau_{n}^{\nu} J_{1} J_{2} .
$$

The update function $u(j)$ is still free in these methods. In [4] the case $u(j)=j-1$ was investigated (method of successive corrections). This choice requires in each iteration an f-evaluation and generally is rather expensive; however, the efficiency might be improved by choosing other update strategies for $f$.

A third class of iteration methods is based on incomplete LU-decomposition. Let $L^{*} U^{*}$ denote an incomplete LU-decomposition of the matrix $I-b_{0} \tau{ }^{\nu}{ }_{J}$ (from now on the index $n$ is omitted in the steps $\tau_{n}$ ), i.e.

$$
\begin{equation*}
I-b_{0} \tau^{\nu} J=L^{*} U^{*}-R, \tag{1.6}
\end{equation*}
$$

where $R$ is the residual matrix with a small matrix norm and $L^{*}, U^{*}$ are a lower and upper triangular matrix, respectively. These matrices were chosen as proposed in [8]. Let $J$ be a (K×K) matrix, then writing $A=I-b_{0} \tau^{\nu} J$ and denoting the elements of the matrices $A, L^{*}, U^{*}$ and $R$ by $a_{i j}, \ell_{i j}^{*}, u_{i j}^{*}$ and $r_{i j}, 1 \leq i, j \leq K$, the incomplete LU-decomposition is defined by

$$
\begin{aligned}
& \ell_{j j}^{*}=1, j=1, \ldots, k, \\
& \text { If }(k, j) \in P \text { then } u_{k j}^{*}=0 \Rightarrow r_{k j}:=-\left(a_{k j}-\sum_{i=1}^{k-1} \ell_{k i}^{*} u_{i j}^{*}\right) \\
& \quad \text { else } u_{k j}^{*}:=a_{k j}-\sum_{i=1} \ell_{k i}^{*} u_{i j}^{*} \text { for } j=k, \ldots, k ; \\
& \text { If }(j, k) \in P \text { then } \ell_{j k}^{*}=0 \Rightarrow r_{j k}:=-\left(a_{j k}-\sum_{i=1}^{k-1} \ell_{j i}^{*} u_{i k}^{*}\right) \\
& \quad \text { else } \ell_{j k}^{*}:=\left(a_{j k}-\sum_{i=1}^{k} \ell_{j i}^{*} u_{i j}^{*}\right) / u_{k k}^{*} \text { for } j=k+1, \ldots, k,
\end{aligned}
$$

where $k=1, \ldots, k$. In all our experiments $P$ is the set of pairs of integers defined by

$$
P=\left\{(i, j)| | i-j \mid \neq 0,1, \frac{b-3}{2}, \frac{b-1}{2} ; 1 \leq i, j \leq K\right\}
$$

where b denotes the bandwidth of A [11].
This choice of the set $P$ is suitable when the partial differential equations does not contain mixed derivatives and is semi-discretized by standard symmetric differences. For more details on the $L^{*} U^{*}$-decomposition we refer to [8].

We now define the approximations $\tilde{J}_{j}, j=1, \ldots, M$ in (1.3) by (1.8) $I-b_{0} \tau \nu \tilde{J}_{j}=L^{*} U^{*}, J_{j}=\frac{1}{b_{0} \tau}\left[I-L^{*} U^{*}\right]$.

Substitution into (1.3) yields for $y^{(j)}$ the expression
(1.9) $y^{(j)}=\left[L^{*} U^{\star}\right]^{-1}\left[R y^{(j-1)}+\phi(u(j))\right]$.

This iteration method can be interpreted as a Newton-Raphson method in which the linear systems are first preconditioned and then solved by Jacobi iteration. To see this we consider the linear system to be solved in the Newton-Raphson process for (1.2) in the form

$$
\begin{equation*}
\left(I-b_{0} \tau^{\nu} J\right) y=\phi(u(j)) \tag{1.10}
\end{equation*}
$$

where $y^{(u(j))}$ is the solution of the preceding Newton step. Let $L^{*} U^{*}$ be the incomplete LU-decomposition defined by (1.7) then (1.10) can be preconditioned to obtain

$$
\left(L^{*} U^{*}\right)^{-1} \cdot\left(I-b_{0} \tau^{\nu} J\right) y=\left(L^{*} U^{*}\right)^{-1} \phi(u(j))
$$

Substitution of (1.6) yields
(1.10') $y=\left[\mathrm{I}^{*} \mathrm{U}^{\star}\right]^{-1}[R Y+\phi(u(j))]$
and applying Jacobi iteration leads to (1.9).
In Section 2 we derive the iteration error of the general iteration method (1.3) and in section 3 the effect is considered of introducing coarse grid corrections into (1.3). Finally, in section 4 we apply (1.9) in a number of parabolic initial-boundary value problems and show that coarse grid corrections improve the accuracy considerably. Also comparisons are given with other integration techniques.

## 2. THE ITERATION ERROR

Let $\eta$ be the solution of equation (1.2) and define the iteration error

$$
\begin{equation*}
\varepsilon(j)=\eta-y^{(j)} \tag{2.1}
\end{equation*}
$$

Then, it is easily verified that the iteration error of the scheme (1.3) satisfies the relation

$$
\begin{align*}
{\left[I-b_{0} \tau \tilde{J}_{j}\right] \varepsilon(j)=b_{0} \tau } & \left\{\left[J-\tilde{J}_{j}\right] \varepsilon(j-1)-\left(J \eta-f\left(t_{n+1}, \eta\right)\right)\right.  \tag{2.2}\\
& \left.+\left(J y(u(j))-f\left(t_{n+1}, y(u(j))\right)\right)\right\}
\end{align*}
$$

Since $f$ is assumed to be differentiable it satisfies an inequality of the form

$$
\begin{equation*}
\|f(t, v)-J v-f(t, w)+J w\| \leq \sup _{y \in Y}\left\|\frac{\partial f}{\partial y}(t, y)-J\right\|\|v-w\| \tag{2.3}
\end{equation*}
$$

where

$$
y=\{y \mid y=0 v+(1-\theta) w, \quad 0 \leq \theta \leq 1\}
$$

Using this inequality we derive from (2.2) the estimate

$$
\begin{equation*}
\|\varepsilon(j)\| \leq\left|b_{0}\right| \tau{ }^{\nu}\left\|\left(I-b_{0} \tau^{\nu} \tilde{J}_{j}\right)^{-1}\right\|\left\{\left\|J-\tilde{J}_{j}\right\|\|\varepsilon(j-1)\|+c_{j}\|\varepsilon(u(j))\|\right\} \tag{2.4}
\end{equation*}
$$

$$
\begin{aligned}
& c_{j}=\sup _{y \in Y_{j}}\left\|\frac{\partial f}{\partial y}\left(t_{n+1}, y\right)-\frac{\partial f}{\partial y}\left(t_{n+1}, y^{(0)}\right)\right\|, \\
& Y_{j}=\left\{y \mid y=\theta n+(1-\theta) y^{(u(j))}, 0 \leq \theta \leq 1\right\} .
\end{aligned}
$$

From (2.4) it is immediate that the final iteration error (2.5) $\quad \varepsilon(M)=0\left(\tau^{\nu(\tilde{p}+1+m)}\right) \quad$ as $\tau \rightarrow 0$
where $\hat{p}$ is the order of accuracy of the predictor formula used in (1.3) and $m$ denotes the number of f-evaluations. Thus in order to obtain the same order of accuracy $p$ as the generating $k$-step method (1.2) at least $(p+1) / \nu-\hat{p}-1$ right-hand side evaluations are required.

We also conclude from (2.4) that for slowly varying Jacobian matrices $\partial f / \partial y$ the contribution of the (Newton) error $\varepsilon(u(j))$ will be small when compared with $\varepsilon(j-1)$. This means that one should keep $u(j)$ sufficiently long on a fixed value in order to compensate the possibly large error constant caused by the factor $\left\|J-\widetilde{J}_{j}\right\|$. This may lead to large numbers of matrixvector multiplications but does not increase the number of function evaluations.
3. COARSE GRID CORRECTION

In order to accelerate the convergence of (1.3) we add to $\mathrm{y}^{(j-1)}$ for $j=M_{1}, M_{2}, \ldots$ the correction term (cf. $[2,3]$ )

$$
\begin{equation*}
c^{(j)}=P_{h H}\left[I-b_{0} \tau{ }_{J_{H}}\right]^{-1} R_{H h}\left[\phi(u(j-1))-\left(I-b_{0} \tau^{\nu}{ }_{J} Y^{(j-1)}\right]\right. \tag{3.1}
\end{equation*}
$$

to obtain

$$
\begin{align*}
y^{(j)}=\left[I-b_{0} \tau \tilde{J}_{j}^{\nu}\right]^{-1}\left[b_{0} \tau^{\nu}\left(J-\tilde{J}_{j}\right)\left(y^{(j-1)}+c(j)\right)\right. & +\phi(u(j))],  \tag{3.2}\\
j & =M_{1}, M_{2}, \ldots .
\end{align*}
$$

Here, $J_{H}$ denotes the Jacobian matrix of the right-hand side function corresponding to a coarse grid with grid parameter H. The (rectangular) matrices $R_{H h}$ and $P_{h H}$ relate the grid functions defined on the coarse grid $\Omega_{H}$ and the grid $\Omega_{h}$ actually used ( $h<H$ ) . $R_{H h}$ (the restrictor) transforms a grid function defined on $\Omega_{h}$ into a function defined on $\Omega_{H}$ and $P_{h H}$ (the prolongator) vice versa. These operators are assumed to satisfy the relation (cf. [2])

$$
\begin{equation*}
\left\|P_{h H} R_{H h}-I\right\|=O\left(H^{q}\right) \text { as } H \rightarrow 0, q \geq 1 \tag{3.3a}
\end{equation*}
$$

Furthermore, it will be assumed that also

$$
\begin{equation*}
\left\|J_{H}-R_{H h} J_{h} P_{h H}\right\|=O\left(H^{q}\right) \text { as } h<H \rightarrow 0 \tag{3.3b}
\end{equation*}
$$

The coarse grid corrections

$$
C^{(j)}=P_{h H}{ }^{(j)}, \quad j=M_{1}, M_{2}, \ldots
$$

require the solution of linear systems for $C_{H}^{(j)}$ with

$$
\begin{equation*}
A_{H}=I-b_{0} \tau^{\nu} J_{H} \tag{3.4}
\end{equation*}
$$

as its matrix of coefficients. Let $\tilde{A}_{H}$ be an approximation to $A_{H}$ such that $\tilde{A}_{H}^{-1}$ is easily evaluated and write the linear system for $C_{H}{ }_{H}^{(j)}$ in the form

$$
\begin{equation*}
A_{H} z=\psi_{H}^{(j)} \tag{3.5}
\end{equation*}
$$

then we may define the iteration process (cf.[2])

$$
\begin{equation*}
z_{0}=\tilde{A}_{H}^{-1} \psi_{H}^{(j)} \tag{3.6a}
\end{equation*}
$$

$$
\begin{equation*}
z_{\ell}=\left[I-\tilde{A}_{H}^{-1} A_{H}\right] z_{\ell-1}+\tilde{A}_{H}^{-1} \psi_{H}^{(j)}, \quad \ell=1,2, \ldots \tag{3.6b}
\end{equation*}
$$

We shall assume that this process solves (3.5) with negligible error. Then the iteration error of (3.2) satisfies the equation (cf. (2.2))

$$
\begin{align*}
{\left[I-b_{0} \tau\right.} & \left.\nu \tilde{J}_{j}\right] \varepsilon(j)=  \tag{3.7}\\
b_{0} & \tau^{\nu}\left\{\left[J-\tilde{J}_{j}\right]\left[I-P_{h H} A_{H}^{-1} R_{H h}^{A}\right] \varepsilon(j-1)\right. \\
& -\left[I+b_{0} \tau^{\nu}\left(J-\widetilde{J}_{j}\right) P_{h H} A_{H}^{-1} R_{H h}\right]\left[\left(J n-f\left(t_{n+1}, \eta\right)\right)\right. \\
& \left.\left.-\left(J y(u(j))-f\left(t_{n+1}, Y(u(j))\right)\right)\right]\right\}
\end{align*}
$$

where we have written $A=I-b_{0} \tau^{\nu} J$ and where it is assumed that $u(j)=u(j-$ for $j=M_{1}, M_{2}, \ldots$.

In a similar way as we derived (2.4) from (2.2) we now derive from (3.7) the estimate

$$
\begin{align*}
\|\varepsilon(j)\| \leq & \left.\left|b_{0}\right| \tau \tau_{\|} \|-b_{0} \tau \tilde{J}_{j}\right)^{-1} \|\left\{\left\|J-\tilde{J}_{j}\right\|\left\|I-P_{h H} A_{H}^{-1} R_{H h} A\right\|\|\varepsilon(j-1)\|\right.  \tag{3.8}\\
& \left.+C_{j}\left\|I+b_{0} \tau{ }^{\nu}\left(J-\tilde{J}_{j}\right) P_{h H} A_{H}^{-1} R_{H h}\right\|\|\varepsilon(u(j))\|\right\},
\end{align*}
$$

where $C_{j}$ is defined in the same way as in (2.4). The main difference with the estimate (2.4) is the occurence of the factor \|I $-P_{h H} A_{H}^{-1} R_{H h}^{A l l}$ in the error constant of $\varepsilon(j-1)$. In order to see the magnitude of this quantity we substitute $A$ and $A_{H}$, and write

$$
\begin{aligned}
I & -P_{h H} A_{H}^{-1} R_{H h} A \\
& =\left(I-b_{0} \tau^{\nu} J^{*}\right)^{-1}\left[\left(I-b_{0} \tau \nu^{*}\right)-\left(I-b_{0} \tau{ }^{\nu} J^{*}\right) P_{h H}\left(I-b_{0} \tau^{\nu} J_{H}\right)^{-1} R_{H h}\left(I-b_{0} \tau^{\nu} J\right)\right],
\end{aligned}
$$

where $J^{*}$ is a (square) matrix satisfying the relation

$$
\begin{equation*}
J^{*} P_{h H}=P_{h H} J_{H} . \tag{3.9}
\end{equation*}
$$

It is easily verified that

$$
\begin{align*}
& I-P_{h H} A_{H}^{-1} R_{H h}^{A}=  \tag{3.10}\\
& =\left(I-b_{0} \tau{ }_{J}{ }^{*}\right)^{-1}\left[\left(I-P_{h H} R_{H h}\right)-b_{0} \tau{ }^{\nu} P_{h H}\left(J_{H}-R_{H h} J P_{h H}\right) R_{H h}\left(P_{h H} R_{H h}\right)^{-1}\right] .
\end{align*}
$$

Hence, by virtue of (3.3)

$$
\begin{equation*}
\left\|I-P_{h H} A_{H}^{-1} R_{H h} A\right\|=0\left(H^{q}+\tau \nu_{H} q^{q}\right) \text { as } \tau, h<H \rightarrow 0 . \tag{3.11}
\end{equation*}
$$

From (3.8) we now derive for $j=M_{1}, M_{2}, \ldots$

$$
\begin{equation*}
\|\varepsilon(j)\| \leq C \tau{ }^{\nu}\left(H_{\|}\left\|_{J-\tilde{J}_{j}}\right\|\left\|_{\varepsilon(j-1) \|}+C_{j}\right\| \varepsilon(u(j)) \|\right) \tag{3.12}
\end{equation*}
$$

where C is a uniformly bounded constant as $\tau$ and $\mathrm{H} \rightarrow 0$.

## 4. NUMERICAL EXPERIMENTS

### 4.1 The test examples.

All initial-boundary value problems chosen for our numerical experiments are defined on $0 \leq t \leq 1$ and

$$
\Omega=\left\{\left(x_{1}, x_{2}\right) \mid 0 \leq x_{1}, x_{2} \leq 1\right\}
$$

and semi-discretized on a uniform grid $\Omega_{h}$ with mesh width $h$ by standard symmetric differences. The grid used to define the coarse grid correction (3.1) has grid parameter $H=2 h$. Thus, $h=1 / 10$ results in 81 equations on the fine grid and 16 equations on the coarse grid. For $h=1 / 20$ we have 361 and 81 equations, respectively.

The examples were chosen such that the exact solution is available. Therefore, initial and boundary conditions can be prescribed by providing the exact solution.

Our first example is linear and serves to test the effect of the coarse grid correction on the rate of convergence of the iteration scheme:

$$
\left\{\begin{array}{l}
U_{t}=\alpha\left(U_{x_{1} x_{1}}+U_{x_{2} x_{2}}\right)-\alpha e^{-t}\left(4 \alpha+x_{1}^{2}+x_{2}^{2}\right), \alpha=1,100  \tag{4.1}\\
U\left(x_{1}, x_{2}, t\right)=\alpha e^{-t}\left(x_{1}^{2}+x_{2}^{2}\right)+1
\end{array}\right.
$$

Since the exact solution is quadratic in the space variables $x_{1}$ and $x_{2}$ the space discretization error vanishes so that the time integration aspect can be tested more or less separately from the effects of space discretization.

The second example is defined by [9]

$$
\left\{\begin{array}{l}
U_{t}=\left(\frac{\partial^{2}}{\partial x_{1}^{2}}+\frac{\partial^{2}}{\partial x_{2}^{2}}\right) u^{5}  \tag{4.2}\\
u\left(x_{1}, x_{2}, t\right)=\left[\frac{4}{5}\left(2 t+x_{1}+x_{2}\right)\right]^{\frac{1}{4}}
\end{array}\right.
$$

This nonlinear problem gives rise to an iteration error $\varepsilon$ (M) where both the error of the inner (Jacobi) iteration and the outer (Newton) iteration are
present (cf. (2.4) and (3.12)). It therefore can be used to demonstrate the effect of the inner and outer iteration processes.

### 4.2 The numerical scheme.

In this paper the numerical experiments are restricted to parabolic equations, i.e. $v=1$ in (1.1). For the implicit formula (1.2) the fourth order backward differentiation formula (cf. e.g. [6, p.242]) was chosen which results in

$$
\begin{equation*}
b_{0}=\frac{12}{25}, \quad \sum_{n}=\frac{1}{25}\left[48 y_{n}-36 y_{n-1}+16 y_{n-2}-3 y_{n-3}\right] \tag{4.3}
\end{equation*}
$$

in the iteration process (1.3). This formula was chosen because of its excellent stability properties [1] so that (1.3) is also expected to be stable if the iteration error is sufficiently small in each integration step.

In order to apply $\{(1.3),(4.3)\}$ four starting values are required which were obtained from the exact solution of the initial-boundary value problems. Furthermore, we put $y^{\text {(pred) }}=y_{n}, \tau_{n}=\tau$ is constant, $J$ was obtained by analytical differentiation, $\tilde{J}_{j}$ is determined according to (1.8) (for details of the $L^{*} U^{*}$-decomposition used we refer to [12]) and the update function $u(j)$ is defined by

$$
\begin{equation*}
u(1)=0, u(j)=\left[\frac{m(j-1)}{M}\right], \quad j=2, \ldots, M, \tag{4.4}
\end{equation*}
$$

where [ x ] denotes the integer part of x and m is the number of $f$-evaluations per integration step to be specified in the tables of results.

The scheme $\{(1.3),(1.8)\}$ was combined with the coarse grid correction (3.2). The values $M_{1}, M_{2}, \ldots$ where this coarse grid correction is inserted are given by

$$
\begin{equation*}
{ }^{M_{\ell}}=\ell(p+s+1)-s, \tag{4.5}
\end{equation*}
$$

Nhere $p$ and $s$ are integers to be specified in the tables of results. From (4.5) it follows that two coarse grid corrections are "separated" by p+s
iterations and the first correction is preceded by p iterations. In the experiments $M$ is always a multiple of $p+s$, hence the number of coarse grid corrections per integration step is given by

$$
\begin{equation*}
r=\frac{M}{p+s} \tag{4.6}
\end{equation*}
$$

The performance of the coarse grid correction $C$ itself requires the solution of the linear system (3.5) which is solved by (3.6) in $\mu$ iterations including the initial iteration (3.6a). The matrix $\tilde{A}_{H}^{-1}$ in (3.6) is obtained by incomplete LU-decomposition (cf.(1.8)). The prolongator and restrictor operators needed in the coarse grid correction can be compactly formulated by introducing the averaging operators $\mu_{-}, \mu_{1}: \mu_{+}$an $\mu_{x}$. When applied to a grid function at a point $Q$ these operators are respectively defined by the average of the values at the two "horizontal", the two "vertical", the four "horizontal" and "vertical" and the four "diagonal" neighbouring points of Q . Furthermore we can divide the grid points into four groups according to figure 4.1. The coarse grid with a parameter $H=2 h$ consists of grid


Fig. 4.1 Grid for $h=1 / 6$
points denoted by $\square$. Let $v$ be a grid function defined on the coarse grid, i.e. the points $\square$, then the prolongator is defined by

$$
\begin{equation*}
\left(P_{h H} v\right)_{\square}=v ; \quad\left(P_{h H} v\right)=\mu_{1} v ;\left(P_{h H} v\right)_{\square}=\mu_{-} v ;\left(P_{h H} v\right)_{O}=\mu_{x} v \tag{4.7}
\end{equation*}
$$

Let $u$ be a grid function defined on the fine grid with grid parameter $h$, then

$$
\begin{equation*}
\left(R_{H h} u\right)_{\square}=\frac{1}{4} u_{\square}+\frac{1}{4}\left(\mu_{x} u\right)_{\square}+\frac{1}{2}\left(\mu_{+} u\right)_{\square} . \tag{4.8}
\end{equation*}
$$

The numerical scheme specified in this section will be called the PCGC (Preconditioning and Coarse Grid Corrections) method.

### 4.3 Numerical results.

In order to describe exactly what particular PCGC method is used in the tables of results we introduce the following notations (cf. the notation for predictor-corrector methods):

E evaluation of the function $\phi$ defined in (1.3)
I iteration step defined by (1.9)
$C_{\mu} \quad$ coarse grid correction defined by (3.1) where $\mu$ is the number of iterations performed on the coarse grid (cf. section 4.2).

A particular method is now denoted by (cf. section 4.2)

$$
\left(E I^{\mathrm{M} / \mathrm{m}) \mathrm{m}} \text { if } r=0\right.
$$

(4.9)

$$
\left(E\left(I^{P} C_{\mu} I^{S}\right)^{r / m}\right)^{m} \quad \text { if } r \geq m
$$

Furthermore, we use the notations:
$A(\tau)$ accuracy in the end point $t=1$ measured by the minimal number of correct digits, i.e.
(4.10) $\quad A(\tau)=-{ }^{10} \log \left\|_{y_{n}}-u\left(t_{n}\right)\right\|_{\infty^{\prime}}$
where $\left\|\|_{\infty}\right.$ is the maximum norm and $u\left(t_{n}\right)$ denotes the exact solution of the partial differential equation on the grid $\Omega_{h}$ at $t=t_{n}$. $\tilde{p}(\tau, 2 \tau)$ effective order of the scheme $\{(1.3),(1.8)\}$ in the interval $(\tau, 2 \tau)$ defined by
(4.11)

$$
\tilde{p}(\tau, 2 \tau)=\frac{A(\tau)-A(2 \tau)}{{ }^{10} \log 2}
$$

$\sum \mathrm{f} \quad$ total number of f -evaluations given by $\left(\tau^{-1}-3\right) \mathrm{m}$
$\Sigma$ matvec total number of matrix-vector multiplications on $\Omega_{h}$, which is given by $\left(\tau^{-1}-3\right)[m+r(p+s+1)]$ for $r \neq 0$ and by $\left(\tau^{-1}-3\right)(m+M)$ for $r=0$
$\Sigma$ sol total number of equations $L^{*} U^{*} Y=b$ solved on $\Omega_{h}$, which is given by $\left(\tau^{-1}-3\right)(p+s) r$ for $r \neq 0$ and $\left(\tau^{-1}-3\right) M$ for $r=0$.

In the following subsections we show the effect of the coarse grid correction strategy ( $p, \mu, s, r$ ) on the accuracy and the effective order of the scheme for large $\tau \sigma$ values, where $\sigma$ denotes the spectral radius of the Jacobian matrix $J$ defined in (1.3).

### 4.3.1 Coarse grid correction strategy

In order to demonstrate the effect of the ( $p, \mu, s, r$ )-parameters on the accuracy we first choose the linear problem (4.1) which requires only one f-evaluation per step so that the update function is fixed (u(j) $=0$ ). In the tables 4.1 and 4.2 some results are listed showing that inserting coarse

Table 4.1 Results for problem (4.1) with $\alpha=1$

$$
m=1, \tau=\frac{1}{4} \text { and } h=1 / 10
$$

$\left.\begin{array}{lll|llcc}\hline \text { M } & \text { PCGC Method } & r & \text { A( } \frac{1}{4} \text { ) } & \sum \mathrm{f} & \sum \text { matvec } & \sum \text { sol } \\ \hline 5 \\ 10\end{array}\right\}$

Table 4.2 Results for problem (4.1) with $\alpha=1$ $\mathrm{m}=1, \tau=\frac{1}{4}$ and $\mathrm{h}=1 / 20$

| M | PCGC Method | $r$ | A $\left(\frac{1}{4}\right)$ | $\Sigma \mathrm{f}$ | $\Sigma$ matvec | $\Sigma$ sol |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | $E I^{\text {M }}$ | 0 | 1.62 | 1 | 6 | 5 |
| 10 |  |  | 2.27 | 1 | 11 | 10 |
| 20 |  |  | 3.56 | 1 | 21 | 20 |
| 4 | $E\left(I^{2} C_{6} I^{2}\right)^{r}$ | 1 | 3.09 | 1 | 6 | 4 |
| 8 |  | 2 | 5.02 | 1 | 11 | 8 |
| 16 |  | 4 | 4.83 | 1 | 21 | 16 |
| 2 | $E\left(\mathrm{IC}_{4} \mathrm{I}\right)^{r}$ | 1 | 2.55 | 1 | 4 | 2 |
| 4 |  | 2 | 4.46 | 1 | 7 | 4 |
| 6 |  | 3 | 4.86 | 1 | 10 | 6 |
| 8 |  | 4 | 4.83 | 1 | 13 | 8 |

Table 4.3 Results for problem (4.1) with $\alpha=100$ for $m=1, \tau=\frac{1}{4}$ and $h=1 / 20$
$\left.\begin{array}{lcc|cccc}\hline \text { M } & \text { PCGC Method } & \mathrm{r} & \mathrm{A}\left(\frac{1}{4}\right) & \sum \mathrm{f} & \sum \text { matvec } & \sum \text { sol } \\ \hline 2 \\ \hline 8 \\ 16\end{array}\right\}$

grid corrections into the iteration scheme improves the accuracy considerably. They also show that in this rather smooth problem only a few iterations are necessary in the evaluation of the coarse grid corrections.

In table 4.3 the results are given for the highly stiff problem (4.1) with $\alpha=100$. Without coarse grid corrections ( $r=0$ ) the convergence is extremely slow, whereas a minimum number of iterations with only a single coarse grid correction is sufficient to obtain some accuracy. Additional experiments have shown that the accuracy gradually increases if the number of coarse grid corrections increases from 1 until 4, and remains constant for larger values of $r\left(A\left(\frac{1}{4}\right) \sim 4.7\right)$. In this stiff problem the accuracy improves if the number of iterations used in the evaluation of the coarse grid corrections is increased.

Table 4.5 Values of $A\left(\frac{1}{4}\right)$ obtained by $\left(E\left(\mathrm{IC}_{4} \mathrm{I}\right)^{\mathrm{r} / \mathrm{m}}\right)^{\mathrm{m}}$
for problem (4.2) with $h=1 / 20$.

| $r=M / 2$ | $\mathrm{~m}=1$ | $\mathrm{~m}=2$ | $\mathrm{~m}=3$ | $\mathrm{~m}=4$ | $\mathrm{~m}=5$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | 1.96 |  |  |  |  |
| 2 | 1.95 | 2.44 |  |  |  |
| 3 |  |  | 2.95 |  |  |
| 4 |  |  | 3.48 |  |  |
| 5 |  |  |  |  |  |
| 6 |  |  |  |  |  |
| 8 |  |  |  |  |  |
|  |  |  |  |  |  |

In the tables 4.4 and 4.5 the effect of the number of f-evaluations (m) ind coarse grid corrections is illustrated for the non-linear problem (4.2). :f no coarse grid corrections are inserted then we see from table 4.4 that :oughly $M=4+4 m$ iterations are required in order to reduce the iteration srror in the solution of the linear systems to a negligible value. The rethod $\left(E\left(I C_{4} I\right)^{r / m}\right)^{m}$, however, only needs $M=2 m$ iterations to achieve the ;ame result (see table 4.5). Notice that this is also the lowest possible lumber of iterations because $r \geq m$ and $M=2 r$.

### 1.3.2 The effective order of the iteration scheme

From experiments with the method of successive corrections \{(1.3),(1.5)\} :eported in [4] it follows that often the order of accuracy is considerably .ess than the asymptotic order of accuracy, particularly for small values of 1 and large values of $\tau \sigma$ where $\sigma$ denotes the spectral radius of the Jacobian matrix J. Therefore, we are interested in the effective order (4.11) of the ;cheme $\{(1.3),(1.8)\}$.

Table 4.6 Effective order of the method $\left(E I^{3}\right)^{m}$ for problem (4.2) with $h=1 / 10$.

| $\tau$ | $\mathrm{m}=1$ | $\mathrm{~m}=2$ | $\mathrm{~m}=3$ | $\mathrm{~m}=4$ | $\mathrm{~m}=5$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $1 / 5$ | .6 | 3.6 | 4.6 | 5.9 | 5.8 |
| $1 / 10$ | .9 | 1.3 | 2.3 | - | - |
| $1 / 20$ | 1.3 | 1.2 | 1.6 | - | - |
| $1 / 40$ |  |  |  |  |  |
| $\tau \rightarrow 0$ | $\mathrm{p}=1$ | $\mathrm{p}=2$ | $\mathrm{p}=3$ | $\mathrm{p}=4$ | $\mathrm{p}=4$ |

In table 4.6 the effective orders are given for problem (4.2) together with the asymptotic order $p$ derived from (2.5). The integration steps are performed without coarse grid corrections. Each three iterations the functior f is updated, hence $M=3 m$. For $m>3$ and $\tau \geq 1 / 20$ the space discretization error becomes dominant in the error $y_{n}-u\left(t_{n}\right)$ so that (4.11) does not give the order of the time discretization error (indicated by -). The results in this table indicate that the asymptotic order $p$ is not reached. A possible explanation might be the effect of the space discretization error or the still relatively large values of $\tau$. Since we cannot decrease the value of $\tau$ (the space discretization error would become dominant) we decrease the valu of $h$.

Table 4.7 Effective orders of the method $\left(E I C_{4} I\right)^{m}$ for problem (4.2) with $h=1 / 20$.

| $\tau$ | $\mathrm{m}=1$ | $\mathrm{~m}=2$ | $\mathrm{~m}=3$ | $\mathrm{~m}=4$ | $\mathrm{~m}=5$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $1 / 5$ | 1.8 | 3.7 | 4.5 | 5.9 | 6.7 |
| $1 / 10$ | 2.0 | 3.3 | 4.3 | 4.8 | - |
| $1 / 20$ | 1.0 | 2.9 | 4.0 | - | - |
| $1 / 40$ |  |  | $\mathrm{p}=2$ | $\mathrm{p}=4$ | $\mathrm{p}=5$ |
| $\tau \rightarrow 0$ | $\mathrm{p}=1$ | $\mathrm{p}=2$ |  |  |  |

In table 4.7 the results are listed for the method ( $\left.\mathrm{EIC}_{4} \mathrm{I}\right)^{\mathrm{m}}$ for $h=1 / 20$. Although the asymptotic order is still not shown we see a convergence to the correct values for decreasing $\tau$-values. It is also evident from these results that the introduction of coarse grid corrections increases the effective order considerably.

### 4.4 Comparison with other integration methods

The PCGC method in $\left(\mathrm{EIC}_{4} \mathrm{I}\right)^{\mathrm{m}}$ mode has been compared with two other integration methods. The first one is the second order one-step Runge-Kutta-Chebyshev method (RKC method) described in [10]. The second method is also based on the preconditioned linear equation (1.10'), but instead of accelerating Jacobi's method by coarse grid corrections as is done in the PCGC method, the convergence is accelerated by applying Chebyshev iteration (Richardson's method). By virtue of the property that the matrix $I-\left(L^{*}{ }_{U}{ }^{*}\right)^{-1} R$ has its eigenvalues in the right half-plane (provided that certain mild conditions are satisfied [8]), Manteuffel's analysis of Richardson's method can be applied [7] and the optimal values of the iteration parameters evaluated. The generating method is identical to that of the PCGC method. This method will be called the Preconditioned Richardson method (PR method) and will be denoted by $\left(E I^{q}\right)^{m}$ where $q$ is the number of iteration steps to solve each linear system to be specified in the tables of results.

Our test examples are again problem (4.1) and (4.2) both with $h=1 / 20$.
In order to compare the three methods the $A(\tau)$-values and the computational effort required are listed in one table. The computational effort is neasured by the number $N$ of computational units which are defined differently for each method. For nonlinear problems one may choose

$$
\begin{align*}
& \operatorname{PCGC}(r=m): f+4 \text { matvec }+2 \text { sol }+C_{4}+\frac{1}{m}\left[\left(L^{*} U^{*}\right)_{h}+\left(L^{*} U^{*}\right)_{H}\right] \\
& \text { RKC: } 10 f  \tag{4.12}\\
& \text { PR: } \frac{1}{2}\left[f+(q+1) \text { matvec }+\frac{1}{m}\left(L^{*} U^{*}\right)_{h}+q \text { sol. }\right]
\end{align*}
$$

Here, $L^{*} U^{*}$ denotes the computational effort to perform the incomplete LUdecomposition on $\Omega_{h}$ and $\Omega_{H}$. For the definition of the other quantities we refer to the preceding subsections.

For linear problems one may choose the computational units

$$
\begin{align*}
& \text { PCGC }: \frac{1}{r}[f+\text { matvec }]+C_{4}+3 \text { matvec }+2 \text { sol } \\
& \text { RKC }: 4 \mathrm{f}  \tag{4.13}\\
& \text { PR }: \frac{1}{5}[f+\text { matvec }+q(\text { matvec }+ \text { sol })] .
\end{align*}
$$

Notice that the computational work involved to perform the incomplete LUdecompositions are neglected in these units because for linear problems these calculations are required only once and the decompositions can be used in all integration steps.

In (4.12) and (4.13) not all calculations performed by the various methods are taken into account. In the PCGC method the evaluation of the Jacobian matrices are neglected and are in fact provided in closed form in our experiments; in the RKC method the evaluation of the spectral radius of the Jacobian matrix is neglected and in the PR method all initial work for estimating the iteration parameters and the evaluation of the Jacobian matrices as well are not taken into account. For a more detailed discussion of the computational units (4.12) and (4.13), and a comparison on the basis of arithmetic operations we refer to [12].

Another important aspect in interpreting the results obtained by the three methods is the storage requirement. The RKC method requires only a few vector arrays whereas especially the PCGC method needs considerably more storage.

Table 4.8 $A(\tau)$ and $N$ values obtained
for problem (4.1) with $h=1 / 20$.
$\times \mathrm{RKC}$; $\left.E\left(\mathrm{IC}_{4} \mathrm{I}\right)^{r}(r=3) ; \mathrm{E}_{\mathrm{IC}}^{4} \mathrm{I}\right)^{r}(r=4) ; 0 \mathrm{EI}^{\mathrm{q}}(\mathrm{q}=14)$;


In table 4.8 the $A(\tau)$ values and the corresponding computational work N (expressed in terms of the units defined in (4.13)) are illustrated. These values were obtained by performing the integration with a number of integration steps (RKC with $\tau=1,1 / 12,1 / 35$ and $1 / 70$, the other methods with $\tau=1 / 5,1 / 10$ and $1 / 20$ ) .

Table 4.9 $A(\tau)$ and $N$ values obtained for problem (4.2) with $h=1 / 20$.
$\times \quad \mathrm{RKC} ; \quad\left(E I^{\mathrm{q}}\right)^{\mathrm{m}}(\mathrm{q}=9)$; $\left(\mathrm{EIC}_{4} \mathrm{I}\right)^{\mathrm{m}}$;


In table 4.9 the $A(\tau)$ and $N$ values for problem (4.2) are illustrated obtained by the RKC, the PR and the PCGC method. The results of the RKC method correspond to $\tau=1,1 / 2,1 / 5,1 / 10,1 / 20,1 / 40$ and $1 / 80$. For the $P R$ and PCGC methods the integration step $\tau$ and the value of $m$ are indicated in the plots.

From the tables 4.8 and 4.9 we conclude that relative to the units (4.12) and (4.13) the PCGC method is the most efficient one and the RKC method the most expensive one. However, are the units (4.12) and (4.13) comparable? This is both problem and computer dependent so that we shall not try to answer this question. Moreover, the aspect of storage may be as important as the computational effort which places the RKC at the first place.

Finally, we remark that the PCGC method analysed in this paper should be implemented as a full-multi grid method as described in [2] and [3] if one decides to base a software package on preconditioning and coarse grid corrections. Also a more suitable predictor formula $y$ (pred) might be considered.
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