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Analysis of Richardson iteration in multigrid methods for nonlinear para~ 

parabolic differential equations*) 

by 

P.J. van der Houwen & B.P. Sommeijer 

ABSTRACT 

The main purpose is the analysis of the behaviour of (nonlinear) 

Richardson iteration in multigrid methods for solving the implicit relations 

obtained when an implicit one-step method is applied to the space-discretized 

form of a (nonlinear) parabolic differential equation. This analysis leads 

us to an unconventional form of the Richardson method which turns out to be 

a remarkably efficient predictor formula to start the multigrid method. Num­

erical experiments are reported obtained by a two-grid algorithm and a com­

parison is made with (nonlinear) Gauss-Seidel iteration. For large integra­

tion steps and for strongly nonlinear problems the Richardson iteration me­

thod appears to be superior to Gauss-Seidel iteration. 

KEY WORDS & PHRASES: NumeriaaZ anaZysis, paraboZie differentiaZ equations, 

rrruZtigrid methods, nonZinear Richardson iteration, 

Runge-Kutta methods 

*) This report will be submitted for publication elsewhere. 





1 • PRELIMINARIES 

1.1. Introduction 

Let the system of ordinary differential equations (ODE's) 

(1. 1) 
➔ 

~-7 ➔ dt - t(t,y), 

originate from the space discretization of an initial-boundary value problem 

for a (nonlinear) parabolia differential equation of the form 

au au a2u au a2u a2u ( 1 • 2) -= G(t,x1,x2,U' ax1' --2, 3x' --2, ) . 
at ax 1 2 ax2 

ax 1ax2 

Applying some implicit integration fonnula for ODE's to (1.1) we are 

faced with the task to solve in each integration step a (nonlinear) system 

(1. 3a) 

where Lh is a 

refers to the 

➔ 
(nonlinear) operator and Eh is a sum of known terms. Here, h 

mesh width of the grid Qh used in the space discretization. 

In order to accelerate the convergence of the iteration process for 

solving (1.3a) we will use defect aorrections obtained by solving an approxi­

mate problem on a coarser grid~- This aoarse grid problem will be denoted 

by 

(1.3b) 

~here,H refers to the grid QR.~ is the analogue of~ but now on QR and 

~H will be defined later. In [8] the effect of defect corrections was invest­

igated if the fine grid problem (1.3a) and the coarse grid problem (1.3b) 

are both solved by a Newton type method. Thes~ methods, however, require the 
➔ 

evaluation of' the Jacobian matrix off which may be unattractive in view of 

the large systems presented by (1.1) particularly if two or more space di­

mensions are involved. In this paper we analyze the behaviour of nonlinear 

Riahardson iteration processes for solving (1.3a) and (1.3b). Such methods 
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are less complicated and require a relatively small amount of storage, but 
➔ 

will of course require more f-evaluations. In view of these storage require-

ments we will in particular consider Richardson's method for solving one­

step implicit integration formulas. 

In the following subsection we shortly discuss in general terms the 

defect correction process as introduced in [14], and in the subsections 1.2 

and I. 3 these ideas are applied to our problem ( I . 3a). In Section 2 the non­

linear Richardson method is discussed and in Section 3 a modification is 

analysed which turns out to be useful if large eigenvalue intervals of the 
• ➔ ➔ 

Jacobian 3f/ay are involved. Section 4 presents the numerical schemes used 

in our numerical experiments reported in Section 5. In these experiments we 

were mainly interested in the behaviour of the iteration method for strongly 

nonlinear parabolic problems. We did not investigate the effect of using a 

multistep method for generating the problems (1.3a) and (1.3b); in fact, we 

chose the backward Euler and the trapezoidal rule. We also did not test the 

recursive use of defect corrections, that is the acceleration of the coarse 

grid iteration by using defect corrections obtained on a still coarser grid 

QH,.etc. 

1.2. Defect correction iteration 

( I • 4) 

Consider the problem 

➔ :t Ly= t, 

where Lis an arbitrary (nonlinear) operator defined as a finite dimensional 
➔ 

vector space and Ea given vector. Let Land I be approximations to Land E, 
respectively. Then we may define the (nonlinear) defect correction step [4, 

5] 

( I • 5) 
➔ ➔ ➔ ➔ ➔ 

Y' = y + {11d+t-Ly) - r:- 1r}, 

➔ 

where y is an approximation to the exact solution; of (1.4). The expression 

between pareinthesis is called the defect correction. By using (I. 5) repeated­

ly, we obtain defect correction iteration. 



In order to see the effect of the defect correction in (1.5) on the 

iterate 9 as an approximation to the solution; we write 

(1. 6) 
➔ 

y = y + V 

➔ ➔ 
and we investigate the vector v. Evidently, v satisfies the equation 

( 1 • 7) 
➔ ➔ ~ ➔ ~-1~ ~-1~ ➔ ➔ 

L(v+L I:)-LL I:=Ln-Ly. 

Assuming that Land Lare differentiable we may write 

( 1 • 8) 
~ ➔ ➔ ➔ ➔ 2 ➔ ➔ 2 
L'v = 1 1 (n - y) + O(llvll ) + O(lln-yll ) , 

3 

where L' and L' are the Jacobian matrices of Land L. Substitution into (1.6) 

yields 

( 1 • 9) 

➔➔ 

➔ 

Y - n 
~ -1 ➔ ➔ ➔ ➔ 2 

= [I- (L') L'](y-n) + O(lly-nll) 

if lly-nll is sufficiently small. 

Thus, if we can find an approximating operator L such that 

(1. 10) IIL'-L'II « ~L'II 

the defect correction process (1.5) is expected to converge very fast in the 
➔ 

neighbourhood of the exact solution n. 

1.3. Coarse grid corrections 

In order to define an efficient defect correction process the applica-
~-1 . ➔ 

tion of the operator L 1n (1.5) and the evaluation of~ should require 
-1 

considerably less work than the application of the operator L . Following 

BRANDT and HEMKER [1,4,5], we define in the particular case of problem (1.3a) 
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l= -+ 
L = 11i, Eh, 

(1.11) ---1 ~ i.;;t h L = IH, 

-+ h -+ Ih E = ~ !if yh, h < H. H 

The corresponding defect correction will be called the coarse grid correction 
-+ 

on the grid~· Here, yh denotes an approximation to the fine grid solution 
-+ 
nh (we shall use the indices hand Hin order to indicate fine and coarse 

H h grid functions). Furthermore, Ih and IH are operators (pro"loneator and re-

strictor) which transform grid functions on QH into grid functions on Qh and 

vice versa. Explicit expressions for these operators can be compactly formu­

lated by introducing the averaging operatorsµ_, µI,µ+ and µx. When applied 

to a grid function at a point Q these operators are respectively defined by 

the average of the values at the two "horizontal", the two "vertical", the 

four horizontal and vertical and the four "diagonal" neighbouring points of 

Q. Furthermore, we divide the grid points into four groups according to Fig­

ure.4.1. The coarse grid with grid parameter H = 2h consists of grid points 

denoted by 0 • Let; be a grid function defined on QH' i.e. the points 0 , then 

an often-used prolongation is given by 

0 • 0 • 0 

■ D ■ D ■ 

0 • 0 • 0 

■ D ■ D ■ 

0 • 0 • 0 x2 

L xl 
0 

Fig. 4.1. Grid for h = 1 /6 
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(I • 12) 

This operator asks for values of the grid function yon the boundary a~ 
which are not defined because all grid functions occurring in (I • 11) are 

"internal" grid functions. In the application of I: we will use the boundary 
• ➔ conditions to define the boundary values of the function y. Furthermore, let 

➔ 
y be a grid function defined on nh then an example of a restriction is given 

by 

( 1. 13) 

In order to evaluate the right hand side of (1.5) in the case of (1.11) 

we have to solve the coarse grid probZem (1.3b) with 

(1.14) 

Let y; be the (approximate) solution of this problem then the coarse grid 

correction step (1.5) reads 

(1.5') 

In the following theorem the effect of the coarse grid correction is 

given in the case where the operators~ and ½I are of the form 

( 1. 15) 
➔ ➔ 
f(t,y) = ➔ ➔ 

J(t)y + g(t) 

where J(t) and g(t) are an arbitrary matrix and vector, respectively, b0 is 

a constant determined by the integration formula used and Tis the integra­

tion step. 

THEOREM 1. Let ~ and ½I be of the fom (I .15) then (1.5) - (1.11) satisfies 

the reiation 
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(1. 16) 

PROOF. Substitution of (1.15) into (1.11) and then working out the defect 

correction step (1.5) iIIm1ediately leads to (1.16). 

For nonlinear problems relation (1.16) is approximately valid provided 

that the Jacobian matrix af/a; is slowly varying with y. 
H h 

Evidently, the coarse grid function is more effective as Ih IH resembles 

more closely the identity operator and as the operators Lh and~ are more 

closely related to each other. This implies that the coarse grid QH should 

not be that coarse that the operator~ cannot represent the continuous 

operator to some extent. 

Finally, we consider the difference between the coarse and the fine 
. . + + 

grid solutions nH and nh as H-h + 0 and T + 0. We shall say that~+ Lh as 
· II h+ h +II + H-h + 0 if ½IIH y - IH~y + 0 as H-h + 0 for all y in the domain of defini-

tion of~-

THEOREM I. 2. Let ~ and LH be of the form 

L = I + .TA, 

where A is 

Lipschitz 

-1 -I 
some nonlinear operator. If~,~'~ and~ have 

-I -I 
constants and~+~'~ + ~ as H-h + 0 then 

(1.17) as H-h + O. 

PROOF. From the identity 

-1 -I 
(I+ TA) = I - TA(!+ TA) 

bounded 

D 

+ 
which holds for any nonlinear operator A, we derive for the solutions nh and 
+ nH of the problems (1.3a) and (1.3b) that 
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➔ ➔ -1➔ 

nh = I - '¾½i Ih h 

➔ ➔ 
➔ -1~ 
nH = I - ci\J½f IR H 

➔ 
~ Substitution of (1.14) for IR yields 

It is easily verified that the expression between parentheses is o(l) as 

H-h ➔ 0 which leads to (1.17). D 

1.4. The iteration scheme 

Again following HEMKER [4,5] we define a two-level algorithm for solv­

ing the fine grid problem (1.3a). This algorithm consists of three basic 

steps: 

(i) Predict an initial approximation yh on Qh to the fine grid solution 
➔ 

nh; + 

(ii) Solve the coarse grid problem (1.3b) with yH 
• • • ➔* guess to obtain the approximate solution yH; 

(iii) Solve the fine grid problem (1.3a) with 

(1 • 18) 

. . . . . . +* as initial guess to obtain the approximate solution yh. 

If desired the 
h +* ~ -+* 

IR yh and yh = yh. 

➔ 

second and third step can be repeated by setting yH = 

The general idea behind this two-level algorithm is the elimination of 

the lower frequencies from the iteration error in the aoa:l'se grid iteration 

(step (ii)) and the elimination of the higher frequencies in the fine grid 

iteration (step (iii)). To some extent, this is achieved by any iteration 

process which eliminates higher frequencies, because the lower frequencies 

on the fine grid are higher frequencies on the coarse grid. For instance, 
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(non-linear) Gauss-Seidel type iteration methods could be used. Another class 

of methods form the Richardson type methods in which the range of frequencies 

which are to be damped, can easily be adjusted. 

In this paper we will in particular analyse Richardson's method for 

iterating the coarse and fine grid problems (1.3a) and (1.3b) 

2. RICHARDSON's METHOD 

We restrict our considerations to cases where in the integration step 

[tn,tn+l] both the fine grid and the coarse grid problems are of the form 

(cf. (1.15)) 

(2 .1) n = 0,1,2, ••• , 

. d . • +f( +) with b0 c~nstant an T the step length. On the fine grid Qh' t,y corres-

ponds to fh(t,y) and E = Eh follows immediately from the time integrator 

used. We shall choose the single step implicit formula defined by 

where y denotes the numerical solution at t = t on Oh. On the coarse grid 
+ n+ + + + z n 

QH' f(t,y) corresponds to fH(t,y) and E = EH is defined by (1.14). The exact 

solution of (2.1) is denoted by n. 

(2. 2) 

The (nonlinear) Richardson method for (2.1) may be defined by (cf. [3]) 

+(O) y = y, + some predictor formula for n, 

+(j+l) 
y = µ.+y(j) + (l-µ.)+y(j-1) + L[+y(j) -b .f(t +e .• y(j)) -EJ 

J J J O n J ' ' 

j = 0,1, ••• ,m-1, µo = 1, 

+* +(m) 
y = y • 

In (2.2) the coefficientsµ. and A, are given by 
J J 
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j = 1,2, .•• ,m-1, 

(2.3) 

l+a. 2 
w = -- + ---,---,-

0 1-a. b0,cr(l-a.)' T.(w) = cos[jarccos w]. 
J 

+ 
In the original Richardson method f is linear in y and all parameters 0. 

J 
equal 1; in addition, a. is defined 

(2.4) a. = cS 
cr 

where [-cr,-cS] is the (negative) eigenvalue interval of the Jacobian matrix 
+ + 

f = 3f/3y of the right hand side function. In that case the iteration error 
y 

is given by 

(2. 5) 
+(j) + 
Y - n 

where P.(z) is the polynomial of degree j in z with a minimal maximum norm 
J 

in the interval [-w ,-,a.a] and such that P / 1 /b 0) = 1. This polynomial is 

given by 

(2.6) 

Thus, Richardson's method with a.= cS/cr achieves an optimal damping of the 
+ 

eigenvector components in the initial error y - t. The damping factor is 

given by 

(2. 7) 
-1 = (cosh[jarccosh w0J) • 

For w0 ~ 1.05 one may use the approximation 

(2.7') ] E • I < • 0015 j 
J 

to get an impression of the damping factor after j iterations. 
+ 

If f is nonlinea:t', Richardson's method can formally be defined by 

(2. 2) - (2.4) if cS and a are assumed to be the smallest and largest eigenvalue 
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(in absolute value) of the Jacobian f at (t ,+y ). The iteration error is 
y n n · 

then approximately given by (2.5) only if second and higher order powers of 

the iteration error are neglected (cf. Section 3.1). 

An unattractive aspect of the Richardson method is the evaluation of 

the eigenvalues a and o. The value of a (spectral radius) may be obtained 

by a power method as described in [10,15], but the value of o is more diffi­

cult. In this paper we do not suppose that o is available and consider the 

scheme {(2.2)-(2.3)} with a in the interval 

(2.8) 

in order to have a damping factor less than 1. 

3. ACCURACY IN THE NONLINEAR RICHARDSON METHOD 

In this section we consider the accuracy of Richardson's method for 

solving problems of the special form (2.1) originating from parabolic dif­

ferential equations. 

3.1. The iteration error 

In the following the iteration error is denoted by 

(3. 1) 
+ +(j) + 
E:, = y - 11 

J 

and T(z) denotes the operator defined by 

(3. 2) 
+ T(z)e:. 

J 

+ + 
= e:. l - (A.+µ.-A.b 0z)e:. 

J+ J J J J 
+ 

(1 -µ • ) E • 1 • 
J J-

+ + 
Furthermore, all derivatives off are assumed to be evaluated at (t 1,11) 

n+ 
unless otherwise stated. 

Let us write t. as the sum of the error (2.5) obtained for the origina,Z 
J + 

Richardson method plus some perturbation o., i.e. 
J 

(3.3) 
+ + + 
e:. = P.(Tf )e:0 + o., 

J J y J 



+ + 
where f denotes the matrix af/ay. Substitution into (3.2) yields 

y 

+ + + + + + 
T(0)o.=-T(0)P.(-rf )e: 0 + Lb0T{[f(t 1,n)-f(t +e.T,n)J 

J J y J n+ n J 

+ + (') 
+ [f(t +0.T,t)- f(t +0.T,Y J )]}. 

n J n J 

+ + 
By linearizing f with respect to y and observing that P. (z) satisfies 

J 

(3 .4) 

we obtain 

T(z)P.(z) = 0 
J 

LEMMA 3.1. The iteration error of (2.2)-(2.3) is of the form (3.3) where 

(3.5) 

+ 
T(Tf )o. 

y J 

+ + + + 
= A.b0-r{[f(t 1,n)-f(t +8.T,n)J 

J n+ n J 

+ + + 2 
+ [f (t ,n) - f (t +0.T,n)Je:. + O(lle:.11 )}. □ 

y n y n J J J 

If f(t,y) is independent oft and linear in y we see from (3.5) that 
+ + + + o. = 0 is a solution satisfying the initial condition o0 = 0. Then, (3.3) 

J + 

1 1 

reduces to the formula (2.5). For nonlinear functions f nonzero perturbations 
+ o. may be obtained. In this paper we consider the case where second order 

J . + 
expressions int. can be neglected, for example if f(t,y) is linear in y, 

J 
i.e. 

(3 .6) 

with J(t) 
+ 
o. always 

J 

+ + + + 
f(t,y) = J(t)y + g(t) 

an arbitrary matrix and g(t) an arbitrary function. Notice that 

vanishes if 8. = 1 for all j. 
J 

THEOREM 3.1. Far the function (3.6) the iteration error of Richardson's 

method (2.2) is of the form 

➔· + + 
e: . = P. < Tf ) e: 0 + o . , 

J J y J 
(3.7) 
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where Q., R., s. and W. are polynomials in the matrix Tf defined by 
J J J J y 

Qo(z) = o, T(z)Q.(z) = Lb O (1-e . ) 
J J J 

R0 (z) O, T(z)R. (z) 1 2 = = 2 "jb0(1-8j) J 
(3. 8) 

s0 (z) = O, T(z)S.(z) = Lb0(1-8.)P.(z) 
J J J J 

w0 (z) = O, T(z)W. (z) 1 2 = z A.b 0(I-8.) P.(z). 
J J J J 

➔ 

PROOF. Substitution of the perturbation o. determined by (3.7) into (3.5) 
J 

shows that (3.5) 1s satisfied if Q., R., S. and W. satisfy (3.8). 
. J J J J 

In the next subsection this theorem will be applied for deriving the 

approximation error of the integration method. 

3.2. The approximation error 

In the preceding subsection we concentrated on the Richardson method 

as an iteration process for solving the system (2.1). Next we investigate 

with what accuracy the solution of the initial-boundary value problem satis­

fies the nun1erical scheme. In other words, with what error does the numeri­

cal scheme (2.2) - (2.3) approximate the partial differential equation (1.2) 

for hand T ➔ 0. In particular, we analyse the time-discretization part and 

we will assume that the exact solution y(t) of (1.1) and the exact solution 

U of the initial-boundary value problem (1.2) satisfy the condition 

(3. 9) 
➔ 

Y(t) - y(t) ➔ 0 as Hor h ➔ O, 

-+ 
where Y(t) denotes the function U(t,x 1,x2) when restricted to the (internal) 

grid n. In this connection we emphasize that the right hand side function 
-+ ➔ -+ 
f(t,v) need not remain bounded for an arbitrary grid function v if the grid 

is refined. Only for grid functions; which match the boundary conditions, 
-+ -+ 

such as Y and by virtue of (3.9) the solution y of (1.1), the function f will 

converge [2,13]. This observation turns out to be crucial in the following 

analysis of the Richardson method (see below). 
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Let us write the Richardson method in the form (using (3.3)) 

:t ➔ + 
➔* ➔ 6m 

(3.10) L - n _ p (Tf ) y-n - -= o. T m y T T 

We want to relate this discrete equation to the differential equation (I.I). 

Therefore, we substitute for the numerical solution at t, n = 0,1, ••. the 
- , n 

exact solution y(t) at t (the ZocaUzing assumption (cf. [9, p. 27])). The 
n 

➔ 

residual left will be called the approximation error and is denoted by A. 
n 

• ➔ 
and t 1 are defined by y and n+ n On the fine grid the numerical solution at t 

~ h ➔ ➔* n 
yh and on the coarse grid by IH yn and yH, hence 

(3.10') 

➔ 

The error An describes the relation between the fine or coarse grid processes 

and the continuous problem (I.I). 
➔ 

➔Let us consider this error for the test model (3.6). We assume that nh 

and yh have the expansions 

(3. 11 a) as T ➔ O. 

By assuming that the conditions of Theorem 1.2 are satisfied we find from 

(1 .17) that the coarse grid solution has the expansion 

➔ ➔ 2~ 
= yH(tn) + TyH(tn) + S2T yH(tn) 

d zi h➔ ➔ I + (l+T dt +SzT -2) (IHyh (t)-yH(t)) 
dt t=t n 

as H-h ➔ 0 and T ➔ 0. A similar expansion is obtained for 

virtue of our assumption (3.9) we find 

➔ 2~ 
0 (T 3) 

➔ ➔ 

+ TyH(tn) 
➔ 

nH = yH(tn) + S2T yH(tn) +PH+ 

(3.llb) 
➔ ➔ ➔ x ➔ S 1 TYH ( tn) 

,., 2 •• 
+ PH + 0 ( T3) YH = yH(tn) + + S2T yH(tn) 

as T ➔ O, 
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where 

as H - h ->- O. 

-+ -+ 
Note that pH and pH both vanish ash< H-+ 0 but they do not if T-+ 0 and H 

is kept fixed. 

Substitution of (3.11) and (3.10') and using Theorem 3.1 yields the 

following lemma: 

LEMMA 3.2. Under the assumptions (3.11) the approximation error for the test 

equation (3.6) is given by 

(3. 12) 

-+ 
A n 

-+ 
= (1-S 1)Pm(O)y(tn) - T~(O)ft(tn,y(tn)) 

as T-+ O, 

. -+ 
where C vanishes on the fine grid and is given by 

n 

-+ -I -+ 2 :t -+ 
C = T [-pH-(P (O)+TP'(O)J(t )+TS (O)J'(t ))(pH-pH)] n m m n m n 

as H -h -+ 0 

on the aoarse grid. □ 

The (coarse grid vector) C may also be neglected on the coarse grid 
n 

if His sufficiently small with respect to T. Then, the most important part 

of the approximation error consists of the other terms in (3.12) which heavi­
-+ 

ly depend on the choice of the initial approximation y. We shall consider 

the first and subsequent defect corrections in more detail. 
-+ 

In the first defect correction step the initial approximation yh has 

to be provided. If one-step formulas are used for generating the problems 

(1.3), then the most plausible choice for starting the two-level algorithm 

is defined by 
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(3.13) 

-+ 
With this choice we have s1 = 0 and the first term in (3.12) reads P (O)y(t ). m _ n 
This term is O(Tm) as T-+ O, but due to the large order constant if the spec-

tral radius a of J(t) is large (this happens if h or Hare small), it is not 

necessarily small. To see this we consider the i-th derivative P(i)(O) of 
m 

P (z) at z = 0 for large values of Ta. It is easily derived from the defini-
m • 

tion of Chebyshev polynomials that ( - I /b OTO < a < I) 

(3.14) const. 
i (TO) 

as TO -+ 00 • 

Thus, for small values of T and h or H, the first term in (3.12) may still 

be large unless we choose a such that P (0) = 0. Identifying (I+a)/(1-a) 
m 

with the largest zero of T (z) yields 
m 

(3. I Sa) 
cos...!..-1 

2m 
1T 

cos 2m +I 

However, even for P (0) = 0 the approximation error may be large due 
m -+ 

to the large norm of the Jacobian J(tn) and the vector ft ash or H-+ 0. As 

an example, we consider the one-dimensional diffusion equation 

U(t, I) = g 1 (t). 

I /h-1 
Semi-discretization on a uniform grid nh = {ih}i=l leads to a system of the 

form (I.I) with right hand side function of the form (3.6) where 

-2 

-2 0 
J(t) I =-

h2 

0 -2 I 

-2 
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➔ 

, Evidently, the vector Jy(t) occurring in (3.12) has an increasing norm as n 
h + 0 unless y(t) has zero-boundary values which means that the boundary n 
conditions are time-independent. Suppose, however that the polynomial ~(z) 

is such that Q (0) = -P'(O), then by observing that for (3.6) 
m m 

➔ ➔ 

ft(t,y(t)) = 0y(t) - J(t)y(t) 

the approximation error reduces to 

(3.12') 
➔ 

+ l • • ± 0 2 
A = T [ -2 - S 2+ P' ( 0) ]y ( t ) + c + ( T ) n m n n as T + 0. 

➔ ➔ 

THEOREM 3.2. Let a, f and y be defined by (3.15a), (3.6) and (3.13), respec-

tively. Then the approximation error is given by (3 .12 ') if 

(3. 15b) B. = l - P.(O), 
] ] 

j = 0,1, ..• ,m-l. □ 

PROOF. By Theorem 3.1 and by virtue of (3.15b) we find that Q.(O) satisfies 
] 

the relation 

T(O)Q.(O) = \.bo(l-8.) = A.boP.(O). 
] ] ] ] ] 

Since P!(O) satisfies the relation 
] 

T(O)P!(O) = -A.b0P.(O) 
] ] ] 

it follows that Q.(O) = -P~(O) which leads to (3.12'). D 
] ] 

Thus, if (3.13) is chosen to start the integration of the interval 

[t ,t 1] then Theorem 3.2 tells us how to tune Richardson's method such that 
n n+ 

the appproximation error is relatively small. An alternative is of course the 

application of initial approximations which are first order in time. In view 

of the large! spectral radius cr associated with semi-discrete parabolic equa­

tions the formulas generating these initial approximations should be suffi­

ciently stable. For instance, one may use the stabilized Runge-Kutta methods 

as presented in [6]. (Methods such as forward Euler are not suitable unless 
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+ 
the integration step is unrealisticly small.) Let us assume that y does have 

first order accuracy in time (in the second and subsequent defect correction 

steps this is always true), then by putting a1 = 1 in (3.12) we find 

(3.12") 

as -r + O. 

By the same argument as above we conclude that for h or H + 0 the approxima-
+ 

tion error will be large unless ft vanishes (autonomous systems) or ~(O) = O. 

The latter will be the case if e. = 1 for all j (see (3.8)). We observe that 

the approximation error reduces ~o C + 0(.2) if we choose the starting form-
A n 

ula such that e2 satisfies the relation 

Summarizing the results of this section, we have found that the 

Richardson iteration method (2.2) - (2.3) should satisfy the 
+ 

and (3.15b) if the initial approximation y is zero order in 

dition a.= 
J 

+ 
if y is of higher order. 

conditions (3.15a) 

time and the con-

Finally, it should be remarked that the Richardson iteration method 

(2.2) - (2.3) satisfying (3.15a) and (3.15b) can be interpreted as an first 

order consistent, m-stage Runge-Kutta method with .-dependent aoeffiaients. 

It presents an integration method in its own right and might also be of int­

erest as an explicit, stabilized time integrator for parabolic differential 

equations when only one grid is used. Results of this type of "Runge-Kutta­

Richardson methods" are published in the near future. 

3.3. Applications 

By a few numerical examples we will illustrate the effect of the condi­

tions (3.15) on the behaviour of Richardson's method (2.2) - (2.3). 
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3.3.1. A linear test problem 

In order to test the linear analysis given in the preceding subsection 

we integrate the following linear equation 

au 
-= at 

(3.16a) 

w = 10 

with exact solution 

(3.16b) 

Dirichlet boundary conditions along the unit square and initial values at 

t = 0 are determined by (3.16b). This problem is semi-discretized on nh with 

square meshes of width h by using the standard five point molecule. The re­

sulting system of O.D.E.'s has a Jacobian with negative eigenvalues in the 

interval [-o,-o] where 

(3.16c) 24 2 
0 ~ z, O ~ 2TI • 

h 

Choosing a simple one-step, one-point integration formula the problem 

(2.1) on the grid nh assumes the form 

(3. 1 7) 
➔ ➔ ➔ 
y + (1-b0),f(t ,y ). n n n 

To this linear system of equations we applied the Richardson method 

(2.2) - (2.3) for a few choices of the parameter CL and the parameters e .. To 
J 

get an impression of the behaviour of Richardson iteration as a process on 

its own we did not yet combine the fine grid iteration with coarse grid 

corrections. 

In order to interpret the number of iterations used in the iteration 

process it is convenient to express min terms of the parameter CL and the 

damping parameter 



From the definition of Chebyshev polynomials it follows that 

(3. 18) 
arccosh D-l 

m=----------------
ln(l +a+2e:+2✓ (I +e:) (a+e:)')-ln(l-a) 

From this expression we derive 

(3.18') 
-1 arccosh D 

ln( l+✓a; 
T=7c? 
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Hence low damping (D :::- 1) or larger values of a result in smal 1 m-values. In 

the special case where a= a0 given by (3.15a), we find 

(3.18") 1 / 2 -1 2 • m ~ 4 b0Tcr[4arccosh (D )+~ J if 
_ l l /40-bo Tcr' 

or D ;;;: cosh(z'IT b ) • 
OTO 

Thus, in this case we see that at least ~~/4 iterations are required 

(choose D = 1). If higher damping is desired (D < 1) more iterations are 

required. In view of the large To-values usually involved in actual problems, 

the "Runge-Kutta-Richardson" method will require a large number of right hand 

side evaluations. Nevertheless, this method turns out to be more efficient 

than the original Richardson method. This is illustrated in the tables below 

where we applied the Richardson iteration method in several modes: 

(3. 19) 

R(D,a) mode defined by (2.2), (2.3) withe.= 1, j = 0,1, ••• ,m-1 
J 

RKR(D) mode defined by (2.2), (2.3) and (3.15a), (3.15b) 

Both modes were applied with starting vectors defined by (3.13). In these 

tables the number of correct digits at t = 1, defined by 

(3.20) A = min( - 1010g I exact solution of (I. 2) - numerical solution I], 
nh 
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is given for a sequence of T-values and for Richardson's method both in R 

and RKR mode. In the RKR mode the number of iterations per integration step 

was chosen equal to /60·rcr/1.55 (cf. (3.18")). However, requiring m to be an 

integer we obtain marginal damping. (In these examples D turned out to be 

at most 0.94.) In the R mode, D was chosen in such a way that the total num­

ber of iterations equals that of the RKR mode for each step size T. The total 
, -+ 

number of £-evaluations is denoted by Em. 

It is obvious from the Tables 3.1, 3.2 and 3.3 that the Ri~ .94, a0) 

process is of no value indicating how important the term J(t )y(t) is in n n 
the approximation error (3.12). Of course, by increasing the damping the 

-+ 
results will be improved, ho.wever, at the cost of many £-evaluations. It is 

also evident that the RKR mode becomes superior to the R mode if h decreases, 

i.e. if Tcr increases. 

T 

1 /5 

1/10 

T 

1 

1 /5 

1 /10 

Tcr 

2400 

480 

240 

Tcr 

9600 

1920 

960 

TABLE 3.1 

A-values at t=l obtained by the iterated 
-+ 

Euler rule (b0=t) 'h""-+ and h = 1 /10 Wl.t y=y n 

Em R(D, o /cr) D R(~.94,a0) 

40 1.6 .00125 .o 
90 1.6 .053 .8 

130 1.7 • 125 .9 

TABLE 3.2 

A-values at .t=l obtained by the iterated 
• :;t -+ 

Euler rule (b0=1) with y=yn and h= 1/20 

79 

180 

250 

R(D, o /cr) 

2. 1 

2. 1 

2.3 

D 

.00125 

.053 

.125 

.o 

.6 

.7 

RKR(~.94) 

I.I 

1.6 

1.7 

RKR(~.94) 

1.8 

2.2 

2.4 



TABLE 3.3. 

A-values at t=l obtained by the iterated 
+ 

Euler rule (b0=1) with y=yn and h= 1/40 
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'[ TO' LID R(D,o fa) D R(:!>.94,a0) RKR(:!..94) 

1 38400 · 158 2.3 .00125 .o 2.4 

1 /5 7680 355 2. 1 .053 .6 3. 1 

1 /10 3840 500 2.3 • 125 .6 3. 1 

3.3.2. A strongly nonlinear problem 

In this section we show that the linear analysis given in the preceding 

subsections is also indicative of the behaviour of Richardson's method in 

strongly nonlinear problems. As a test model we choose the equation [12] 

(3. 21 a) 

Just as in problem (3.16) we prescribe Dirichlet boundary conditions 

on the unit square n = {~ I O :!> x1, x 1 :!> 1} and initial conditions for t = 0 

by prescribing the exact solution 

(3.21b) 

The semi-discretization process yields a system of nonlinear O.D.E.'s of 

which the Jacobian matrix has its eigenvalues in the interval [-o(t),-o(t)] 

where 

(3.21c) 64 o(t) :;;;- 2 (l+t), 
h 

The results listed in the Tables 3.4 and 3.5 reveal that the same be­

haviour is exhibited as for the linear problem (3.16) but even more pronun­

ciated. In Table 3.6 results are given for the trapezoidal rule; here we 

see that the accuracy of the RKR process decreases if T decreases, whereas 

the R process becomes more accurate. The reason for this behaviour is the 
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instability developed by the RKR mode (being in fact an explicit Runge-. 

Kutta method) because the stability condition is violated (in the Euler case 

the stability condition is just satisfied). The stability analysis of RKR 

methods as integration methods on their own will be reported in a next paper 

where it is shown that stability for the iterated trapezoidal rule requires 

a considerable larger number of iterations. Since in this paper, we use the 

RKR method as part of a multigrid algorithm and not as a special type of 

Runge-Kutta method, we are not concerned with the stability of the RKR method 

but only with the stability of the integration formula generating the prob­

lem (2.1). 

T 

1 /5 

1 /10 

T 

1 /5 

1/10 

TO 

12800 

2560 

1280 

TO 

51200 

10240 

5120 

TABLE 3.4 

A-values at t=l obtained by the iterated 
+ + 

Euler rule (b0=1) for h= 1/10 and y=yn 

Em 

91 

184 

258 

R(D, o /o) 

-co 

2.4 

2.9 

D 

.05 

.039 

.073 

TABLE 3.5 

-co 

1.4 

I. 7 

A-values at t=l obtained by the iterated 
+ 

Euler rule (b0=1) for h = 1/20 
,. + 

and y = y n 

Em R(D, o /o) D R(~.94,t10) 

182 -co .050 -co 

365 2.3 .038 -co 

509 2.8 .074 -co 

RKR(~.94) 

3.5 

4.6 

5. 1 

RKR(~.94) 

3.5 

4.5 

5. 1 
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TABLE 3.6 

A-values at t=l obtained by the iterated 
1 + 

trapezoidal rule forh=l/10 ... -+ (b =-) and y = y 0 2 n 

T TO" Im R(D, o /cr) D R(:s:.94,a.0) RKR(=s:. 94) 

12800 65 -00 .050 -<X> 3.4 

1 /5 2560 131 2.4 .038 -00 2.9 

1 /10 1280 184 2.6 .073 -00 2.4 

Our conclusion from the analysis and experiments presented in this sec­

tion is that for zero order initial approximations the Riohardson method in 

RKR mode is a rather efficient method for solving nonlinear systems of the 

type (2.1), and that the original Richardson method is less sucessful parti­

cularly for large values of Ta. 

4. SPECIFICATION OF THE TWO-LEVEL ALGORITHM 

In Section 1.3 of the introduction we already described the two-level 

algorithm in the form 

( 4. 1) Prediction; (Coarse grid iteration; Fine grid iteration)v, v ~ O. 

Note that the fine grid iteration is always started with the initial approxi­

mation (1.18). 

In our experiments we concentrated on the behaviour of the three basic 

parts in the process (4.1). We did not consider the effort of the generating 

implicit integration formula. All experiments were performed using backward 

Euler, i.e. (3.17) with b0 = 1. The prolongator and restrictor were defined 

by (1.12) and (1.13), respectively. 

The coarse grid iteration was defined by the process (we add an index 

h or Hin order to indicate whether the iteration is performed on the fine 

grid or the coarse grid) 

(4.2) ~(.1;.01), H = 2h, 
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the fine grid iteration by 

(4.3) ~ (.22; .25). 

The parameters D and a in (4.2) and (4.3) were determined on the basis of a 

large number of experiments which may be found in the appendix to [7]. 

The prl3dictor was defined by 

(4.4) J?J(~(.94); ~(.22;.25), 

where the initial approximation in the RK~ process was simply 

and in the~ process the initial approximation was chosen according to 

(1.5'). The parameters D and a in (4.4) were again determined on the basis 

of numerical experiments (see appendix). 

The two-level algorithm can now be written in the form 

(4.5) 
\) 

RK~(.94); ~(.22;.25)[~(.1;.0l)~(.22;.25)], 

where v;;:: 0. 

5. NUMERICAL EXPERIMENTS WITH TWO-LEVEL ALGORITHMS 

In this section we test the two-level algorithm (4.5) and we try to get 

insight in the effect of the prolongator, the predictor formula and whether 

Richardson iteration is to be preferred when compared with Gauss-Seidel 

iteration. We also compare (4.5) with other one-grid methods. 

In the tables of results we have used the following notations: 

T - integration step size 

v - number of coarse and fine grid iteration processes 
-+ -+ 

Efh - number of fh -evaluations on nh 
-+ ➔ 

EfH - number of fH-evaluations on nH = n2h 
+ + 1 + 

Ef = Efh + 4 EfH - giving the total computational effort in terms of 
+ 
f-evaluations on the fine grid. 
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A - accuracy defined by (3.20). 

5.1. Effect of the prolongator 

H In Section 1.2 it was shown that the prolongator Ih and the restrictor 
h H h IH should be such that in actual computation the effect of Ih IH resembles 

the identity operator, otherwise the coarse grid correction is less effi­

cient (cf. (1.16)). In order to see the behaviour of the prolongator defined 

by (1.12) we applied the algorithm (4.5) with v = 0 and listed the accuracy 

A obtained after the coarse grid process RK~, the coarse grid correction 

(1.5') and the smoothing process~- In Table 5.1 these results are given 

for problem (3.21) with several choices of the domain n. For the domain 

0 ~ x1, x2 ~ 1 the accuracy decreases considerably if the coarse grid 

TABLE 5 .1 

A-values for problem (3.21) at t=1 with -r=1 and h = 1 /20 

0 ~ x 1 ,x2 ~ 1 1 ~ x 1 ,x2 ~ 2 5~x1,x2 ~6 

+k 
3.2 4.6 4. 1 YH 

:t IH +* H h + 
yh = YH + (I - Ih IH)yh (0) 1.0 4.0 4. 1 

h 
+k 

1.7 4.2 4.8 yh 

correction is introduced. This can be explained by considering the effect 

of the operator I - I: I~ on the function yh (t) for t = 0 with components 

( cf. (3. 21 b)) 

(5. 1) (~(ih+jh)) 1/4, i,j 
-1 

= 1,2, ... ,h -1. 

Since I: is based on linear interpolation (cf. (1.12)), one can verify that 

IH Ih does not behave as the identity operator when applied to (5.1), parti-
h H 

cularly in the grid point~= (h,h). By shifting the domain Q away from the 

origin, the operator I: I~ is applied to grid frunctions with bounded dis­

crete first derivative ash+ 0 so that the linear interpolation behaves 
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adequately resulting in a small drop in accuracy. 

5.2. The predictor formula 

The two-level algorithm (4.5) uses a predictor which is based on the 

considerations in Section 3.2 where the approximation error is analyzed. At 

first sight, 'however, one might choose the following two-level algorithm 

(5. 2) 
v+l 

[~(.1;.01); ~(.22;.25)] , V ::1:: 0. 

We want to show that the algorithm (4.5) is really a better choice than 

(5.2). We also listed the results obtained by the algorithm 

(5. 3) 
V 

RKC; ~(.22;.25)[~(.1;.0l); ~(.22;.25)], V ::1:: 0 

where RKC denotes the application of the first order Runge-Kutta-Chebyshev 
-+ -+ 

method (cf. [6]) to the differential equation yH = fH(t,yH) on nH = n2h. The 

result obtained is then prolongated (of course without coarse grid correc­

tion) and smoothed by the~ process. Thus, (5.3) differs from (4.5) only 

by using another predictor formula. 

T V 

0 
1 
2 

0 
1 /5 1 

2 

0 
1 /10 1 

2 

0 
1/20 I 

2 

TABLE 5.2. 

A-values for problem (3.21) at t=l and 

n = {~I l~x1,x2~2} with h = 1/20. 

i:t(4.5)A i:f (5. 2) A 

3+28 4.2 3+4 1. 7 
6+32 3.9 6+8 2.7 
9+36 4.0 9+12 3.8 

15+60 4.7 15+20 2.5 
30+80 4.7 30+40 3.4 
45+100 4.8 45+60 4.6 

30+85 5.5 30+40 2.8 
60+125 5.0 60+80 3.8 
90+165 5. 1 90+120 5.0 

60+122 4.9 60+79 3. 1 
120+200 5.3 120+155 4. 1 
180+279 5.4 180+236 5.4 

i:f(5.3)A 

3+25 3.7 
6+29 3.9 
9+33 4.0 

15+53 4. 1 
30+73 4.8 
45+93 4.8 

30+74 4.2 
60+114 4.9 
90+154 5. 1 

60+105 3.8 
120+183 5.4 
180+262 5.4 
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In Table 5.2 the results are given obtained for problem (3.21)~ Obvious­

ly, the algorithm (4.5) is superior due to its more accurate predictor form­

ula. On the other hand, the algorithm (5.2) is rather cheap if a modest 

accuracy is desired. However, if more rapid variations with tenter into the 

problem, the algorithm (5.2) tends to become unstable for larger integration 

steps. 'J.'.his may be concluded from Table 3.4 where the same problem was inte­

grated, but on the domain O ~ x 1, x 2 ~ I which results in a slightly stronger 

t-dependency. The algorithms (4.5) and (5.3) are less sensitive to t-varia­

tions because their predictor formulas are based on Runge-Kutta methods with 

many intermediate points so that actually rather small intermediate integra­

tion steps are performed. 

5.3. Comparison with other methods 

In order to get insight in the efficiency of the algorithm (4.5) we 

compared this method with two other integration techniques. The first one 

is of the form (5.2) but we replaced the Richardson iteration by Gauss­

Seidel iteration which is defined as follows: let y(j) be the j-th iterate 

with components y~j), i = 1,2, ••• r, then the components y~j+I) of the (j+l)-
i 1 

th iterate are determined by solving 

(5. 4) 
(j+l) (j+I) (j) (j) 

[L(yl . , ... ,y. 1 ,Y,Y•+1'•••,Y )]. = i- i r i l(l)r, 

d . (j+l) . 1 (I) (5 4) d ➔ d h for y an setting y. = y, i = r. In • Lan r correspon tote 
1 ➔ 

fine or the coarse grid problem (1.3a) or (1.3b) and [v]. denotes the i-th 
1 

➔ 
component of a vector v. One (nonlinear) Gauss-Seidel iteration is now de-

fined by (approximately) solving (5.4) performing just one Newton iteration 

for each scalar equation. We applied the iteration process in a symmetric 

version by alternatingly reversing the order of the components in (5.4) [11]. 

This process will be denoted by GS(m) where m denotes the number of itera­

tions. The two-level algorithm using synnnetric Gauss-Seidel iteration applied 

in our comparitive tests is given by 

(5.5) V > 0. 
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The number of Gauss-Seidel iterations in (5.5) were chosen such that it re-
+ + 

quires just the same number offhand fH evaluations as required by the fine 

and coarse grid iterations in the algorithms (4.5), respectively. 

TABLE 5.2 

A-values for problem (3.21) at t=l and 

n ={~I 0~x1,x2~1} with h = 1/20 

Richardson scheme (4.5) Gauss-Seidel scheme (5.5) RKC method [6] 
+ + 

1" V 1:f A 1" V 1:f A 1" 1:f A 
+ 

1 0 26 1. 7 1 /5 1 34 1.7 

1 2 40 2.6 1/5 2 68 2.4 

1 3 47 3.0 1/5 3 101 2.9 1 163 3.0 

1/5 4 135 3.5 1/5 325 3.4 

1 /5 5 169 3.8 

1 /5 1 97 4.0 1 /5 6 203 4.0 1/20 639 4. 1 

The second method is the RKC metho,d already mentioned in Section 5. 2. 

For problem (3.21) with h = 1/20 the results obtained are listed in 

Table 5.2. These results were selected in such a way that the accuracies are 

more or less comparable while the 1:f-value is minimized with respect to the 

set of (,,v) parameters. (This always occurred for the larger ,-values). The 

Richardson scheme (4.5) turns out to be cheaper than the Gauss-Seidel scheme 

(5.5) and the RKC scheme for comparable values of A. This is due to the 

possibility to integrate the whole integration interval in a single step, 

whereas the Gauss-Seidel scheme is unstable for such large steps. It should 

be observed, however, that this unstable behaviour for large steps can be 

avoided by solving the implicit equations (5.4) with more than one Newton 

step. These aspects are part of an iteration strategy for a general multi­

grid program and are not considered in this paper. 
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6. CONCLUDING REMARKS 

We have investigated a two-level algorithm for solving the (non-linear) 

systems which arise when an implicit (one-step) integration method is applied 

to the semi-discretized form of a parabolic initial boundary value problem. 

The algorithm is based on a special form of the (nonlinear) Richardson itera­

tion method. This algorithm has the following characteristics: 

(i) The storage requirements are 5 arrays the dimension of which equals 

the number of grid points of the finest grid. 

(ii) The algorithm allows rather large integration steps even in strongly 

nonlinear problems. This is achieved by the predictor formula based 

on the RKR mode of the Richardson method which constructs an initial 

approximation in a Runge-Kutta type fashion. If (nonlinear) Gauss­

Seidel iteration is used the algorithm shows instabilities for large 

integration steps unless more Newton iterations are performed (and 

consequently additional right hand side functions are evaluated). 

(iii) The computations only involve right hand side evaluations and the up­

dating of the spectral radius of the Jacobian matrix (the right end 

point of the (negative) eigenvalue interval is not required). The 

Gauss-Seidel process does not require the spectral radius but the 

diagonal elements of the Jacobian matrix. 

(iv) The algorithm is rather flexible in that respect that the damping of 

the higher and lower frequencies can be adjusted by monitoring the 

parameters a and D. 

REFERENCES 

[ 1 J BRANDT, A., Multi-Level Adaptive Techniques (MLAT) for Singular Pertur­

bation Problems, In: Numerical Analysis of Singular Perturbation 

Problems, P.W. Hemker and J.J.H. Miller (eds), Academic Press, 

London, 1979. 

[2] FAIRWEATHER, G. & A.R. MITCHELL, A new corrputational procedure for ADI­

methods, SIAM J. Numer. Anal. 4 (1967) pp. 163-170. 

[3] FORSYTHE, G.E. & W.R. WASOW, Finite differenee methods for partial dif­

ferential equations, John Wiley & Sons, New York, (1960). 



30 

[4] HEMKER!, P.W., On the structure of an ac7.aptive rrrulti-level algorithm,, 

BIT 20 (1980) pp. 289-301. 

[5] HEMKER, P.W., Introduction to rrrulti-grid methods,, Nieuw Arch. Wiskunde 

(3), xxix (198 I), pp. 71-10 I . 

[6] HOUWEN, P.J. van der & B.P. SOMMEIJER, On the internal stability of 

explicit,, m-stage Runge-Kutta methods for large m-values,, ZAMM 

60 (1980) pp. 479-485. 

[7] HOUWEN!, P.J. van der & B.P. SOMMEIJER, Analysis of Richardson iteration 

in rrrultigrid methods for nonlinear parabolic differential equa­

tions,, Report NW 105/81, Mathematisch Centrum, Amsterdam (1981). 

[8] HOUWEN, P.J. van der & H.B. de VRIES, Preconditioning and coarse grid 

corrections in the solution of the initial value problems for 

nonlinear partial differential equations,, Report NW 95/80, 

Mathematisch Centrum, Amsterdam (1980), (to appear in SIAM J. on 

Sci. and Stat. Comp.). 

[9] LAMBERT, J.D., Corrrputational methods in ordinary differential equations,, 

John Wiley & Sons, London (I 973). 

[IO] LINDBERG, B., IMPEX - A program package for solution of systems of 

stiff differential equations,, Report NA 72.50, The Royal Institute 

of Technology, Stockholm (1972). 

[II] ORTEGA, J. & W. RHEINBOLD, Iterative solution of nonlinear equations in 

s·everal variables,, Academic Press, New York (1970). 

[12] RIGHTMYER, R.D. & K.W. MORTON, Difference methods for initial value 

problems,, Interscience, New York (1967). 

[13] SOMMEIJER, B.P., P.J. van der HOUWEN & J.G. VERWER, On the treatment of 

time-dependent boundary conditions in splitting methods for para­

bolic differential equations,, Intern. J. Numer. Meth. Engin. 17 

(1981) pp. 335-346. 

[14] STETTER, H.J., The defect correction principle and discretization me­

thods,, Numer. Math. 29 (1978) pp. 425-443. 

[ 15] VERWER, J .G., An irrrplementation of a class of stabilized explicit me­

thods for the time-integrati·on of paraho lie equations,, ACM Trans • 

on Math. Software, (June 1980). 



31 

APPENDIX 

In this appendix we explain our choice of the damping parameters D, Dh 

and DH, and the a-parameters °band °Hin the two-level algorithm (cf. (4.5)) 

(Al) " ?: o. 

We describe a number of experiments for the nonlinear test problem (3.21) 

on the unit square Os x1 , x2 s 1 with H = 2h = 1/10. In the tables of re­

sults we use the same notations as in Section 5. 

Al. The parameter Din the predictor formula 

The computational effort involved in applying RK~(D) increases if D 

is decreased (cf. (3.18")), therefore we were interested in the amount of 

damping needed to obtain an acceptable prediction for the fine grid solution. 

It turned out that hardly any damping is needed. In Table Al some results 

are given obtained by the predictor formula 

(A2) RK~(D)~(.22;.25) 

for various values, of D showing that even for extremely high damping the 

accuracy is not increased (the parameters in the fine grid iteration ~(.22; 

.25) do not essentially affect the behaviour of the predictor formula). 

TABLE Al 

A-values obtained at t=l by scheme (A2) 

D = .94 D :: • 1 D ~ 10-3 D ~ 10-7 

'[ I:fh I:fH A I:fH A I:fH A 
-+ 

I:fH A 

1 3 92 1. 7 183 1. 7 456 1. 7 911 1.7 

1/5 15 189 2.8 373 2.7 925 2.7 1845 2.7 

1/10 30 268 3.9 526 3.9 1300 3.9 2590 3.9 

1/20 60 385 4.0 750 4.9 1845 4.9 3670 4.9 
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Consequently we chose D = .94 in (AI). 

A2. The fine~ grid parameters Dh and ~ 

In orde~r to avoid disturbing influences caused by an inaccurate solu­

tion of the coarse grid problem we applied (Al) with rather pessimistic 

values of DH and aH, i.e. we applied the algorithm 

(A3) V ~ 0. 

Since the fine grid iteration is relatively expensive we chose the pair 

(Dh;ah) such that only two iterations were required. In Figure Al 

TABLE A2 

A-values obtained at t=l by scheme (A3) 

➔ ➔ + 
(Dh;ah) 

T V 2::fh HR H (.06;.5) (. 22; • 25) (. 29 ; • 20) (.38;.15) (.5;.10) 

0 3 92 26 1.4 1. 7 1. 7 1. 7 1.6 
1 6 108 33 I • 8 2. 1 2.2 2.3 2.2 
2 9 124 40 2. l 2.6 2.8 2.9 2.7 
3 1 2 I 40 47 2.4 3.0 3.2 3.2 3. I 
4 15 156 54 2.7 3.2 3.2 
5 18 I 72 61 2.9 
6 21 188 68 3. 1 

0 15 189 62 2.2 2.8 3.0 3.2 3.7 
1/5 I 30 269 97 3.2 4.0 4. I 4. I 4. 1 

2 45 349 132 4. I 4. 1 

1/10 0 30 268 97 3. 1 3.9 4. 1 4.3 4.3 
1 60 427 167 4.4 4.4 4.4 4.4 4.4 

1/20 0 60 385 156 3.9 4.0 4.0 4.0 4.0 
1 120 685 291 4.7 4.7 4.7 4.7 4.7 

the eigenvalues corresponding to ~(Dh;ah) are illustrated in the case of a 

linear probl ◄~m. These eigenvalues are given by (cf. (2. 6)) 
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(A4) 

-+ -+ 
where z denotes the eigenvalues of the matrix -rJ = -r'af/ay, w0 and w1 are de-

fined in (2.3) and where the maximal value of IP2(z)I in [--rcrh,-ah-rcrh] is 

given by 

.......... ········································ .... -··i Dh 
: I I 

: : : 
I ! f 

- TO 
h 

Fig. Al. Eigenvalues of ~(Dh;ah) for linear problems 

as -rah>> 1 and~> O. 

In Table A2 the results for several pairs (Dh;ah) are given indicating 

that strong damping is less important than a sufficiently large interval 

where the damping is applied, except for small integration steps. 

Furthermore, we note that it seems to be cheaper to use large integra­

tion steps combined with large v-values than small integration steps and low 

values of v. 

It is also of interest to notice that for large -r-values the amount of 

work on the coarse grid is relatively large when compared with the work on 

the fine grid. As already mentioned in the introduction, this strongly sug­

gests a recursive use of the coarse grid iteration technique. 
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In order to draw conclusions from the eigenvalue spectrum P2(z) illus­

trated in Fig. Al, we compare P2(z) with the eigenvalue spectrum of the 

iteration matrix in the Gauss-Seidel method (5.4) when applied to a linear 

problem with L given by the matrix I - b0TJ. By splitting J according to 

where J 1, J 2 and J 3 are respectively the lower triangle, the diagonal and 

the upper triangular matrix, we may write (5.4) in the vector form 

(A6) 

If we assume that the matrix I- b0TJ has property (A) (see e.g. [3, p.243]) 

we may express the eigenvalues of the iteration matrix associated with (A6) 

in terms of those of the Jacobi method, i.e. in terms of the eigenvalues of 

the matrix 

(A7.) 

~ Let A denote the eigenvalues of (A7) and A those of the Gauss-Seidel method 

(A6), ·then I= AZ (cf. [3, p.250]). In order to express the eigenvalues A 

in terms of the eigenvalues z of TJ we restrict our considerations to prob­

lems where J 2 is a scalar matrix - dI with d > 0 (an example of such a problem 

was considered in Section 3.2, p.15). It is now easily verified that the 

eigenvalues of (A6) are given by 

(AB) n(z) 
bo(z+Td) 2 

= [ l+b i-d ] 
0 

The behaviour of n2(z) is illustrated in Figure A2 (two Gauss-Seidel itera­

tions require roughly the same computational effort as two Richardson itera­

tions if the implicit relations in (5.4) are solved in just one Newton itera­

tion. 
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Fig. A2. Eigenvalues of (5.4) for linear problems 

35 

z 

In the comparison of the spectrum functions P2(z) and n2(z) one should 

take into account that P2(z) corresponds to an eigenvector of TJ with eigen­

value z, whereas n(z) usually corresponds to a completely different vector. 

For instance, if J is a normal matrix then the eigenvectors of the Richardson 

ite_ration matrix P 2 (TJ) can be chosen orthogonally. The eigenvectors of the 

Gauss-Seidel iteration matrix are not necessarily orthogonal. 

Since in the fine grid iteration our first interest is in the location 

of the intervals of high damping we consider the intervals on the z-axis 

where the eigenvalues are less than Dh in absolute value. For Richardson's 

method this interval is trivially given by -Tab< z < -¾Tab, and for Gauss­

Seidel's method we find (after two iterations) 

In most practical cases these intervals just contain the eigenvalues corres­

ponding to the eigenvectors of high frequency (e.g. in the case of the dif­

fusion equation ut = 8u). The length of these high frequency intervals is 
. . ( ) 1/4 respectively given by I-ah Tab and ~2Dh Td where we have assumed that 

1 /b0 << Td. I_n the model problem ut = 8u discretized in the usual way on a 

uniform grid, we have d = ah/2 (observe that a necessary condition for the 

convergence of the Gauss-Seidel method (A6) requires that d > ah/2 - 1/2b0T). 

Thus, Richardson's method has a larger interval of high damping (or 
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equivalently, has a higher damping in the same interval of high frequencies) 

if 

(A9) 

From (AS) it easily follows that this condition is satisfied for ah s 1/2. 

The considerations above can be extended for the case where the number 

of fine grid iterations equals m. The intervals of high frequencies with 
• • l/(2m) 

damping s Db are then respectively given by (1-ahhcrh and ~Db TO"h where 

ah and Dh are related by (cf. (2.7)) 

(AS') 
I +ah -1 

Db~ [cash m[arccosh -1--JJ 
-a.h 

For example, if we choose~= 1/4 then Richardson's method has a damping 

factor SDh in the interval of length 3TCJh/4 whereas the Gauss-Seidel method 
. • • 2m r,: / damps with a factor s Db in the interval of length ~ v 2 TCJh 3. 

Generally, we may conclude that Richardson's method has a stronger 

damping effect on the higher harmonics than the Gauss-Seidel method, in par­

ticular if ·the number of fine grid iterations is increased. In our experi­

ments we chose m = 2, although a higher value of m might be more efficient 

in terms of computational effort versus accuracy. This aspect is part of a 

general iteration _strategy and is not discussed in this paper. This choice 

of a.h is less critical as long as it is sufficiently small. We chose ah= 1 /4 

and consequently the damping factor Dh becomes ~ .22. 

A3. The coarse grid parameters DH and~ 

The only parameters left in the algorithm (Al) are DH and °H· We applied 

the algorithm 

(AIO) V ~ 0 

for a large number of (DH;aH)-value revealing that the accuracy is largely 

independent of DH and °H· In Table A3 a few results are listed for DH= .1. 

These results suggest to choose aH ~ .05 in order to increase the efficiency. 
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TABLE A3 

A-values obtained at t=l by scheme A( 10) with DH= .1 

°ii = .OS °ii = .01 °ii = .001 
+ + + + 

T " I:fH I:fH A I:fH A I:fH A 

0 3 92 1.7 
1 6 100 2. 1 108 2. l 139 2 .1 

1 2 9 108 2.6 124 2.6 186 2.6 
3 12 116 3.0 140 3.0 233 3.0 
4 15 124 3.2 156 3.2 280 3.2 

0 15 189 2.8 

1/5 1 30 229 4.1 269 4.0 389 4.1 
2 45 269 4.4 349 4.1 589 4 .1 
3 60 309 4.3 

0 30 268 3.9 

1/10 1 60 348 5.3 427 4.4 616 4.4 
2 90 428 4.8 586 4.4 964 4.4 
3 120 508 4.6 

0 60 385 4.0 
1 /20 1 120 545 4.9 685 4.7 953 4.8 

2 180 707 5. 1 985 4.8 1521 4.8 

However, by using larger °if-values less low frequencies are damped which 

would violate the ·general idea that the low frequencies should be removed 

on the coarse grid and the high frequencies on the fine grid (cf. the dis~ 

cussion in §1.4). Therefore, we choose the safe value~= .01. 

By the same arguments one should choose DH sufficiently small and one 

may ask whether DH= .1 yields a sufficient reduction of the lower frequen­

cies. It turns out, however, that the accuracy is more or less insensitive 

to changes in the damping parameter DH, in particular for larger integration 

steps. Even for rather low damping the accuracy does not decrease as can be 
+ 

seen in Table A4. It is tempting to choose DH> .1 which again saves £R-

evaluations, but we decided to use a safe damping parameter and put DH= • 1 

in all experiments reported in §5. 
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TABLE A4 

A-values obtained at t=l by scheme (AlO) with '1! = .01 

D = H .33 D = H .8 D = H • 99 
-+ -+ -+ -+ 

T V Efh EfH A EfH A EfH A 

0 3 92 1. 7 
1 6 102 2. 1 ·97 2.2 95 2.2 
2 9 112 2.6 102 2.6 98 2.6 
3 12 122 3.0 107 3.0 101 3.0 
4 15 132 3.2 112 3.3 104 3.2 
6 21 122 3.2- 110 3.6 
7 24 113 3.8 
9 30 119 3.7 

0 15 189 2.8 
1 30 239 4.1 2i4 4. 1 204 4. 1 

1 /5 2 45 289 4. 1 239 4.5 219 4.6 
3 60 264 4.3 234 4.9 
9 150 324 4.4 

0 30 268 3.9 
I 60 368 4.4 318 4.9 298 4.5 

I /lO 2 90 468 4.4 368 4.8 328 4.7 
4 150 388 5.3 
9 300 538 4.7 

0 60 385 4.0 
I 120 575 4.7 485 4.8 445 4.2 
2 180 765 4.8 585 5.2 505 4.4 

1/20 3 240 685 4.9 565 4.6 
4 300 785 4.8 625 4.9 
6 420 745 5.5 
9 600 925 5.0 


