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Defect correction iteration and splitting methods for time-dependent 

partial differential equations*) 

by 

P.J. van der Houwen 

ABSTRACT 

Nonlinear defect correction iteration is applied for solving the im­

plicit relations which arise when an implicit linear multistep method is 

used in order to integrate semi-discrete initial value problems for partial 

differential equations. The approximate inverse occurring in the defect 

correction process is obtained by employing splitting methods. In order to 

accelerate convergence second degree Chebyshev iteration is used which is 

tuned in such a way that the lower frequencies in the iteration error are 

strongly damped without using a large number of iterations. 

KEY WORDS & PHRASES: NumeriaaZ anaZysis, method of tines, initiaZ-boundary 

vaZue probZems, defeat aorreation, Chebyshev iteration, 

spZitting methods 

*) This report will be submitted for publication elsewhere. 





I. INTRODUCTION 

Consider an initial-boundary value problem in two space dimensions and 

assume that this problem can be semi-discretized (by finite differences or 

finite element: methods) into an explicit system of ordinary differential 

equations of the form 

(I.I) V;,: I, 

where the boundary conditions are lumped into the right hand side and the 

initial condition is of the form 

( I. 2) 
(i) 

Yo ' 1 = 0, ••• , v-1 • 

We assume that the Jacobian matrix clf/cly has negative eigenvalues. 

Suppose that a linear multistep method is chosen for the integration of 

(I.I). Then in each integration step we have to solve a, usually nonlinear, 

system of equations of the form 

(1.3) 
k 

l [atyn+I-£ - btTvf(tn+I-i'Yn+l-£)], 
£=] 

where T is thE~ stepsize t +I - t , y the numerical approximation to y(t ) n n n n 
and {at,bt} coefficients specifying the k-step method chosen. The solution 

of (1.3) is denoted by n, the approximation ton obtained in actual computa­

tion by y 1• We will write (1.3) in the compact form 
n+ 

(I.3') Ly= r. 

In this paper we analyse a special class of nonlinear defect correction 

iteration methods for solving (1.3'). The special features of this iteration 

process are (i) the application of second degree Chebyshev iteration, 

(ii) the use of splitting functions in the definition of the approximate 

inverse of L, ,(iii) the strong damping of the lower frequencies by the 

amplification operator and (iv) the first order consistency of the iteration 
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result after (say) m iterations as. ➔ 0 for fixed damping factors. 

Since for computational reasons, one wishes a relatively low number of 

iterations, the iteration result may differ considerably from the solution 

of equation (1.3). Therefore, we will also consider the stability of the 

iteration result for a class of model problems. 

In the near future, numerical.experiments will be reported comparing 

the method proposed in this paper with conventional splitting methods. 

2. DEFECT CORRECTION ITERATION 

Suppose we want to solve the problem 

(2. I) Ly= I:, 

where Lis a (nonlinear) operator in lR. and I: a given vector. We will r 
assume that L has an inverse L- 1• For such problems one may define the 

(nonlinear) defect correction step (cf. STETTER [7] and HEMKER [2]) 

(2.2) 
(j+J) (j) ~-] ~ (j) ~-]~ 

y = y + L. (I. H-Ly ) - L. L, 
J J J J 

J = 0,1, .•. , 

where y(O) is an approximation 
~-] 

tions to I: and L. are approximations 
J 

to the solution n of (2.1), I:. are approxima-
-1 J 

to L • 

In this paper we will consider the ~wo-step version of nonlinear defect 

correction iteration. This may be defined by 

(2.3) 

µ 0 = 1 , j = o, 1 , 2, ••• , 

whereµ. and A. are parameters which will be used in order to accelerate 
J J 

the convergence. 
~-1 

If the operators L. and Lare differentiable then the iteration error 

e. = y(j)_n of (2.3) saiisfies a relation of the form 
J 

(2.4) ~-1 2 
eJ.+l = [µ.-L(L. )'L'k. + (1-µ.)e. I+ O(lle.11 ), 

J J J J J J- J 
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~-1 
where (L. )' 

~-1J 
tors L. and 

J 
second order 

and L' denote the derivatives (Jacobian matrices) of the opera-
~ L evaluated at I. and n, respectively. We remark that the 

J ~-1 
term in (2.4) vanishes if L. and Lare affine operators. 

J 
In the analysis of the error equation (2.4) it turns out that we often 

cannot explicitly derive the matrix (L: 1) 1 whereas the matrix (L!)-l is 
J J 

rather easily obtained. Therefore,_ we prove the following theorem. 

THEOREM 2.1. Let the operators L, L. and t: 1 have bounded derivatives and 
~ J J 

Z.et L! be nonsingul-ar. If 1.ve choose 
J 

(2.5) ~ (j) 
I. = L.y 

J J 

then the ite1.•ation error satisfies the recurrence relation 

(2.4') 

where L~ and L' are eval-uated at n. 
J 

PROOF. If I. is of the form (2.5) we can write (2.3) in the form 
J 

From this representation it is immediate that 

where L! and L' are evaluated at y(j) and n, respectively. Substitution of 
J 

(2.4) yields 

(
e:. 1-µ.e:. - (l-µ.)e:. 1) l 2 t ! J + J J" J J- + o c11 ci:'.: ) , L, e: .11 ) = 

J j J J 

= -L'e:. + O(lle:.11 2). 
J J 

From the boundedness of L', L! and ci': 1) 1 equation (2.4') is immediate. D 
J J 
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~ In this paper it will be assumed that E. is defined by (2.5). 
J 

2.1. Chebyshev iteration 

In the special case where Lj does not depend on j and Lj 1, Lare affine, 

the process (2.3) reduces to the familiar polynomial iteration method [12]. 

we find 

(2.4") j = 0,1, .•• , 

where P. is a polynomial of degree J in L'-1L' generated by the recurrence 
J 

relation 

(2. 6) P . 1 (a) = ( µ . - La) P . (a) + ( 1-µ . ) P . 1 (a) , 
J+ J J J J J-

j=0,1, •••. 

We will assume that the iteration matrix L'-lL' has its eigenvalues a in 

the positive interval [a,b]. Then all eigenvector components in the itera­

tion error corresponding to eigenvalues in the interval [a,b] are maximally 

damped if we choose 

(2. 7) 

Since T. satisfies a recurrence relation of the form (2.6) we can find 
J 

expressions for the parametersµ. and A .• The resulting method is the 
J J 

well-known Richardson method [12] (or Chebyshev iteration method) applied 
~-1 

to the preconditioned problem (Lj does not depend on j because it is affine) 

(2. 1 ') 
~-1 ~-1 L Ly= L E. 

~ -1 ~-1 ~ 
If L ! does not depend on j but L. , L are nonUnear, we formally may 

J J 
define the parametersµ. and A. by (2.6) and (2.7). Then, neglecting second 

J J 
order terms, (2.4") presents a first order approximati0n to the error equa-

tions. Thus, for sufficiently close initial approximations y(O) the error 

equation (2.4") can be used in the analysis of the iteration process. 

In this paper it will be assumed that L! does not depend on j. 
J 



2.2. Damping of low frequencies and consistency 

In the usual application of iteration processes of the form (2.3), one 

chooses the parameters such that all frequencies in the initial error 

£ = y(O) -n are damped by roughly the same factor. However, if the problem 
0 

(2.1) originates from a partial differential equation, then often the solu-

tion mainly consists of low frequency modes so that one chooses the dis­

crete problernl (2.1) such that its solution n does not contain high frequen­

cies (for example, the backward differentiation formulas). Thus, if the 
. . . 1 . . (O) d . h. h f . ( . f (O) 1.n1.t1.a approx1.mat1.on y oes not contain 1.g requenc1.es e.g. 1. y 

is obtained by extrapolation of preceding yn values) then £0 will also be 

free of high frequencies. In such cases only the low frequencies should be 

strongly damped whereas the high frequencies need only marginal damping. If 

the low frequencies correspond to large eigenvalues of the iteration matrix 

this can be achieved by choosing a » a and b = b where [a,b] denotes the 

(positive) spectrum of the iteration matrix. As a consequence, the damping 

of the low frequencies increases considerably as is immediately clear from 

(2. 7) which yields the damping factor D defined by 

(2.8) 

as a/(b-a) « 1 (< .025 say). It turns out that 1.n most applications a/(b-a) 

is rather small so that for prescribed damping D the number of iterations 

m can be found from the approximate expression for D, i.e. 

(2.8') ~ 1\ ~ 1 
m 2 V a arcosh n· 

It is the purpose of this paper to derive iteration processes of the 

form (2.3) which strongly damp the low frequency modes and which have a 

modest damping of the higher frequencies. In the analysis we assume that 

only a few iterations are performed, otherwise the method becomes too 

expensive. As a consequence, y(m) may differ considerably from the solution 

of (1.3). This implies that one should consider the consistency of the 

result y(m) as T + O. Evidently, the local error y(m) -y(t 1) at t 1 n+ n+ 
consists of the local error n -y(t 1) of the generating multistep formula n+ 
and the iteration error £m' approximately given by (2.4"). Let the matrix 

5 
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L'-IL, converge to the matrix a0I as T + O, i.e. 

(2. 9) r ~ I , 

where B(T) is a nonvanishing, uniformly bounded matrix as T + 0. Then 

(2. I 0) 

From the definition (2.7) of P (a) we derive that 
m 

(2. IO') 

Introducing the damping factor D and observing that 

we obtain 

(2. 11) 

-2 
WI = -b > --a 

II e: II 
m 

2 ,m/2 
clb+laJz V n 

+ i( ,r /1T;(w0+w1a0)[1ii(,)1 2 + ... ]Uc01+o(lc0R2), 

~ 
where B(T) denotes the "normalized" matrix 2B(T)/[/a+lbJ2 and Dis assumed 

to be a given number independent of T (e.g. D = 1/10). 

The estimate (2.11) is suitable for practical use if Tis sufficient­

ly small, i.e. 

In this range of integration steps the iteration error e: can be decreased 
m 



(2.13) 2£+1 
= cos ~1T, £ E {0,1, ••• ,m-1}, 

or equivalently 

(2.13') a = 

2£+1 
2a.o + b[cos ~'IT - -1 J 

2£+1 
COS~'IT + 1 

£ E { 0 , ] , ••• , m- ] } , 

where we assume 

(2. 14) 2£+1 ) b > a. 0 > ½b ( 1 - cos ~ ,r • 

Substitution of (2.13) into (2.11) and using the relation 

yields 

(2. 15) 
r -T IIB(T)II 

~ 
as T ➔ 0. 

Firstly, this estimate shows that for fixed damping factor D 

as T ➔ O, 

where p and q are the orders of consistency of the generating multistep 

method and of the predictor formula used for y(O). Thus the order of con­

sistency pis given by 

(2. 16) p = min{p,q+r}. 

Notice that p = min{p,q}if the consistency condition (2.13) is not satis­

fied. 

Secondly, we observe that for given D the value of m should be mini­

mized, that :i.s 1.n (2.8') the value of (b-a)/a should be made as small as 

possible. In view of (2.13') this means that 

7 
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b-a b-a = 2 _______ O ___ _ 
a 2t+l 

2a0 + b(cos ~ 1r - 1) 

should be minimized. This implies that t = 0 is the best choice. 

3. THE APPROXIMATE INVERSE 

• ~-1 In order to define the approximate inverse L. for the problem (I.I) 
. J 

we use the formalism developed in [4] and introduce the splitting function 

F(t,u,v) which is such that 

(3. 1) F(t,y,y) - f(t,y). 

This rather general splitting function includes a number of well-known 

splittings such as the ADI splittings [6] and the hopscotch splittings [1]. 

It is convenient to introduce the Jacobian matrices 

(3.2) 

which are both evaluated at (tn+l'n,n). The eigenvalues of Zi, Z will be 

denoted by zi and z, respectively. We assume that Z has negative eigen­

values in the interval [-S,O) and that the algebraicly large eigenvalues 

correspond to eigenvectors of low frequency. The spectral radius of af/ay 

is given by S/b0.v and will be denoted by o. 

3.1. Successive corrections 

3.1.1. One-stage approximations 

A relatively simple class of methods is based on the approximate 
~-1 

inverse L. : r + y defined by the one-stage formula 
J 

(3.3) w,;. o, 

which leads to the (stationary) iteration matrix 



(3.4) 

Examples of splitting functions which are suitable for use in (3.3) are the 

Jacobi and Gauss-Seidel splittings. 

By writing (3.4) in the form (2.9), that is 

(3.4') b v[ b v aF]-l[w-1 aF aF] ,: w- ,: - ----+-
0 0 au w au av' 

we see that a.0 = 1/w, r = v and that B(-r) is uniformly bounded as,:+ O. 

Hence, the error equation (2.15) applies provided that (2.14) holds: 

(3.5) 2 
b(l - cos (2Ht)1r) • 

2m 

Within this range of w-values we try to minimize the factor (b-a)/b in 

(2.8'). In addition, however, we require that the interval [a,b] contains 

sufficiently many eigenvalues of eigenvectors of low frequency. 

(3. 6) 

Then 

(3. 7) 

Let us consider the important case where z1 is given by 

2R.+l 
2 + wb(cos -zin 1r - 1) 

a = ----------, b = b = 2R.+l 
w (cos -zin 1r + 1) 

1 + S 
w +es' a = w + es • 

9 

The eigenvalues corresponding to the lower frequencies are in the neighbour­

hood of a. In Figure 3.1 the corresponding polynomial P (a.) is illus.trated 
m 

form= 6. 

0 
1 a=--w+es 

Fig~ 3.1 

a. 

a b=b=~ w+es 

The polynomial P (a.) form= 6. 
m 



If 0 = 0 the iteration process does not contain implicit relations and 

can be considered as an explicit Runge-Kutta met"fzod of a special form. 

Related methods were analysed in [5]. If 0 IO, e.g. 0 = ½, the iteration 

process only contains scalarly implicit relations which may be attractive 

from a computational point of view (notice that this process is identical 

to nonlinear Jacobi iteration if diag[af/ay] = -0SI). However, from Figure 

3.1 we conclude that choosing (b-a)/b small means that all eigenvectors of 

low frequency are not damped unless 0S is so small that a~ a. In practice, 

0S = 0b0.vo is usually rather large because the integration step Tis much 

greater than o-I/v, o being the spectral radius of af/ay. Hence in order to 

damp low frequencies we should choose w such that a~ a, that is 

20 w = _____ 2_i_+_l_ (3.8) 
- cos 2m 1T 

This value for w satisfies the inequality (3.5) for all 0 > O. The asymp-

totic error estimate is given by (2.15) where mis determined by (2.8'), 

i.e. 

(3.9) as S » I and D « I • 

Unless D ~ I this value form is extremely large because of the usually 

large values of S. 

3.1.2. Two-stage approximations 

In this section iteration matrices are considered of which the large 

eigenvalues correspond to eigenvectors of low frequency. This enables us to 

get a strong damping of the lower frequencies without an extremely large 

number of iterations. 
~-I Consider the operator L. : E + y defined by the two-stage formula 

J 

* V * wy + (1-w)y - boT F(tn+l'y,y) = E, 

(3.11) w#O,½. 

wy* + (1-w)y(j) - bO.vF(tn+l'y(j) ,y*) = E, 



An elementary calculation leads to the iteration matrix 

(3.12) 

By writing (3.11) rn the form (2.9) we see that 

(3. 13) 
2w-1 

a.Cl = --2-, 
w 

r = V 

and that B(T) is uniformly bounded as T ➔ 0. Thus, (2.15) holds provided 

that inequality (2.14) is satisfied. This inequality gives an interval of 

w-values andl within this interval one should try to minimize the factor 

(b-a)/b occurring in (2.8') and at the same time to include sufficiently 

many eigenvalues of low frequency eigenvectors in the interval [a,b]. 

In the following we consider in more details the model problem where 

Z and w - Zi share the same eigensystem of which the eigenvectors of low 

frequency correspond to eigenvalues of small magnitude. Then from (2,13 1 ) 

and ( 3 • I 2) we find (with £ = 0) 

(3. 14a) a = 

(3.15) a = 

2 1T 
2 ( 2w- l ) +w b (cos 2m - 1 ) 

2 1T 
w (cos 2m + 1) 

(2w-l) 2S+l 
(S+w) 2 

b = 2w-1 S+l 
-w- S+w' 

where we have assumed that a::;; a.0 ::;; b, that is 

(3.16) ::;; w ::;; ½ [ I + ✓2S + 1 ] • 

Since Sis usually rather large we choose instead of b = b 

(3.14b) 2w-l 
b = --~ 

w 
as S ➔ oo, 

1 1 

In Figure 3.2 the corresponding polynomial P (a) is illustrated for S » 1. 
m 
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~ I 

a a !:!t 2 ( 2w- I ) / S 
. 2 

a.a= (2w-1)/w 

a = 

7T 

2w-l 2+w (cos 2m - I) 
--2- 7T 

w cos· 2m + I 
b ~ b = 

Fig. 3.2 The polynomial P (a.) for S » I 
m 

a. 

2w-l 
w 

Evidently, the low frequency eigenvectors have eigenvalues in the neighbour­

hood of a.a which is different from the situation in the preceding section 
-where these eigenvalues are in the neighbourhood of a. In order to see what 

eigenvalues correspond to the damped eigenvectors we show in Figure 3.3 in 

the (z 1,z 2)-plane the region corresponding to the interval a~ a.~ b. 

-s * 

I / 
·/ 

' -· 7· 

/ 

/ I 
/ 

z2 

/~ 

/ 

2w-l 
--+w 

a 

_w_(_I +_✓_l_-_a_)_-_I = -S * 
I - ✓ I-a 

Fig. 3.3 Region of damping in the (z 1,z2)-plane. 

The magnitudei of this damping region can be characterized by the quantity 

(3.17) 
?<C W (I + lf"=a) -s := 

2w-1 
a~ --2-

w 



(the inequality for a follows from a(O,O) ~ a). 

* Let S be prescribed then 

(3.17') a = * (2w-I) (2S +I) 

(s*+w/ 
HI + ✓2S*+I] 

and from (3.14a) we find that w should satisfy the (consistency) equation 

(3.18) * 1T 2 (2S +I) (cos 2m + I)w 1T * 2 = [ 2 + w (cos 2m - I ) ] ( S +w) • 

The error inequality (2.15) holds with m and D related to each other by 

the equation 

(3.19) 

13 

In Table 3.1 the values (w,D) are given satisfying (3.18) and (3.19) for 

various values of m ands*. All w-values turn out to be in the range (3.16). 

By means of this table we can determine appropriate values form and w when 

s* and Dare prescribed. 

It may be of interest to determine the minimal damping factor D if w 

is not required to satisfy (3.18). An elementary calculation reveals that 

for given m ands* expression (3.19) decreases as w increases to reach its 

minimal value at w = s*. In view of (3.17) the optimal value of w is obvious­

ly given by 
w = ~ [ I + ✓2S* + I] . opt 

Table 3.1: (w;D)-values for various values of m ands* with and without 

satisfying the consistency condition (3.18). 

s* m=I m=2 m=3 m=4 w=w opt 

I (I.15;.15) (I.29;.0I) (I. 33; 10-3) (I.34;710-5) (I.37;7 10-5) 

2 (I.26;.26) (1.50; .03) . (I .56;4I 0-3) (I.58;410-4) ( I. 62 ;410-4) 

4 ( I. 40;. 40) (I .80; .07) (I. 90;. 0 I) (I .94;210-3) (2.00;210-3) 
I 

6 (I .49; .49) (2.02;.IO) (2.17;.02) (2.23;410-3~ (2.30;410-3) 

8 (I.55;.55) (2.20;.12) (2.39;.03) (2.46;610-3) (2.56;610-3) 

IO (I.60;.60) (2.36;.15) (2.59;.04) (2.67;910-3) (2.79;810-3) 

50 (1.87;.87) (3. 84;. 4 I) (4.67;.16) (5.02; .06) (5.52; .05) 

100 (I.93;.93) (4.58;.55) (5.99; .26) (6.63;.II) (7.59;.IO) 
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The last column of Table 3.1 contains the (w t;D)-values form= 4 showing op 
that even for s* as large as 100 the damping factor Dis hardly better by 

choosing w = w t" (Form< 4 the damping is slightly weaker if the consis­op 
tency condition (3.18) is imposed.) Hence, in practice we may proceed as 

* follows. For given values of S and D we approximate the corresponding value 

of w by w and determine m by (3.19), that is opt 

m':l! [arccosh(I + 2 + ✓2S*+l) rl h arccos 
D s* 

(3.19') 
* I /4 2 D ·« I and s* » I• ':!! .42[S ] ln D as 

Next the correct value of w is found by solving (3.18) and finally we check 

whether the damping factor D defined by (3.19) is acceptable. 

A comparison of (3.19') and (3.9) reveals that the number of iterations 

m1 of the one-stage operator and the number of iterations m2 of the two­

stage operator, needed to produce the same damping D, are related by the 

formula 

* as D « I and S » I • 

Thus, even for s* = S, the two-stage formula is usually much more efficient. 

We conclude this section by writting down explicitly the integration 

method obtained for the two-stage operator (3.11). From (2.3), (2.5) and 

(3.11) it follows that the scheme can be simplified to the form 

(3. 20) j =0,I, ••• ,m. 

Again using (3.11) yields 

(3.20'a) j = 0 , I , ••• , m-1 , 

• where y is to be computed by solving the system 
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• * wy + (1-w)y 

(3.20'b) 

As we already observed, the parametersµ. and A. are obtained from the 
J J 

Chebyshev recursion formula, i.e. _ 

(3.20'c) 
Tj(wO) 2µ. b+a 

µo=Hb+a)Ao=l, µj =2wo Tj+l<wo)' \ =b+~' wo=b-a' j =1,2, ••• ,m-1, 

where a and bare given by (3.14). We remark that for s* = 0 the scheme (3.20) 

reduces to the multistep splitting method analysed in [3]. (By virtue of 

(3.18) s* = 0 implies that w = I, D = O, a= b = I and henceµ.= A.= 1 
J J 

which leads to [3, scheme (3.3)].) 

3.1.3. Multistage approximations 

~-1 ~ Next consider the operator L. r + y defined by them-stage formula 
J 

(compare similar operators employed in linear elliptic equations e.g. in 

[12, p.518]) 

(3.21) 

Y* = y(j) 
0 

* -* V -* w. y. + ( 1-w.) y. l - b0-r F ( t l , y. , y. l) = r 
ii i i- n+ i i-

The corresponding iteration matrix is given by 

' (3.22) ~ -1 -1 -1 L' L' = I - TT~[w.-z 1J [w.-z2J [w.-I+z2J[w.-l+Z2J 
i=m 1 1 1 1 

which can be written in the form (2.9) with 

(3.23) 

i = 1,2, ••• ,m, 
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and B(T) uniformly bounded in•• Assuming that the parameters w. satisfy the 
l. 

inequality (3.16) and restricting our considerations to the same class of 

modelproblems as in the preceding section, we find that 

(3.24) as S -+ a,, 

where tis such that (wt-1)/wt is maximal. We define a by (2.11) and put 

2w.-1 
(3.25) l. 

b =max---. 
i w. 

l. 

The damping region as a(z 1,z2) s bin the (z 1,z2)-plane contains the region 

defined by 

(3.26) 
~ m 

.TT 
1.= 1 

✓ 1-a 
' 

t = 1,2. 

We now use the following lennna. 

LEMMA 3.1. In the intewaZ As x s B the function 

1/J (x) = 
m 

is bounded by 

[ l-Cm]2 
l+C ' 

m 

m x-e. 
l. 

TT x+e.' i= 1 1. 

0 <A< B, m 2:: 2 

1 , 

PROOF. See YOUNG [12, p.528]. □ 

The parameters e. were proposed by WACHSPRESS [10]. We apply this lennna 
l. 

with 

I 1 * = 2 , B = 2 + S , m = m, 0 i = 

Thus, if 

(3.27) 1. = 1,2, ••• ,m 2:: 2, 



then, 

-1 

* for -S ~ zt ~ 0 (note that the left hand side is bounded by one for all 

negative values of zt). Hence, if a is chosen such that 

(3 .28) 

i.e. 

[ 1-C~]2 
✓I-a= ~ l+C ' 

fit 

a = 

* then (3.26) is satisfied for all (z 1,z2) in the square -S ~ z 1,z2 ~ 0. 

However, a is also prescribed by (2.11), so that the consistency equation 

(3.29) 

2 8C~( l+C~) m m 

(l+C~) 4 
m 

2 + b(cos 2: - I) 
= -----,r----, 

cos 2m + I 

2 
b = ----,,-=~-=-

I + c! (in-I) 
m 

should be satisfied (notice that a0 = I because wm = I). Here, s* cannot 

be chosen freely as in the preceding section. In Table 3.2 a few values of 

(s*,n) are given, wheres* satisfies (3.19'). The asymptotic 

* Table 3.2. (S ;D) values for various values of m and m 

withs* satisfying (3.29) 

iii=2 m=3 m=4 

m = I (co; I) (co; 'I) (co; I) 

m = 2 (9;.080) (223; .093) (4805;.094) 

m = 3 (3. 7;810-3) ( 47; .013) ( 482;.014) 

error estimate (2.15) holds for the (m,D)-values occurring in this table. 

In order to compare the efficiency of the two-stage operator and the 

multistage Wachspress operator we consider the number of iterations given 

by (3.29) and the quantity mm giving the number of "iterations" of the 

* present process. In terms of S and D we have 

17 
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(3.30) ~ ~ b+a l [ ]
-1 

mm =m arccosh(b-a) arccosh(D) 

as D « 1 and S * » l • 

Taking (3.19') and (3.30) as a measure for the computational effort of the 

two-stage and multistage methods, we may conclude that the two-stage approx­

imation should be used if (3.19') yields a lower value than (3.30). In par­

ticular, we compare the D-values obtained for the two-stage operator for the 

* same S -value and if the number of iterations equals the value of mm listed 

in Table 3.2. Writing m = m1m2 the two-stage operator yields values given 

by Table 3.2', showing that the two-stage operator has a considerably stronger 

Table 3.2'. (s*;D) values satisfying (3.18) and (3.19) 

for various values of m = m1m2/2 

ID =2 2 m =3 2 ID =4 2 

ml = I (oo;l) (oo;l) (oo; l) 

ml = 2 ( 9;. 008) (223;.05) (4805;. 2) 

ml = 3 (37·4 -5) ( 47;510-4) ( 482·4 -3) 
' I 0 ' I 0 

damping in the same damping region unless s* is extremely large. 

3.2. Fractional steps 

3.2.1. Two-stage approximations 

In this section it will be assumed that the splitting function is of 

the special form (cf. [4]) 

(3.31) 

Examples of such splitting functions are the LOD splittings [11] and the 

hopscotch splittings [l]. 
~-1 We define the operator L. : E ➔ yin two steps (cf. (3.11)): 

J 



(3.32) 

* wy + (1-w)y 

Notice that the intermediate result y* is obtained by using only a "frac­

tion" of the righthand side functi9n f(t,y). 
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A straightforward calculation reveals that the iteration matrix L'-1L' 

is identical to (3.12). Consequently, the analysis of the Sections 3.1.2 and 

3.1.3 also applies to the approximation (3.32) if z1 and z2 are understood 
V . V 

to be the Jacobian matrices of b0T f 1(tn+l'y) and b0T f 2 (tn+l'y), respec-

tively. 

VERWER [8] studied the special case where w = 1, E = yn, v = 1, b0 = I 

(backward Euler) and where F(t,u,v) corresponds to an LOD splitting [II]. 

However, in that case only eigenvectors of lowest frequency are damped, and 

just as in the case of multistep splitting methods considered in [3], the 

convergence turns out to be rather poor. VERWER therefore proposed the appli­

cation of line Jacobi iteration after each LOD iteration in order to damp 

eigenvectors of higher frequencies which indeed improves the rate of con­

vergence [9]. 

4. STABILITY 

We recall that we want a relatively low number of iterations and con­

sequently the stability properties of y 1· = y(m) may considerably differ n+ 
from those of the exact solution n of the linear k-step formula (1.3). 

Therefore, we investigate the sensitivity of Yn+I against perturbations 6yn 

of previous y -values. n 
Our considerations will be confined to methods based on the two-stage 

operator (3.11). It is convenient to write L-:-1 as the operator K: (y(j) ,E) +y. 
J 

Then (2.3) assumes the form (cf. 3.20)) 

(4.1) 

where we used (2.5). Denoting the Jacobian matrices of K with respect to 

the successive arguments by Kj and K2 we obtain the variational equation 
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(4.2) 

From (3.11) it follows that 

K' = 
l 

-1 -1 
[w-Z] [1-w-Z ][w-Z] [1-w-Z] 

1 2 2 

K' = 
2 

-1 -1 
[w-Z ] [I - [ 1-w-Z ][w-Z ] ] 

1 2 2 

so that 

(4.2') 

~ -1 where L' L' is given by (3.12). 

We now use the following lemma (cf. [5]): 

LEMMA 4.1. For arbitrary vectors u0 and v0 the recurrence relations 

(4.3) v. 1 J+ 
= [µ.-A.a]v. + (1-µ.)v. 1 + AJ,uO, 

J J J J J-
J ~ 0 

is satisfied by 

where P. (a) is defined by (2.6) and Q. (a) by 
J J 

I - P. (a) 
Q. (a) = J 

J a 

PROOF. By substitution of (4.4) into (4.3). D 

Applying this lemma to (4.2) leads to the variational equation 

t.y(j+l) = P. (A)t.y(O) + Q (A)K' t.E 
J+l j+l 2 ' 

(4.5) 
~ -1 -1 . -1 

A= 1 1 1 1 = (2w-l)[w-Z] [w-Z] [I-Z -z] 
1 2 1 2 ' 



21 

4.1. Stability analysi,s for model problems 

In this section we assume that Z and w - Z. share the same eigensystem 

with eigenvalues z 1 and z2• Assuming that y(O)iis computed by a formula of 

the form 

(4.6) (O) 
y = 

and substituting L into (4.5) according to (1.3), we arrive after m itera­

tions at the characteristic equation• 

(4. 7) 

where a is given by 

(4.8) 
(2w-l) (l-z 1-z2) 

a = -.,.---,-.,.---,--
( w - z 1) ( w - z 2) 

We define the stability region by the set of points (z 1,z2) where (4.7) has 

its roots on the unit disk. 

An important class of methods uses extrapolation formulas for y(O), 
... 

i.e. bi= 0 for i = l(l)k, and back differentiation formulas for L, i.e. 

b = 0 for i = I(I)k. Then (4.7) reduces to 
i 

(4.7') 

In order to illustrate this characteristic equation we derive the 

stability regions of two well-known iterated integration formulas for first 

order equations. 

EXAMPLE 4.1. Consider Euler's backward formula as the generating formula, 

i.e. k =land a 1 = I, and y(O) = yn as predictor formula, i.e. a1 = I. 

Evidently, the stability region consists of the set of points (z 1,z2) where 

(4.9) I I - P (a)I 
ltl = P (a)+ 1 m s I. 

m - z 1 - z 2 
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For z1,z2 s O this yields the inequality 

2 -z -z 
I I < p (ct) s 

z + z - m 
I 2 

which is satisfied if Os ct s b (see Figure 3.2). Since as ct s band 

a> O, b s b provided w ~ I we find that (4.9) is satisfied for all negative 

z1 and z2• Furthermore, by virtue of (2.16) the method is first order con­

sistent. 

EXAMPLE 4.2. Next we consider the two~step backward differentiation formula 

as the generating formula, i.e. k = 2, a2 = 4/3, a2 = -1/3, and the predic­

tor formula y(O) = 2yn -yn-l, i.e. a: 1 = 2, a:2 = -I, to obtain the charac­

teristic equation 

This equation has its roots on the unit disk if 

which is certainly satisfied for all negative z 1 and z2 if-½ s Pm(ct) s I. 

From Figure 3.2 and the discussion in the preceding example it follows that 

this inequality holds if w ~ I and D s ½• Using Table 3.1 we can determine 

stable values for (m,s*). The order of consistency equals 2 according to 

(2.16). We remark that Dis not restricted if the predictor y(O) = y would 
n 

be used. 

Generally, the root condition for the characteristic equation (4.7) is 

satisfied if the polynomial P (ct) satisfies the condition 
m 

(4.13) 

for as ct s b. From Figure 3.2 it is clear that this condition is satis­

fied if 
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(4.14a) 

(4.14b) a. ~ a where 

or 1.n terms of the eigenvalues z 1 and z2 (compare Figure 3.3) 

(4.I4'a) D :;;; DI 

(4.14 'b) z .. ~ - w(l + /1"".";() - l p (~) = D2. 
]~ 

l - ✓ 1-a 
m 

Condition (4.14a) can always be satisfied by choosing D sufficiently 

small (at the cost of additional iterations (cf. (3.19 1 ))). Condition 

(4.14b) is in fact a condition on the integration step; from the definition 

of z. and P (a.) it follows that 
I. m 

( 4. 14 "b) 
S = w ( I + /f=i) - I 

b 0 (I - ✓ 1-'a) 
a = r D l 2w - l 1r I 2 

2 1f L l+wcos 2m-(w-l)cosh(; archD) J° 
w (cos 2m + l) · 

The quantity Sis usually called the real stahility boundary. 

For smooth problems the stability condition (4.14a) seems to be the 

most important one, because violating this condition means that instabili­

ties are developed in the low fequency components of the solution (recall 

that these components correspond to eigenvalues a. in the damping interval 

[a,b]). If (4.14a) is satisfied but (4.14b) is not, then instabilities are 

developed only in the high frequency corrrponents of the solution. Since we 

assumed the solution to be smooth these instabilities will not directly 

ruin the numerical solution. Moreover, the characteristic roots do not 

increase polynomially with z 1 and z2 as the region of instability is enter­

ed, a situation which occurs in explicit methods (all coefficients in (4. 7) 

are bounded as z 1,z2 + - 00). Therefore, the effect of instabilities due to 

too large a time step can be removed by now and then performing a smoothing 

operation on the numerical solution y. In a forthcoming report numerical 
n 

experiments will be presented where the effect of violating condition 

(4.14b) is illustrated. 
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