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Contractivity of locally one-dimensional splitting methods*) 

by 

J.G. Verwer 

ABSTRACT 

The aim of this paper is to study contractivity properties of two 

locally one-dimensional splitting methods for non-linear, multi-space dimen­

sional parabolic partial differential equations. The term contractivity 

means that perturbations shall not propagate in the course of the time in­

tegration process. By relating the locally one-dimensional methods with con­

tractive integration formulas for ordinary differential systems it can be 

shown that the splitting methods define contractive numerical solutions for 

a large class of non-linear parabolic problems without restrictions on the 

size of the time step. 

KEY WORDS & PHRASES: Numerical analysis, Parabolic partial differential 

equations, Splitting methods, Method of lines, Ordin­

ary differential systems, Stiff systems, Contractivity. 

*) This report will be submitted for publication elsewhere 





I . INTRODUCTION 

We restrict ourselves to the first initial boundary value problem for 

the single, k-space dimensional partial differential equation 

(I.I) = Fu -
k 3 3u I F.(t,x,u,-3-(p. (t,x)a )), 

i=l l xi l xi 

where t E [0 ,''°) and x = (x 1, ... ,xk) E Q, Q a bounded and connected region 

in ]Rk with boundary clrl. Throughout the paper the operator F is assumed to 

be of elliptic type; then (I.I) is a parabolic equation. We also assume the 

existence of unique solutions u for (I.I). By a solution of (I.I) we mean a 

continuous function u having (at least) one continuous t-derivative and two 

continuous x.·-derivatives on [0, 00 ) x (SI u clrl.), which satisfies a given in-
i 

itial function and a given boundary function (see e.g. FRIEDMAN [7], Ch. 

2. 3) • 

More specifically, for the sake of our own analysis we require that 

the following conditions have been satisfied: 

(I. 2a) 

( I • 2b) 

p. and clp./clx., i 
l l l 

l, •.• ,k, are continuous and p.(t,x) > 0. 
l 

for all reals a,b the functions F. ~ F.(t,x,a,b), clF./cla, 3F./3b 
l l l l 

are continuous, while clF.(t,x,a,b)/cla ~ 0, clF.(t,x,a,b)/3b > O. 
i i 

The conditions p.(t,x) > 0, 3F.(t,x,a,b)/clb > O, i = l, ... ,k, mean that 
l l 

Fis elliptic and hence that (I.I) is a parabolic equation. 

This paper deals with locally one-dimensional splitting methods. A 

method of this kind was first suggested by YANENKO (see section 2.3 of his 

book [19]). If we follow the method of lines approach (semi-discretization 

in space), the essence of splitting methods can be described in a very com­

pact way (cf. [8]). 

Let the ordinary differential system 

( I • 3) y -- f(t,y), f: [O,oo) x ]Rs ➔ ]Rs, 
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denote a semi-discrete version of (1.1) obtained after a finite difference 

or finite element (time continuous Galerkin) space-discretization. Suppose 

the vector function f can be written as 

(I. 4) 
k 

f(t,y) = I 
i=l 

f.(t,y), 
]. 

s s f.: [Q,co) X JR ➔ JR, 
]. 

and in such a way that f. approximates the one-dimensional operator F .. The 
]. ]. 

combination of the space-discretization technique with the time integration 

formula 

(O) 
Yn+I yn, 

(I. 5) (i) (i-1) (i) (i) 
I, ... ,k, Yn+I = Yn+I + Tfi (tn+l 'Yn+I)' ]. = 

Yn+l 
(k) 

Yn+I' 

then defines the most simple locally one-dimensional splitting method for 

non-linear problems. Here y ""y(tn)' T = tn+I- tn is the stepsize, 
(k) (i) n . 

t 1 = t 1 , t 1 = t + c. T for i = 1 , ... , k-1 where O ~ c. ~ I. n+ n+ n+ n i i 
Before we begin with our actual topic, contractivity, we wish to make 

a few remarks on the practical use of (1.5). The computation of the vectors 

y(i)I from the implicit relations can be performed very cheaply using Newton 
n+ 

iteration, since all Jacobian matrices 3f./3y can always be permuted to a 
l 

banded form (one-dimensional structure). In fact, for each i, we can solve 

the implicit relations grid line per grid line in the i-th co-ordinate direc­

tion. This means that (1,5) is also very cheap with respect to the use of 

computer memory. Formula (I .5) requires only one array of storage, of length 

s, plus some additional work arrays, of much smaller length, for one-dimen­

sional operations. The order of consistency of (1.5) is equal to one for all 

non-linear functions f satisfying the splitting relation (1.4). Hence this 

splitting formula should not be reconnnended for high accuracy calculations. 

It is possible, however, to modify formula (I .5) in such a way that 

the order of consistency becomes two, whilst retaining the locally one­

dimensional nature of the formula. We will present this second order formula 

in section 4. Here we already observe that, after an appropriate scaling, 
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the computational work per time step of the second order formula is exactly 

twice as large as that of formula (1.5). It is also worthwhile to observe 

that (1.5) can be shown to be contractive with respect to arbitrary vector 
• ]Rs norms 1n • This is impossible for the second order formula (cf. SPIJKER 

[13]), but it can be shown that this formula is contractive with respect to 

arbitrary inner product norms in JR.s. 

2. DISSIPATIVE DIFFERENTIAL SYSTEMS AND CONTRACTIVE INTEGRATION FORMULAS 

The semi-discrete parabolic system (1.4) is a typical example of a 

stiff system. In recent years, since Dahlquist's paper on G-stability [4], 

there has been very promising developments towards a satisfactory stability 

and contractivity theory for numerical methods for stiff systems, in partic­

ular for non-linear ones. (see SPIJKER [14] for a recent review). The terms 

stability and contractivity mean here that in the course of the numerical 

calculations perturbations are not propagated unlimited and not propagated 

at all, respectively. It is natural to employ these developments for specific 

methods for time-dependent partial differential equations, such as Yanenko's 

splitting method which we have written in the method of lines formulation 

(1.5). The fact that this integration formula bears a close resemblance to 

the well-known backward Euler formula means that it possesses optimal con­

tractivity properties. 

In this section we collect some known results on dissipativity and 

contractivity. Herewith we simply consider ordinary differential systems 

(2. l) 

y = f(t,y), 

k 
f(t,y) = I 

i=l 

s s f: [Q,oo) X JR -+ JR , 

f.(t,y), 
1 

s s f.: [Q ,oo) X JR -+ JR , 
1 

where f., i = l, ... ,k, is continuous int and continuously differentiable 
1 

in yon the whole set [O, 00 ) x JR.s. By a solution of (2.1) we mean a vector 

function y(t) having its components in c1[O, 00 ) and satisfying (2.1) on the 

whole interval [O, 00). 
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2.1. Dissipative differential equations 

Throughout this paper II •II denotes a given vector norm on ]Rs. The same 

symbol will be used for the norm of a reals x s matrix subordinate to the 

given vector norm. Given a square matrix A and a vector norm II •II, µ[A] will 

denote the logarithmic norm of A with respect to the given vector norm, i.e. 

µ[A] = limf'i➔O+ (III+ L'iAII - I)/ L'i. The logarithmic norm is a very useful tool 

in the analysis of non-linear differential equations (see e.g. DAHLQUIST 
' [4,5J, DESOER & HANEDA [6] and STROM [15]). The following result, quoted 

from DAHLQUIST [4], exemplifies this: 

THEOREM 1. Let II •II be a given noI'/71. Let v: [0, 00 ) ➔ 1R be a piecewise con­
s tinuous function satisfying µ[af(t,s)/ayJ s v(t), all (t,s) E [0, 00 ) x 1R. 

Then~ for any two solutions y and y of (2.1) it holds that 
t2 

( 2 . 2) II y ( t 2) - y ( t 2) II s exp ( f v ( T ) d T ) II y ( t 1 ) - y ( t 1 ) II 

ti 

for all t 1,t2 satisfying Os t 1 s t 2 < 00 0 

Henceµ can be used to bound the difference between two solutions y, 

y due to different initial values. The smoothness conditions on f can be 

weakened somewhat (see DAHLQUIST [4], p.12). 

Of particular importance, for applications, is the case thatµ is non­

positive. Then (2.2) can be rewritten to (take v(t)=O) 

(2.3) 

Hence exact solutions behave contractive with increasing t. In literature, 

differential equations with this property are called dissipative or monotone. 

We employ the following definition for the right hand side function: 

DEFINITION 2. Let 11•11 be a given norm. Let the function f(t,y), where 

f: [O,co) x ]Rs 

y on the whole 

given norm, if 

s 
➔ 1R , be continuous in t and continuously differentiable in 

s 
set [0, 00 ) x 1R. Then f is called dissipative, w.r.t. the 

s µ[af(t,s)/ay] s o, all (t,s) E [0, 00 ) X 1R • □ 



2.2. Contractive integration formulas 

Let the implicit relation 

(2.4) T = t - t n+l n' 

5 

represent an integration formula for the numerical solution of the differen­

tial system y· = f(t,y). If this system is dissipative, i.e. if f is dissi­

pative, it makes sense to think about contractivity for the numerical solu­

tion too: 

DEFINITION 3. Let f be dissipative w.r.t. a given norm II •II. Integration 

formula (2.4) is called contractive for this f, w.r.t. the same norm, if 

(2.5) 11 ;;: - y II ~ K 1 II y - y II , K 1 ~ 1 for all , > 0, 
n+ 1 n+ 1 n+ n n n+ 

for any two sequences {y }, {y} defined by this formula. D 
n n 

Note that we have defined contractivity as an unconditional property 

with respect to,, i.e. inequality (2.5) should not lead to a restriction 

on the step size. This is of importance when dealing with stiff, and hence 

with semi-discrete parabolic equations. When writing down inequality (2.5) 

we have assumed that (2.4) is a meaningful relation in the sense that, for 

given Tandy , the solution y 1 exists. Note that when this 1.s true, con-n n+ 
tractivity implies uniqueness. The significance of the notion of contract-

ivity for the numerical practice is pointed out below. 

2.3. The propagation of errors for contractive formulas. 

Unconditionally contractive integration methods are implicit. Con­

sequently, in actual computation one has to implement such a method in com­

bination with some sort of iteration process, usually of Newton type, to 

solve for thei implicit relations. One then may question whether the resulting 

implementation, considered as a new method on its own, shares the contract­

ivity properties of the underlying integration formula. As pointed out in 

[9,12,16,18], the answer to this question will always be negative, unless 

the class of differential equations is narrowed (see HUNDSDORFER [9]). Al-
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ternatively, one may question how errors made in solving the implicit rela­

tions propagate from step to step. At the same time the question arises how 

the local discretization error of the integration formula propagates. The 

answer to both questions is given in the following familiar theorem, the 

proof of which is standard. 

THEOREM 4. Let 8°II be a given norm and f(t,y) a dissipative funation w.r.t. 

this norm. Let (2.4) be contractive for this fin the same norm and be 

applied toy= f(t,y), 0:;; t < m, y(O) = y0 • Let y(t) denote the exact solu­

tion of this initial value problem. We have 

(i) Let, for n ~ O, ln+l be the local discretization error of (2.4) with 

respect to y(t), i.e. ln+l = y(tn+l)-yn+t'Yn+l = y(tn) +-rq,[-r,y(tn),yn+l]. 

Then for all -r > 0 it holds that 

(2.6) lly(t 1)-y 111:;; K llly(t )-y II +p 1' K l:;; 1, n+ n+ n+ n n n+ n+ 

where K 1 is the same constant as introduced in inequality (2.5) and 
n+ 

Pn+l = llln+t 11. 

(ii) Suppose that we compute a sequence {v }, instead of {y }, such that n n 

(2. 7) 

Then, again for all -r > 0, it holds that 

(2.8) lly 1 -v 111:;; K 1lly -v ll+E 1• n+ n+ n+ n n n+ 

(iii) Let, for n ~ 0 and given -r-values, Kn+l:;; K:;; I, En+l :;; E, Pn+l:;; p. 

Then the true global error y(tn+l) -vn+l satisfies the inequality 

(2.9) lly(t 1)-v 111 n+ n+ 

provided v0 = Yo· D 

n 
:;; (p + E) I 

i=O 

i 
K , 

Inequalities (2.6), (2.8) show that there is no propagation of local 

errors, since Kn+l:;; 1. Note that nothing has been said about the way {vn} 

has been computed. Thus, for example, E 1 may represent iteration errors, n+ 
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but also rounding errors. Inequality (2.9) reflects the importance of un­

conditional contractivity. It shows that when a contractive formula is im­

plemented on a computer the true global error after n steps, irrespective of 

the values of., is always bounded by n times the maximum of the total 

local errors, i.e. local discretization errors plus local computational 

errors. 

3. CONTRACTIVITY OF YANENKO'S TIME INTEGRATION FORMULA 

In this section we present a theorem on the contractivity of the speci­

fic integration formula (1.5) for differential systems (2.1). 

LEMMA 5. Let II •II be a given noPm. Let the functions f. (t,y), i = 1, ••• ,k, 
l. 

satisfy the hypotheses made for (2.1). Then, for all (t,s) E [0, 00 ) x ]Rs, 

ie follows that µ[af(t,s)/ayJ ~ µ[af 1(t,s)/ayJ+ ••• +µ[afk(t,s)/ayJ. 

PROOF. For any norm and all square matrices A,B one has 

µ[A+B] ~µ[A]+ µ[BJ. 0 

Hence, if all functions f. are dissipative, the sum function f shares 
l. 

this property. The reverse need not to be true. 

LEMMA 6. Let 11·11 be some given noPm. Suppose that f(t,y) is dissipative 

w.r.t. to this noPm. Then Backward Euler is dissipative for this function f. 

PROOF. This nice property of Backward Euler is already known for some time 

(see e.g. DESOER & HANEDA [6]). Because this property plays a key role in 

our paper we present a short proof for it. In fact, a slightly more general 

result can be proven. 

Let 11•11 be an arbitrary norm. Let f(t,y) satisfy the hypotheses made 

for (2.1). Let v have the same meaning as in Theorem 1. Let {v }, {;} de-n n 
note two sequences of numerical solutions for y = f(t,y) defined by Backward 

Euler, i.e. 

(3. 1) 

Subtraction and application of the mean value theorem leads to 
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(3.2) V -v n n' 

1 

M = f 
0 

From properties 5), 6), IO) from DESOER & HANEDA [6], p. 480, it follows 

that 

(3.3) 11; -v II ;:: (1-Tµ[M])II; l -v 111. n n n+ n+ 

Further, using a result from DAHLQUIST [4], p.11, one finds µ[M] s v(tn+l), 

so that 

(3. 4) II~: - V II s K 1 II; - V II if TV ( t 1) < 1 ' n+l n+l n+ n n n+ 

where K 1 = (1-Tv(t 1))-l. If f is dissipative, v can be chosen such that 
n+ n+ 

v(t) s 0, t ~ 0. D 

THEOREM 7. Let 11 •II be some given norm. Suppose that f.(t,y), i = l, ... ,k, is 
l. 

dissipative w.r.t. this norm. Then Yanenko's time integration formula (1.5) 

is contractive for the sum function f. 

PROOF. Let II •II be an arbitrary norm. Let f. (t,y), i = 1, .•. ,k, satisfy the 
l. 

hypotheses made for (2.1). First we observe that if all f. are dissipative 
l. 

w.r.t. II •II, then f is also dissipative w.r.t. this norm as shown by Lemma 5. 

Thus it is appropriate to investigate the contractivity of formula (1.5) when 

all functions f. are dissipative. 
l. 

One integration step with (1.5) may be considered ask consecutive steps 

with the backward Euler scheme, but each time with a different right hand 

side function. This means that the results of Lemma 6 can be carried over 

irrnnediately since each f. has been assumed to be dissipative. More precisely, 
l. 

let v.: [0, 00 ) + JR be a piecewise continuous function satisfying 
l. . 

µ[af.(t,s)/ay] s v.(t), all (t,s) E [0, 00 ) X ]Rs, for i = l, •.• ,k. For any 
l. l. 

two exact solutions of y = f(t,y), inequality (2.2) is then valid where 

v(t) = v 1(t)+ •.• +vk(t). For any two numerical solutions {yn}, {yn} of 

y = f(t,y), d1~fined by formula (I ,5), one has (see (3.4)) 

(3. 5) 11~y - II < 
n+l Yn+l -
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If all f. are dissipative, all v. can be chosen to satisfy v.(t) ~ O, 
l. l. l. 

t 2::: o. □ 

It goes without saying that the results of Theorem 4 on the propagation 

of errors can be applied to our specific integration formula (1.5). 

4. CONTRACTIVITY OF A SECOND ORDER LOCALLY ONE-DIMENSIONAL TIME INTEGRATION 

FORMULA 

A disadvantage of integration formula (1.5) is its low order of con­

sistency. In this section we will discuss a second order one. 

4.1. A second order locally one-dimensional integration formula 

It is not difficult to prove that the order of consistency of formula 

(4.1) equals two for all, sufficiently smooth, non-linear functions f(t,y) 

satisfying the linear splitting relation (1.4): 

(O) 
Yn+½ = Yn' 

(4. 1 a) 
(i) = (i-1) + hf. Ct + h, I (i-1) + I (i)) i = 1, ••• ,k, Yn+½ Yn+½ l. n 2Yn+½ 2Yn+½ , 

Yn+½ = (k) 
Yn+½, 

Y(k) = y 
n+l n+½' 

(4. lb) i = k, •.. ,1, 

Here y "' y(t ) , T = t +l - t is the stepsize for the computation y ➔ y +l" n n n n n n 
Formulas (4.la), (4.lb) are both first order consistent in· the stepsize T/2. 

Apart from the order of the functions f., (4.la) and (4.lb) are identical. 
l. 

In fact, the syrmnetry in the order of the functions f. is necessary for ob­
i 

taining order of consistency two. Note that formula (4.1) shares all com-

putational advantages of formula (1.5) which we mentioned in the introduc-



tion. Per CO]rrplete time step t + t 1, (4.1) requires twice the computa-
n n+ · 

tional work of (1.5). 

For constant coefficient linear problems 

(4.2) 
k 

5r = Jy = I 
i=l 

J.y, 
i 

(4.Ia), as well as (4.Ib), is second order consistent in the stepsize T/2, 

if and only if all matrices J. commute with each other (YANENKO [19], p.23). 
i 

To maintain second order consistency for non-commuting matrices, MARCHUK 

[II] suggested to reverse the order of the matrices J. on every other (half) 
i 

time step. For the general non-linear case we reconnnend the specific split-

ting scheme (4.1), since this scheme can be shown to be contractive in arbi­

trary inner product norms. 

4.2. Contractivity of the second order formula 

Like formula (1.5) is related to Backward Euler, formulas (4.Ia) and 

(4.Ib) stem from the implicit midpoint or one-leg trapezoidal rule 

(4.3) V I= V + Tf(t + ½T, n+ n n 
I I ) zVn + zVn+l 

for the numerical integration of y = f(t,y). This enables us to prove con­

tractivity for the second order splitting formula (4.1). We shall follow 

the same method of proof as in section 3. 

LEMMA 8. Let 11 •II be some given inner product norm. Suppose that the function 

f(t,y) is dissipative w.r.t this norm. Then the implicit midpoint rule (4.3) 

is contractive for this function f. 

PROOF. This nice property of (4.3) is also known for some time (see 

DAHLQUIST [5], BURRAGE & BUTCHER [I], CROUZEIX [3]). We shall present a 

short proof which is based on the logarithmic norm. 
I 

Let <.,. > be a given inner product in ]Rs and define II vii = <v, v> 2 , 

s ' 
v E lR. Let f(t,y) satisfy the hypotheses made for system (2.1). Let v 

have the same meaning as in Theorem I. Let {v }, {;} denote two sequences 
n n 

of numerical solutions defined by formula (4.3). Then, subtraction and 



application of the mean value theorem leads to 

(4.4) 

(I - hM)en+l = (I+ hM)en, 

1 

M = I af(t +h, eu; + i; 1] + (1-e)Uv + ½v 1])/ay de, n n n+ n n+ 
0 

where e = ; - v • Fol lowing STROM [ 15] and KELLOG [ 10] , we now write n n n 
e 1 - e = hM(e +l + e ) and form the inner product with en+ en+l which n+ n n 2 n 2 
results into lie 111 -lie II = <e +e 1,hM(e +e 1)>. Then from µ[M] = n+ n n n+ n n+ 
sup{<v,Mv>: llvll = l} and µ[M] S: v(t +h), we find 

n 

(4.5) 2 II e 1 II n+ 
2 2 lie II s: hv(t +DIie +e 111 • n n n n+ 

11 

If f is dissipative, a function v exists satisfying v(t) s: O, which implies 

llen+III s: Kn+lllenll, Kn+l s: I, i.e. contractivity. D 

THEOREM 9. Let 11·11 be some given inner product norm. Suppose that f.(t,y), 
1 

i = 1, ••• ,k, is dissipative w.r.t. this norm. Then the second order locally 

one-dimensional integration formula (4.1) is contractive for the sum func­

tion f. 

PROOF. By making use of Lemma 8 the proof can be given in a completely anal­

ogous way as the proof of Theorem 7. D 

Observe that for the implicit midpoint rule the upperbound v(t) of the 

logarithmic norm cannot be explicitly substituted into the damping parameter 

K 1 like for Backward Euler (see (3.4)). This can easily be understood from n+ 
the behaviour of the midpoint rule for the scalar test equation y = oy. How-

ever, if v(t) < O, t ~ O, inequality (4.5) reveals that Kn+I < I. 

5. A DISSIPATIVE SEMI-DISCRETE PARABOLIC EQUATIO~ 

For two reasons the results presented in sections 3 and 4 are very gen­

eral. Firstly, the ordinary differential system considered, viz. (2.1), is 

not necessarily related to a parabolic equation (1.1) with Dirichlet boundary 

conditions. More general boundary conditions, even in combination with other 
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equations, e .. g., hyperbolic equations or systems of equations, may also give 

rise to ordinary differential systems of the form (2.1). Secondly, as we 

did not select one specific norm beforehand, in particular in section 3, it 

is still possible to choose a norm which is appropriate for a given applica­

tion. 

This section deals with an application for Theorem 7 on the first order 

splitting formula. We will show that if the first initial boundary value 

problem for equation (I.I) is semi-discretized with symmetrical 3-point 

finite differences, then the resulting system of ordinary differential equa­

tions is always dissipative in the maximum norm. 

5.1. Description of the semi-discrete problem 

Consider equation (I.I) and assume that conditions (1.2) have been 

satisfied. Further assume that the domain Q u clQ has been covered by an 

orthogonal k-dimensional grid, Qh u clQh say. The grid need not to be uni­

form, but we assume that all grid points from clQh are located on clQ. Then, 

for each x E Qh' we can replace the one-dimensional expression (p.(t,x)ux,)x. 1. 1. 1. 
by the belonging 3-point finite difference expressions in the i-th co-ordin-

ate direction. 

Let x E Qh. Let xi± E Qh u clQh denote the nearest neighbouring grid 

points in the i-th co-ordinate direction. The component off. corresponding 1. 
to the grid point x can then be represented as 

(5. I) 

where s+_ is an abbreviation for p. (t, Hx + x. +)) / J x - x.+ J and U(t ,x) stands 1. 1.- }__ 
for the semi-discrete approximation to u(t,x). In case x.+ E clQh' known 

}__ 

solution values must be substituted for U(t,x.+). If we assume a natural 
}__ 

numbering for all grid points x E Qh' the approximations U(t,x) assemble the 

vector y(t). We thus arrive at the semi-discrete parabolic equation (s grid 

points 1.n Qh) 

(5. 2) 
k 

-s, -- f(t,y) = I 
i=I 

s s f. (t,y), f.: [0,oo) X ]R -+ ]R , 
1. 1. 
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Note that fi(t,y), i = 1, ••• ,k, is continuous int and continuously differ­

entiable in yon [0,m) x ]Rs. 

For all grid functions~ E JR.s the Jacobian matrices af.(t,~)/ay take 
1 

the form 

(5.3) 

where D1, D2 , D3 ares x s diagonal matrices and Sis a symmetric s x s 

matrix having three non-zero diagonals. D1 contains, for all grid points, 

the derivative of F. w.r.t. its third argument. By assumption (see (1.2)), 
1 

D1 is non-positive definite. In a similar way, D2 contains the derivatives 

of Fi w.r.t. its fourth argument. By assumption, D2 is positive definite. 

D3 contains all numbers 2/(x. -x. ) and hence is also positive definite. 
1+ 1-

Finally, the entries of S, at most three in each row, are just the numbers 

s_, -(s_+s+), s+. By assumption, s_ ands+ are always positive. 

In fact S, and hence J., can be written as the direct sum of irreduc-
1 

ible matrices of a much smaller dimension. Namely, for each grid line in the 

i-th co-ordinate direction we have one such irreducible matrix. By an appro­

priate reordering, these matrices can always be brought into a tridiagonal 

form (see e.g. VARGA [17]). 

5.2. Dissipativity measured in the maximum norm 

According to Theorem 7, any vector norm in ]Rs can be used for testing 

the condition of dissipativity for the vector functions f. defined in the 
1 

preceding subsection. Recall that if all f. are dissipative, then the sum 
1 

function f is dissipative, while the integration formula (1.5) is contrac-

tive. Let us consider the maximum norm Hvll =max.Iv. I, v E JR.s. 
m J J 

THEOREM 10. AZZ vector functions f. of the semi-discrete parabolic equation 
1 

(5.2) derived in section 5.1 are dissipative in the maximum norm. 

PROOF. µm[A], A being a reals x s matrix (ajk), is given by 

(5.4) µ [A] 
m 

= max(a .. + t la.kl). 
j JJ k~j J 
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Hence, if all diagonal entries of A are negative and A is diagonally domi­

nant, then 11 [A]~ O. Consider the Jacobian matrix (5.3). All diagonal 
00 

entries of Sare negative and Sis obviously diagonally dominant. The same 

is true for Ji' since D1 is non-positive definite and D2D3 is positive de­

finite. This implies thatµ [J.] ~ 0. D 
00 ]. 

The proof shows that the maximum norm is easy to use for testing the 

condition of dissipativity. Regarding the fact that is is advantageous to 

find a negative logarithmic norm, since then the K 1 of Definition 3 
n+ 

satisfy K 1 < I (cf. (3.5), (3.4)), one might wonder however, whether for 
n+ 

the present application the maximum norm is logarithmically optimal (cf. 

STROM [ I 5]) :: 

DEFINITION 11. A norm is called logarithmically optimal w.r.t. a matrix A, 

if µ[A]= a[A], where a[A] denotes the maximal real part of the eigenvalues 

of A. 0 

The meaning of this definition stems from the inequality a[A] ~ µ[A], 

which is valid for all norms. Hence a better value than a[A] cannot be ob­

tained. 

From the definitions ofµ and J., it is innnediate that 
00 ]. 

(5. 5) µ [J.] = µ [D 1] = largest element of D1• 
00 ]. 00 

Hence the matrix S does not contribute at all toµ [J.]. Further, 
co ]. 

there always exists ans x s permutation matrix P such that PSPT is the 

direct sum of irreducibly diagonally dominant matrices of tridiagonal form, 

which implies that a[S], and hence a[J.], is negative (see VARGA [17]). 
]. 

We thus see that for the present application the maximum norm is not 

logarithmically optimal. It remains an advantage of course that with the 

maximum norm one can easily show dissipativity for the whole class of non­

linear problems (5.2). 

One should realize that a[S] < 0 thanks to the Dirichlet boundary con­

ditions assumed for (I.I). If we also admit Neumann conditions, we might 

have to deal with matrices S = (sjk)' where, for all j, 
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(5.6) 

Such a matrix does have a zero eigenvalue (see VARGA [17], p.24), while the 

method of proof of Theorem 10 goes through. Hence, when Neumann conditions 

are assumed, for a lot of problemsµ might even be shown to be logarithmi~ 
00 

cally optimal. 

6. FINAL REMARKS 

We have discussed contractivity properties of two locally one-dimension­

al splitting methods for an interesting class of nonlinear, k-space dimension­

al parabolic differential equations. Since contractivity is a property of 

the time-integration we concentrated our analysis around the space-discret­

ized problem, i.e. we followed the method of lines approach. We thus were 

able to make fruitful use of some nice results from the numerical analysis 

of stiff ordinary differential systems and showed that the locally one­

dimensional splitting methods possess ideal contractivity properties under 

rather general circumstances. This indicates that other classes of partial 

differential equations, such as systems of equations, hyperbolic and mixed 

parabolic-hyperbolic equations, can be treated likewise. 

In the preceding section we embarked upon the problem of measuring 

dissipativity. By way of application we discussed a semi-discrete version 

of the general parabolic equation (I.I) when provided with Dirichlet bound­

ary conditions. It was not difficult to prove that this general semi-discrete 

problem is dissipative in the maximum norm. If we only impose Dirichlet 

conditions, however, the maximum norm cannot be logarithmically optimal. 

We wish to emphasize that the problem of measuring dissipativity de­

serves much more attention than given in section 5 (see also STROM [15]). 

Because our system of ordinary differential equations originates from a 

partial differential equation one could think over to deduce dissipativity 

of the ordinary differential system from dissipativity properties of the 

partial differential equation itself (cf. CIARLET, SCHULZ & VARGA [2]). 

This might be helpful in selecting a norm, e.g. an inner product norm, which 

is (almost) logarithmically optimal and suited for the splitting method 

under consideration. 
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