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1. Introduction

The problem considered in thils report concerns k (kz 2)
independent series of independent trials, each trial resulting
in a success or a failure, The 1i-th series cdnsists of m, trials
with giq) successes and b, = m, ~a, failures; 7 is the (unknown)
probability of a success for each trial of the i-th series

(4=1.2,... kK)and 7, ,, ....;J07, satisfy the inequalities

(1.1) o

A
A
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In section 2 a method will be described by means of which
the maximum likelihood estimates may be found; in section 3 a

generalization of the problem will be considered.

2. The maximum likelihood estimates of ar,,70,..., Tl
2.1, The likelihood function
The maximum likelihood estimates of w,, ,,...af, are those

values of p,,pz....,PKwhich maximize

(2.1.1) L=L(pipas--- k)““‘*Z‘_{ g b+ (ru-andg gl (ge=1-b

in the domain

}D,éng_...é}ok‘
o= b

In this section | will, unless explicitely stated otherwise,

(2.1.2) D

4 (L:\.Z,...‘\&).

HIA

only be considered in this domaind ; the maximum likelihood

estimates will be denoted by v, v, . .. v, and

(2.1.3) L, =L (py &t D.,;’ecdlo;—!-(fn;mql)/g?ci; (i=t2,. .., k).

2

.2, The estimates for the case that‘%ﬂ é“%ﬁ% for each

A= 0%, L, K
° 1o - Q‘,{.-\-\ N
Theorem I: If — & ==t for each 4 =1,2,...,%-\y then
e t————————————— et Ty i,
QL .
(2020/1) Vi.:: Ty (4‘-—\;?4‘,,_‘1'().

Proof: This follows immediately from the fact that the maximum
of L in D coincides with the maximum of I_ in the domain:og p; €1

(4=12,..., k) if & = Qe for each A =1,2,...,% wy.
m, ML

4) Random variables will be distinguished from numbers (e.g.
from the value they take in an experiment) by underlining their

symbols.



2.3. The estimates for the case that = > =& fop at least onc

value of L =v,2.,... k-t
In this section the following theorem will be proved.

Theorem IT1g

(2.3.1) Vv =V, for each 4 with 2% o Qu |

* e i Mo

Further a method will bc¢ described by means of which the esti-
mates may be found.
For the proofs we need the following lemma and theorem.

Lemma I:

(2.3.2) L;(P.;.) > L;(‘P.‘.)

if (bispbi)is a pair of values satisfying

(2.3.3) ogpﬂ.<\o‘;§,‘,{£ or ﬁgp;<p; =1
Proof':
From (2.1.3) follows
dL Qi ~Mmy b
2“ °)_1r LT e e e e
( 3 ) dP; P&q;.
Therefore
o C"L
{>0 b 25,
d Ll

= O 91 L QL
(2.3.5) d 0 if P‘”‘Tﬁf"

L < O ; . Qe

AR S T
and lemma I follows from (2.3.5).
Theorem ITI: If g%L> Law for any 4 and if b, ba.. .. bk is any
L 'Y"i.‘v- ! v T

set_in D with ‘
(2»3.6) b‘.‘ < P&'*‘\
then a number p exists with
(2~3-7) P = \0 ES ST
which, substituted intc L (b, pa, . . . ,px) for b: and b,
increases - .
Proof:

A number P which, substituted for b and o in L , increases(.

e

must satisfy the relation

(2.3.8) Lo Cp) + Lo, ( P) s> Lopa)+~ L ( P&+n)



Further the following cases may be distinguished

Je b= b ii ;5 In that case we take p= pi, , satisfylng
(2.3.7).

According to lemma I we then have
(2.3.9) LiCe)y > LoCps)
and p ~being cqual to Pisy

(2.3.10) Lo (P) = Lo Cpan)-

2.3.8) then follows from (2.3.9) and (2.3.10)
Q.

(

- 2 Py < Py in that case take b =P In the same way. as

in case 1 it may be proved that this number p satisfies (2.3.7)
©and (2.3.8).

3. b < o o Pewy 5 then if we take pzzsﬁ. ;P satisfies (2.3.7)

o M
and

(2.3.11) be < p =%,
From lemma I and (2.3.11) then follows

(2.3.12) LiCp) > Li(pa)-

Further p satisfies

(2'3'13) P'L"“ > P = X > Qi

i [ W)

and from lemma I and (2.3.13) follows

(2‘3’/‘4) LL+|CP) > LL+|(PL+\)'
(2.3.8) then follows from (2.3.12) and (2.3.14).

Further it will be clear that if p.,pa,...,pkis a set inD®
and b a number satisfying (2.3.7) then Prooe v Pics Py Py Pasas - - - P

is also a set in D . Therefore from theorem III follows

Theorem TV: If S« 5 % for i=i, then the maximum likelihood

[YL .
* Moisy
estimates of 1., ... T, Tiar, - . . ; Tk are those values of

Py Buyy Py - o Which maximize

(2.3.15) ;E;\ o g pi o+ (m - el) Ay 9l

where

Q. = Oy + o

-y 4 Lyt
(2.3.16) } ki b

My, = Mol My ey



in the domain

lé“‘ép-{.éi\-‘raé~>\é .
(2-3.’17> :D‘: {b \o P‘*\

0% by 2 4 (A=ldodova k),

In this way the problem is reduced to the case of k- series of
trials and may then be solved by means of theorem I or reduced
to the case of k-2 series of trials by means of theorem IV, This
procedure is necessarily finite, k being finite, Therefore it
leads to a unique maximum for L .

Theorem II then follows from this uniqueness and the foregoing
theorems.

2.4, Example

The procedure described in section 2.3 may be illustrated
by means of the follswing example.

Suppose k=g4and

A 1 2 3 4

a, 4 3 10 &
(2.4.1)

m; 1o 5 30 15

a; -

.y 0,4 0,6 0,3% 0,53%.

From (2.4,1) and theorem II follows

(2.4.2) Vo = V.

The problem is then reduced to the case of k-y = % series of

trials with (cf. theorem IV):

A 4 2 &

Q. 4 13 8
(20”’:3) .

Yo, {0 35 o)

O.‘;_ -

Py 0,4 0,3? 0,53%.

s

From (2.4.3) and theorem II follows
(2-4-4> \/\:\l2,5

which reducc: the nrcblem to the case W-nonseries of trials
with



A 1 4
a; 17 8
(2.4.5)
m 45 1
a:
p 0,38 0,53.
m

Then from theorem I and (2.4.5) follows
(2.4.6) Vi= 0,38 , V, =053

and from (2.4.2), (2.4.4) and (2.4.6)

(2.4.7) V=V, = V3= 0,388 | V=053,

3., A generalization of the problem

The problem treated in fthe foregolng scctions mav be gene-
ralized as follows:

Suppose the probabilitieS'm;ﬂlv..;vksatisfy the inequali-
ties '
(3.1) oy (M=) B0 (ivg =12, ., k),
where
iy = =y p
(3.2) o, = O for m, peirs of values (4,4) with,¢<i)
d;4 = A for/nz‘pairs of values (;,iywith A<,
(3.3) mog + = (%)

and, if /L<£</(‘\ then
(3.4) O( =3 ﬁ.. if O(A‘.,'P.‘;d’evé =':L~

If rn,=ofhen no restriction is imposed on ﬂﬂ{ﬁzw..;ﬁkand it is
well known that in this case the maximum likelihood estimate
of W, is+ 2 (A=1a,.. K. Further, if m_-othem (3.1) is iden-
tical with: T, €M, = ...=s and this case has been considered
in the foregoing sections. Therefore we suppose

(3.5) { |

Yl = 4

\ ]

Iy



-6 -

Then from (3.3) and (3.5) it follows that
(3-6) k?:_ES.

In this report only the case w=3awill be considered; the
maximum likelihood estimates will be denoted by wv,,wv,, v, and
the domain

o [racre o e

° 5 by 21
will be denoted by D,.
The following cases may be distinguished (cf. (3.3) and (3.5)).

{L My =t vy = R,

(3.8)

‘sﬂ, ) "Y\’\.Ozj_.
In case (3.8.1) we may suppose, without any loss of generality

(3‘9) G‘( :‘fO(.\lZ:O 3 0421‘3:-_ '1.

W

It will be clear that in this case

(3.10) V, = S

Ty
and that the estimates of 7, and 71, may be found by means of the
procedure described in section 2.

In the case (3.8.2) we may suppose without any loss of genc-

rality

(3.11) i, =0, =% , o, =0
and

(3.12) Qi g Sa

Theorem V: If k=3and (3.11) and (3.12) are satisfied and if
P, ba, s is a set in D, with

(3.13) Pa> Pa

then a number b existe with

{L Pa 2 P = P3>

2. LZ(P)*-LSCP)>~LL(pa)+ Ly (s

Proof: The proof is analogous to the proof of theorem IV. Here

(3.14)

the following cases may be distinguished
1. pa>ps 252 5 then take p = ps,
. %ﬁ z P2 > ps 5 then take
3.

P
o > %? > ps s then fake p = Sea |



Further it will be clear that if p\‘pz,Ps is a set in p, with
P1>P1then, for each number p satisfying (3.1%.1), p.p.p 18
also a set in MW, . Therefore it follows from theorem V that

Theorem VI: If k=3 and (3.11) and (3.12) are satisfied then the
maximum likelihood estimates of ar.,71,,w, are the values of

b., bz, ba wWhich maximize L in the domain

(3\”‘5) P.f—. \o,-f__ Pv

In this way the problem may, for k=3,be reduced to the case
treated in section 2.

This wmay be i1llustrated by means of the following

example.

Suppose K =13,

(i_

xS
&
o

a, 13 12 b
(3.16)
}wu 20 RS 18
&%i o,bs 0,48 0,4
and
(3.17) Oy = ogg= L , iy =0,

TIf we define

1
\\ C:;{- ‘"‘TTZB\
. led .
(3.18) S -,
v def
’Tr% ":——‘—T \""Wg\

then the problem is reduced to the case of 3 series of trials
with

A 4 2 3
(3‘,19) ag el 7 13
m; IS 20 28
Lg? o.b 0,35 | 0,52
"



For these three series of trials (3.11) and (3.12) are satisfied

and therefore the estimates of ), , v, (denoted by v, v, , v.)

may be found by means of theorem VI. This leads to
(3.21) Vi=Vv; =0,4b ,V =052

and from (3.18) and (3.21) follows

(3.22) V= Ve= 9,54 , Vo= 0,48.

The investigation of cases with k>sis in progress.



