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4, Introduction

The problem treatsd in this report concerns the maxirmum
likelihood entimaticn of partially or completely ordered pro-
babilities,

Congider K indevendent series of independent trials, each
trial rezulting in & Luccess or o Tzilure. The 4 -th series
consists of m, trials with 9&1) successes and byam;-a, failures;

T, is the (unknown) nrobebiiity of & success for each trial of

the 4-th series (d=3,a,:-..Kk) anc T, W, . W, satisfy
the inegualities
('L,/I) C‘»(,L)_Z\ ('STL—’TT‘&> < o0 (""‘.'ﬁw!.%,...,k),

(1.2) Sy =0 for m, pairs of values (4,4) with i<4,
3.0, =4 for e, pairs of values (4.1 With.L<%’
i
119
m’tc,'-l"YYL,sz(z N
1.
(1.3) N

and, 1f 4 < h'<é then

(1.4) ol i=1 if oL

. P US e e
2.4 ol Sransitivity)

A T Xy o=t it

In section 2 and 3 methods will be described by mean: of which

the meximum likelihood estimates of ar,,17,, ... ar, may be found,

2
i.e. the values of x,,%x,,.. . ,%x, which maximize

X K
(1.5) L:L(x.,xg,...,xk)c;"‘ Z_{qrgﬁxi—r\g;&a(wxi)}
in the domain

(1.6) D

/o = X £ 0
{0‘-\‘2 (X‘- 1) - (4_"(5 = ‘.2,...,“()0

O = X, &1

Unissg explicitely stated otherwise L will only be considered

his domeinDd ; the maximum likelihood estimates will be denoted

(1.7) Li= Lo (%) et a‘;l’,%x‘. +b,-,£<é(l—><a) (4 =1,2,...,K)

and
def [o¥} .
(/‘08) fiz :;1: (A,:\.Z,...v,k).

1) Random variables will be distinguizhed from numbers (e.g. from
the value they take in an exgeriment) by underlining their symbols,



Further the restrictions v s, satisfying

(1.9) i Sy =0 for each h between i and 4
will be denoted by R,,R,,....R,. Because of the transitivity
relations (1.4) the system R, , R,,... Riis equivalent to (14).

In section 4 some examples will be given,

Remarks :
1, It will be clear that ordered probabilities can always be

numbered in such a way that they satisfy (1.1).

2. Evéry set of restrictions R, ,R,,..., R, represents a convex
domain,

3. If m_ =othen (1.1) is equivalent to

(1.10) M=, 2. .. B M.

This case has been solved independently by MIRIAM AYER, H.D.
BRUNK, G.M. EWING, W.T. REID, EDWARD SILVERMAN [2] and the pre-

sent author [1] .

2. The maximum likelihood estimates of 1, ,141,, ..., M

In this sect:on the foliowing theorem will be proved.

Theorem I: L possesses a unlque maximum; if R, implies:af,, &7fy,

and if pl. by, ..., P, are the maximum likelihood esti-
mates of 7, 7, ..., under the restrictions R,,.... R,
Ragir -+ +» Rg then

(. P~=\Gl (A:\,z‘...,k) LE b"}ép'{\)\’

(2.1) _ C
2 P"'A: P’éx LE P’:A > P'i).'

Proof: The uniqueness of the maximum of L will be proved by in-
duction, If s=othen it is well known that L possesses for any k

a unigque maximum and

(2.2) psz& (4 =1.2,...,K).
Now suppose that [ possesses a unigque maximum for the following

two cases

2 s

1. K series of trials with s-~i restrictions
(2.3) -
2.k -1 series of trials with s-1 or less restrictions

where k 2 2, 21and consider a case with k series of trials and
s restrictions. Then it follows from (2.3.1) that L possesses a
unique maximum under the restrictions R,,. . ., R,_,,Ry. .. - - . Re ,
1.e. there exists exactly one set p.,p;.....p\ satisfying these

restrictions and maximizing L.
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Now the following two cases may be distinguished

1 py, = p%‘ ; then b, p,..... pi satisfy the restrictions
"R,.R,.....,Rq . Therefore in this case L possesses a unique
maximum under the restrictions R, ,R,....,Rg and
(2;4) P;: P:' (i,::\.?,‘...-.\&)-

2. P, > p;, 5 then (2.1.2) may be proved as follows. If
X, %, .. .% 18 any set satisfying the restrictions R, ... R, R, ...-R¢
but different from pi.p,.. .., Pk , then
(2.5) L CRUvPaseey Pu) > L@xnXan s <0 %),

Now consider a fixed zet X,,X,,...,xwWith Xiy < xéhand satisfying
the restrictions R,,R,,.. . ,Rgq. Then 1if
_ def

><,; == t - )Xaﬂ- !
(2.6) { ([5> (r-p [* pe (A=1.2,...,k)

o = X~((3) = 4
we heve
(2.7) Xitoy =%y, Xo@y = Py (i=tz, ...k
and for each ﬁwit‘n osp=1, X|([?>),Xz(g’s),...,><k([5) is a set
satisfying the restrictions R,,... ,R, . R,.... ., R, (cf. remark 2

in the foregoing section). Therefore if

def Xi, = X

(2.8) L. = LR

Xin — Xa, o Pay - Pis
then

1. o<{5°<1\

(=:9) { X (Pe) = X (ol

i.e. X,“&Q,xz(@g,_‘,,Xk(ins a set satisfying the restrictions
RivRar - - Ry
Further L {X.(B), Xz (p). .. ., Xx(P)] is for fixed values of
Xy Xau oo, X, @ function of{&, say %(ﬁ), and
(p10) 9B L T (o T B) v ras (B mas
o p X () {I—X;([&)r

From (2.5), (2.7) and (2.10) it follows then that q(P) is in
the interval os ﬁ-gj_an increasing function of P , 1.e.

(2.11) L{x‘(ﬁﬁs,xz(pa),...,><‘<<rm} Sl (Rer %1 %),

Thus for each set x,,xq,..., %\ with Xi < Xy and satisfying

the restrictions R, |R,,..., R, a set X, X,,..., X, exists satisfying



TR

the restrictions R,,R,, ... R, and

1. X"). = X'

i

(2.12) 2. L(X..XM.--.XR) N G S T

i.e. L(xi%zv..., x,) a@ttains . its maximum under the restrictions

R Ry, R FOT . = xg, Substituting this in (1.5) the two
IS

terms with 4 =i, and i -4, recduce to one term of the form

(ag, + o) A9 X + (by + by ) g (1 -x4).
The uniqueness of the maximum of L under these restrictions
then follows from (2.3.2).

By repeatedly applying theorem I and using the well known
soluticn of the problem for the cesze that 8 =o the problem may
Be sclved. This may, however, .=zad to a rather complicated pro-
cedure, which in many cases may be gimplified by applying the
special theorems mentioned in the following sectiorn.

3. Scme special theorems

Theorem IT; If i, (fi -%;) = o for each pair of values (4,4) then

(3.") Pi"-:‘g;, (4= 1nw2,..., k).

Proof: This follows immediately from the fact that in this case
the maximum of | in D coincides with the maximum of L in the

domain: o= Xx; €1 (4 =1,2,...,k). The theorem also follows from
theorem I.

The following theorem will be immediately clear.

Theorem ITT: If A.,4d,,...,4. 1s a set of values satisfying
(3°2) s nd.;,gzz . 2X, =0 for eachai.%i‘“&a......i.,,
fad} b . il
then the maximum likelihood estimates of m,, M. ...,
M, are those values of Xi,%¢....,%, which maxi-
mize L, + L.+ ., +L;, in the domain
.. (XA - X £0
. . iy . ie) EO,
(3_“1) 1\’): j (h‘H:l,z,...,u).
L o= x, 51

For the proof of the thecrems IV and V we need the following lemma

Lemma T: If x,,x%,, ...,x.1s any set in p with
/l, X{( X_a,
o {2 7.
(3.4%) o {- * fi
Je el édhi for each h<q,

b s, Seg, for each hsi.



'forrany given pair of values (i.4) tThen a number x exists

satisfying

1eX,, X5, .- Xx15 also a set in D if x is substituted
(3.5) for x; and x; ,
2. LG+ L) > by + L oxy).
Procf:
The following cases may be distinguished

(3.6) X< xy 2 1s 5 then take x=xj,
(3-7) ’g; €z X < X_a' 5 theéen take % = Xin
(3.8) xi < 4a < %y ; then take x =4

It may easily ke proved tThat this number x satisfies (3.5.2)

(3.9) Ly (x) = Lj(xy)
and
{3.10) X;_<><§‘E,;.

From (3.10) follows
(3.11) Li(x) > L (%)
and (3.5,2) féllows frem (3.2) and (3.11).

For the cases (3.7) and (3.8) 1t may be proved in an
analogous way by means of (3.%.2) that x satisfiez (3.5.2).

In crder to prove that this number x satisfies (3.5.1) it is
sufficient to prove that

1. o, (Xp-xX) 2o for each h <4,
(3.12) 2. oy (x-x)g0 for each h >4,

| 3. Ky (X =X) 50 for each h <4,
{4,rx&h (X ~Xy)go for each h >4,

From the fact that x satisfies

in

(3/13) X3

and the fact that x, ,x,, ..., x, 1is a set inD it follows that

JIN

X X g

To ey s (X = X) E Xy (Xu-Xi)sofor each h <4,
(5.714) |

. o (X =%n) 2ol (%=Xn) 20 for each h 4.

Further it follows from (3.4.3) and (3.4.4) that



To o (X =Xp) = &Ky (X=Xy) for each hs4 with «,, =1,
(3.15) { ' .

2u Blpy (Xp=X) = oty g (Xr—X) for each h < Wlth‘*mi=1
and (3.12) follows from (3.14) and (3.15).

Theorem IV: If for any pair of values (4.4) with 4<+

(3.16) g (fum f3) >0
and

1. oLy p =0lp; =0 for each h between i and 4,
(3017) 2u Oih&::o(.h_i fOl” €8Ch h<—i,‘

' *d

3. Kin = o5 0 for each ho> 4,
then
(3.18) Pi=py-
Proof: Suppose X,,X,,...,x, 1s a set in D with
(3.19) Mo Xy

Further we heve (of . {3.16) 2nd (3.17))

(R P 7
(3.20) {2. «,, = oy s for each h <4,
3. ﬁimzzdih for each hsa.

From lemma I and (3.20) it follows then that a number x exists

such that x,.. . X, X Xioe- -, TR S N is a set in D
and
(3.21) Lo(x) + Lg(x) > Lo (%) + Lj(xy).
Thus for each set x,,x,,...,%, inT with Xi<ex; @ set
XU, K s ., Xy in D exists with
1. X:; = Xlga,
(3.22) o ‘
2}’ L(xl)xﬂ.\"‘>><k)>L<x.'x"’-‘.‘xk)1

i.e. L attains its maximum for x; = x_

; and (3.18) then follows

from the uniqueness of this maximum.

Remarks :

4. This theorem also follows from theorem I. If R, represents
the restriction'ﬁL;;WQ it follows from (3.22) that L. attains its
maximum under the restrictions R,... BRGLR L . Ry for

A =

5. If »mm_ =0, 1.e. if the probabilitiesWﬁ,ﬂg‘...,mk satisfy the

X,z x; , giving by = p; ; from (2.1) then follows: pi = Py -

inequalities

(3.23) M ETM, £.. . &7,



then each pair of values (i,4) wlth j~i+. satlsfies (3.17) .
Therefore in this case we have

(3.24) by = iy, for each 4 with §i> {,..
Prom theorem IV it follows that if there is a palr of values
(i.4) satisfying (3.16) and (3.17) then the problem may be re-
duced to the case of k-1 series of trials with g~y (or less)

<

restrictions by substituting x; =x; in L (x,,X4.....%) 1.e. by

pooling the i-th and j -th series of trials.

Theorem V: If (4.4) 1s a pair of values satisfying

(3.25) to= 4,
and
1 Ky =09,
(3.26) 2. oy, = oy for each h<4,
3 L Z oy, for each yk>é,
then
(3.27) b £ Py
Proof': Suppose X, %,.,...,X, 1is a set in D with
(3.28) Mi> Xy

Further we heve (of, (3.25) cnd (3.20))

.,]" (glélgf\
(3.29) 2. ol 2 iy for each h<ai,
3' o(fL.h_

%
X
S

T

for each hos .

From lemma I it follows then in the same way as in theorem IV
that for each set x,,x,,. . . .x, 1nD with x> x5 a set x %, ... X\
in D exists with

1. X}, = X;\\
(3.30) {

2. L(xLx;w..,xg):>L(xq,xh..”xK),

i.e. L attains its maximum for X,z x;;:(3.27) then follows from
the unidueness of the maximum.
By means of theorem V & new restriction may be introduced.

This 1s scometimes useful as may be seen from example 2 of section

4,

In the following sectlion some examples will be given. In these
examples the theorem II-V will be applied if possible and theorem
I willl only be used where the theorems II-V cannot be applied.



4, Examples
Example 1:
Suppose K =4,m =0 (M T, =T ¢)800

LA > 3 4
a, U 3 10 8
(%.1) m: 10 5 30 15

Y

f. 0,4 0,6 0,33 0,53
From (4.1) and (3.24) it follows that

(4'2) Pz‘; F‘a

and the problem is reduced to the case of k-1 =3 series of trials
by poaling the second and third series of trials:

PR 2(+3) 4

o, 4 13 8
(+.3) w10 35 15

ﬁ; 0,4 0,37 0,53
From (4.3) and (3.24) it then follows that
(4.4) Pi= P2

and the problem is reduced to the case of k-2=2 series of trials
with

A 1(+2+3) )

o AT 8

(%:5) m U5 15
L4 0,38 0,53.

LR .

From (4.5), (4.2), (4.4) and theorem I then follows

(}'{"6) P!=P:.=P3=Oa38 , PL,:O;53.

Example 2:

Suppose K=8, m, =6, m, =4

i 2 3 4 5
L a; [ 13 15 2 12
(%-7) m, 10 20 30 5 15
fi 0,7 0,65 0,5 0,4 0,8
and
()4_"8) @[_t‘z = cC,'.bao(,wl( 20(3‘5 = 1.

Then the pair of values L=2,¢=4 satisfies (3.16) and (3.17).
Therefore we have

(4.9) Pa= Pa



and the problem is reduced to the case of K-i=4series of

trials with wm| =4, m}, =2,

i 2(+4) 3 5
(%.10) a, 7 15 15 12
m, 10 25 30 15
f; 0,7 0,6 0,5 0,8
and
(4.11) O = 0y = gy = 1.

For these 4 series of trials the pair iL=3,4=22nd the pair
A=2,4=6 satisfy (3.25) and (3.20). From theorem V then follows
that L. attains its maximum for

(4.12) X, & Xy S X, & Xg

and from (4.9), (4.10) and (4.12) follows

(4-13) PI=P3:0»55 N Pp,:Pl‘:O,é, Psao‘a,

Example 3:
Suppose K =4, mo=m,= 3,
i 2 3 4
(4.’]4) a; 7 18 13 10
m; 10 30 20 25
f. 0,7 0,6 0,65 0,4

and
(4.15) d,‘zzd\'L‘zoC-b"‘:i.

For this case the theorems II-V cannot be applied and therefore
we use theorem I.

Take i, ~1 and 4,=<4 (i.e. omit the restriction ar,zav, ), then
R p;,P;, P; are those values of X, x;,x,,x, which maximize L
in the domain

X, € X, o, Xy £ Xy
(%.16) {o = X g1 (4=1,2,3,4).
From theorem III and IV then follows
(4.17) Pl = Pa=0063 , pi =P, =0.5!
and from theorem I and (4.17) (cf. (2.1.2))
(%.18) Poo= Pas
In this way the problem is reduced to the case of k-1=3 series

of trials with
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i 3 1(+4) 2
o, 13 17 18
{; 0,65 0,49 0,6
and
(4.20) °<3:, = 0‘—‘,‘2 = 1.

From (4.18), (%#.19) and (4.20) follows
()*}‘.2/]) P|=P3=P4=O,55 ,Pz:‘_O,é.

Example 4:

Suppose K =8, vng=13, mm, =15

i 1 2 3 b 5 6 7 8
(4,22))% 8 22 13 25 20 01 32 o
m; 10 4o 20 50 30 50 50 5
{: 0,8 0,55 0,65 0,5 0,67 0,42 0,64 0,4
and
(4 .23) oLz, = ol =Kq =K, s = X546 = g4 =°<'1,8 = 4.

For this case the theorems II-V cannot be applied and therefore
we use theorem I,

If we take 4,=4 and 4, <5 then it follows from theorem III
that pl.ps..... ps are found by meximizing g; L. under the

a
restrictions: x, & x,, X, £ X, , X, = X, and 2_| . under the res-
A =5
trictions: Xs & X, , X5 = Xg , Xy B Xg.
In order to find p:,p;‘P; »PL we apply theorem I; this
results in (cf., example 3)

(4. 24) Pr = P2 = pPs=Ppi =057
In an znalogous way we find by means of theorem I
(4;25) P‘s = Pl“ =0,51 , p.; = (023 =0,b2.

From (4.24), (4.25) and theorem I then follows (cf. (2.1.2))
(4.26) Pu= Pbs

and the problem is reduced to the case of k-1=7 series of trials

with »mf, = 10, W =1
41 2 3 H(+5) 6 7 8
o, 8 22 13 45 2 32 2
(%.27) m,; 10 Lo 20 80 50 50 5
{. 0,8 0,55 0,65 0,56 0,42 0,64 0,4



and
(4.28) oLily = oLy, =o(3"4 =0y =g =%, = 1.

For these 7 series of trials we again apply theorem I; taking
Ay =1 and §, =4 one finds by means of the theorems II-V

(4.29) P'-=\°'z;°-b : P3=P4=Ps=053, by=bhy=oba.
From (4.29) and theorem I then follows
(%.30) Po= Py

and the problem is reduced to the case of kw-z=4series of
trials with m, =%, m =2

i 3 1(+445) 2 6 7 8
(4.31) ol 13 53 22 21 32 2
m} 20 90 Lo 50 50 5
f; 0,65 0,59 0,55 0,42 0,64 0,4
and
(B.32) oay =6y = oy =iy =, = 1.,

From (4.31), (4.32) and theorem IV then follows

(4.33) P3= Pl

and the problem is reduced to the case of K-a =5 series of

trials with m, =6, m, =4

i 1(+3+4+5) 2 6 7 8
(4.34) jo 66 20 21 32 -
m; 110 4o 50 50 5
{00 0,55 0,42 0,64 0,4
and
(%.35) Kip = oy = Krg = Kyg=1.
From theorem V it follows then that L attains its maximum for

Xy Xz . Introducing this new restriction it follows from theo-
rem IV that

(4.36) Pz = pe
and the problem is reduced to the case of k-4 =4 series of trials
with m) = m! =2
i 1(+3+4+5) 2 6 7(+8)
ar 66 22 21 34
(H.37) < 210 50 40 55

fw 0,6 0,55 0,42 0,62
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and

[ mg b

(4’38) a(l-'k. = °(|,(-, = DC,‘7 = 1.

From theorem V then follows that L attains its maximum for
X, & Xy £ Xy B Xy, thus we have

(4.39)  Pi=P3s = Pa=Ps=pPs=054; p=086; p;=py=0,br,
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