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1. Summary. 

In this report some slippage tests for variates following various 

specified distributions, viz. the normal, the Poisson, the binomial 

and the negative binomial distribution, as well as a slippage test for 

the method of m rankings and a distribution free k-sample slippage 

test, are discussed. A method for obtaining approximate critical values 

at a prescribed significance level t.. , such that the true significance 

level corresponding to these values lies between E.. and E.. -½ E 2 , is 

found to be applicable in all cases under consideration. The same 

approximation was applied before by W.G. COCHRAN (1941), R. DOORNBOS 

(1956) and R. DOORNBOS and H.J. PRINS (1956) to slippage tests for 

gamma-variates. In addition decision pr·ocedures arie given to select 

the slipped variate when we reject that none of the variates has slip­
ped. 

In some cases power functions of the tests and optimum properities 

of the decision procedures arie also considered. 

2. Introduction; description of the tests. 

All the tests dealiwith in this report are of the following type. 

Suppose we have k random variables 4 ) 

(2.1) 

which arie, under H, the hypothesis tested, distributed simultaneously 
0 

with some distribution function F(x1 , ... ,xk), which may be continuous 
or not. 

Suppose the observed values of ~1 , •• .,xk are respectively x130 • .,Xk. 

When testing against slippage to the right we determine the riight 
hand tail probabilities 

(2.2) d f -- ' dj ~ P[~/:_>_ xjJ , (j=1, ... ,k) . 2 ) 

We reject H0 and decide that them-th population has slipped to 
the right if 

(2.3) 

(2.4) 

d 
m = min cl J' =::::: E. /k . 

j 
Testing against slippage to the right requires computing 

Now H0 is rejected and it is concluded that them-th population 
has slipped to the left if 

(2.5) em = min e j = E./k. 

1) Random variiables are denoted by underlined symbols. 

2) The symbol def denotes an equality, defining the left hand member" 
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Consider now a set of k real numbers g1 , •.• ,gk and the probabil­

ities defined by 

(2.6) 

all computed under H0 • 

Denoting by P the probability that at least one of the x. does 
-l 

not exceed the corresponding value g., it follows from BONFERRONI 1 s 
l 

inequality (cf. W. FELLER (1950), chapter 4) that 

(2.7) 
i i<j 

For Q, the probability that at least one x1 exceeds g 1 , we have 

(2.8) 

Then in each case separately we proceed to prove the inequality 

(2.9) 

or 

(2.10) 

which is equivalent with (2.9) (cf. R, DOORNBOS and H.J. PRINS (195~). 
Of course (2.9) a~d (2.10) do only hold for a class of distribution 

functions F(x1, ... ,xk). The problem of finding general conditions im­

posed on F(x1 , •.. ,xk), sufficient for the validity of (2.9) has only 
partly been solved in this report. Besides in some cases (2.9) only 

holds for some sets g 1 , .•. .,gk for ins ta nee for a 11 g1 ~ O. 

Assuming that (2.9) and (2.10) are true we get immediately from 

(2.7) and (2.8) respectively 

(2.11) p 1° - y_ PiPJ0 -< P= Y P 1° 
i i<j 1 

ond 

(2.12) 

respectively. Denoting ~ pi by p (p needs not be< 1) we have 
l 

p 2::::: (;;. Pi) 2 = 2 ~o PiPj + L Pi 2 > 2 ~, P1Pj, 
l l<J i l<J 

where the equality sign only holds if all p1 vanish, or 
- l 2 2_ p.p,s 2P 

i<j l J -



Thus 

(2.13) 

and 

(2.1 1~-) 

when z q, == q. 
i l 
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P - ~·p 
"-

p p 

Now, when testing H against 11 :311ppage to the left II of one of the 
0 

k variables the critical region is of the form fx 1 ~ g1 E''""' or 

xk gk t} . 
The values gi£ are determined so as to make all p1 equal to t/k, where 

Eis the prescribed level of significance. In the discontinuous case 

this will in general not be possible; there g.c is the largest value 
]_ '--

wh 1 ch can be attained by x. with a positive probability, satisfying 
-l 

(2.'15) c: 1 === P [x1 ::: gi,E]s c:/k. 

So from (2.13) it follows that the probability PE of rejecting H0 

unjustly satjsfies 

(2.16) 

or 

(2.17) pc <::::. EI ( C '=Z&',) 
C -- l l 

respectively, accordingly as the continuous or the discontinuous case 

is considered. 

Testing 11 slippc1e;e to the r·ight 11 we: get similar bounds for Q €., 

the probability of reJ·0ctirnr H _ _) 0 is true. 

3. The slippag0 test for normal distributions. 

We consider le normal distributions with unknown means /'1'/2 ,, ••• 1/i,<: 
and common unknown va rianc(:c er 2 • From these distributions we have 

samples of n1 ,n2 , ... ,nk independent observations respectively. 

We want to test the hypothesis 

( 3 .1) H: ,,v.,,1=.,.=/-<-i=/L, say, 
0 / / ,e 

a inr~:t the a lter'1x1 t:Lvcs 

(3 .~~) l, H1 : /,/.(,1=' · • = /L1-1= +1=' •• =r le=/ 

/A.= + Cl ( L'.'c. > 0), 
/ l 

for ooe ~alue of i, which is, however, not known, or 

( 3 . 3) fl 1 = .· · ' "'ju J - 1 == r j_ +1 = . ' • =; it'/ 
)i,= /,l-6(6.>0), 

/ l / 



for one unknown value of i. From the observations 

(3.4) 

the var'iables 

(3 .5) b. 
-··l 

are formed_., where 

{ y. (3.6) -l 

y 

1 = ni 
1 = --
~ nj 
J 

( i=1., ••• ., k) • 

y 
y. l' 

1 
-l 

L yjl 
1 L. n.yj. = 

j,l Zn. j J 
j J 

The b. take the place of the var'iables x. in (2.1). 
-l -l 
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In the follow~_ng section we shall prove the inequality corresponding 

to (2,9) if g. and g. have the same sign and it will be proved that 

(3.7) l u.J~½(1+\~b.) --l V~-l nj-ni 
N+k-2 N+k-2 has a B-distribution with parameters 2 and 2 ., where N is 

defined by 

( 3. 8) 

or, equivalently, that V- ~n j 
b. 
-l V zn.-n. 

1 r J l 
N h<:-·.::. ;:::.=.-·:..:::.· =============, 

V~-
(3.9) 

has a Stud~nt's t-distribution with N+k-2 degrees of freedom., for 
i=1, ... ,k. 

Thus the procedure described in section 2 can be applied and the 

d. and e. valuss as defined by (2.2) and (2.4) may be obtained for 
J J 

instance by means of (3.7) and the methods described in section 6 of 

R. DOORNBOS and H.J. PRINS (1956). 
In the prese~t case th~ determination of the minimum d and e 

values is much simpler however because these minimum values correspond 

::er~lyb:h:n:8 :::::q:::t::eo:::l:::ti::o:::e:: :::n::::a:fhas 
J l 

to be computed. The crltic2l v.,luc3 ;r., for the b. are determined from· 
~lt. -l 
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(3.10) 

where u 1k is defined by 

(3.11) 

Because of the symmetry of the distribution of u. with respect 
-l 

to the point 1 the 2J critical values G. c for the test against slippage 
l.,c. 

to the right are 

(3.12) Gi_.c 

In the most simple case, i.e. n1= •.. =Dk=1, our test-statistic 

reduces to the one suggested already by E,S. PEARSON and C. CHANDRA 

SEKAR (1936) but for a constant factor. Using previous work of W.R. 

THOMPSON (1935),who derived in this special case the distribution of 

t. as defined by (3,9), PEARSON and CHANDRA SEKAR were able to derive 
-l 

certain percentage points of max b. and min b~ without deriving the 
-l -l 

exact distribution. They used the sa~pproximation as is done here, 

but only up to g 1 t=· .. =gkt=g1::::=; - Vk2~ (or Gl ~ Vk2~)., because, if 
all ni are equalJin that region the probability that two of the 

variables, e.g. b. and b,, both do not exceed g, or exceed Ge is 
-l -J c;. c.. 

equal to zero. Thus the level of significance is then exactly equal 

to c . 

The exact distribution for n1= •.• =Dk=1 has been computed numer­

ically by F.E. GRUBBS (1950), who gave tables of exact percentage 

points up to k=25 for E =0.10, 0.05, 0.025 and 0,01. 
E. PAULSON (1952) proposed the same test statistic (but for a 

constant factor) for slippage to the right and the same approximation 

as suggested hepe in the special case nf=, .. :::::nk==n, but he gives no 

bounds for the corresponding level of significance. PAULSON proved 

that in this case the use of max b. as test-statistic has the follow-
-l 

ing optimum pr erty. Let D 
0 

denote the decision that the k means are 

equal and let Dj(j=1, ... ,k) denote the decision that is incoprect 

a ncl that )'<- j""mc:1x ( r 1, ... , /,1,l,,) . Now the procedure: 

(3.13) 
{

if E.m > .\E., select , 

if b :S ).. select D0 • -m- i' -

where mis the index of the maximum b-value maximizes the probability 

of making a correct decision, subject to the following restrictions. 

when all means are equal, D should be selected with probability 
0 

1- t, 
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(b) the decision procedure must be invariant if a constant is added 

to the observations, 

(c) the decision procedure must be invariant when all the observations 

are multiplied by a positive constant, and 

( d) the dee is ion procedure must be syrn.rnet ric in the sense that the 

probability of making a correct decision when the 1-th mean has 

Blipped to the right by an amount 6 must be the same for 

i=1J2, ..• ,k. 

The constant -A£ in (3 .13) is cletermined by requirement (a). Our­

c r1t1cc11 value G 0 is an approximation of ,\c. • 

The casa of slippage to the left, although not mentioned explici~­

ly by PAULSON is completely Dnalogous and the same optimum property 

holds there, 

4. Proof of the r·esults stated in 3. 
In this section we s 11 prove the inequality 

P[E.i Gi 2ncl bf,:: gj] = P[b1~gi1. r[b -<gjJ, provided gigj~o, 

where b1 and bj are defined by (3.5), for all pairs 

i,j (i/j; i,j=1, .. •Jk). Obviously there is no loss of generality in 

(4.1) 

taking 1=1 and j=2. 
First we shall derive the simultaneous distribution of b1 and 

b 2 . We t r a n s form the v a r i a b 1 e s y '1' • • • , y k., c1 s de fined by ( 3 • 6 ) l n to 

( 4. 2) 
v-- z J 2-nc (y,-y) 

l -l -
~- 2 
2n" (y" -y) . 

l -l -

There is no one-to-one correspondence between the points 

(y1 , ... ,yk) ancJ (,3 1 _, ... ,c\:- 2 .,s 1 ,y)., for, if \fn;~1 (yk_ 1-y) is replaced 

by Vn~(yk-y) and reversely, we obtain the same set of values 

(a 1 , ... ,ak_ 2 ,s 1 ,y). Therefore we divide they-space into two parts 

R1 and R2 such t12~:c in R1 v~~~-~(yk-'1-y) > v~~(yk-y) and in R2 
Vnk-"i (yk_ 1-Y):;; Vnk ( yk-y) 3 then in both parts the correspondence is 
unique in both senses (cf. H. CRAJVIER (1946), section 22.2). In both 

sub-spaces we shall compute the Jacob n denoted respectively by J 1 
and J 2 . From (4.2) follows that 

(k \C-
L vn i a J" = o, 
1 J 

( ~-. 3) 



(4.4) 8 k-1= 
nk-1 + nk 

and 

(4.5) 

_I Ink ~ ~, a , T Vnk 
O 

~-~---i----2-a_,_2_) _( n-k-,,-+n_
1
_) ___ ( ~-{--2-y;;_n_. a-.-)-2 

V 1)~ 1 i i · - 1 1 i - 1 { 1 1 i 

The signs occurring in the expressions(4.4) and (4.5) are det~rmined 

the 1J'Cqulreme; nt t -1 '·'1 _l t ,_ 8k> : . 1, vJherea s in R2 8 k= 3 k-1" The Jacobian J 

becomes 

(4.6) J :e 

s 1 a 
0 0 1 ... 

~ ~ 
81 0 

82 
1 0 \h yn~ ' 2 

0 
s1 8 k-2 

0 ... 01w ~ 
1 

s1 d8 k-1 s1 d ak-1 s1 ;) ak-1 3 k-1 

~ 2> a 1 ~ a a 2 
... 
~ Vnk-1 dak-2 

S4 ?l ak s 2)ak s 1 d ak ak 1 -- . ··-
Z)a2 - • ·tj ak n \{r1k- cl a 1 \fr:-- ~ ~ \ n1,. -,::. 

. C\. 

1 

dB 
Now 
c)ak 

j~:1 can be derived from (4.4) and further it 
l 1 c)ak-1 

that -o a i - V- (~ +~k ,, -,;;-::--). Substituting these 
nk 1 , .-- 1 o ai 

is easily seen 

expressions 

into (4.6) it is found after some calculation that 
k 

(4.7) 
~ k-2 

+ L....... ni s1 J == _ _,_ __ _ , 
0 . 2 ~ n K- 2 

a_. L) (nk ,,+n 1 )-(L lfn.a,) 
1 i - 1 t( 1 V "i i 

both in R1 and R2 . 

The joint distribution of z1 ,,,.JYk, under H0 , is, both in R1 and 

in R2 , given by their density function 1 

· k -- 1 ~ 2 ·rrv:i,. - -2 ;z__ no (y.- µ,) 
-1 l 20 '1 l l / 

( 4.8) f ,,(y,,, ... ,yk) = · ?) 1 77"\ e 
1 1 (27TCJL)K c. 

k v-- . 1 jr- k 2 k 2] TT n1. -:.-2" )._ rL(y.-y) +Zn.(y-;,i--) 
2cT 1 l l 1 l ,, 

=== :1 r ·-8 
(2 rrcrc)k/2 

Con sequent ly the density function of ~ 1 , ... ,.§_k_ 2 , ~1 , y is given 

by 



f 2 ( a '1 3 • • • ' a 1<: - 2 i 8 1 ' Y ) = { / J 1/ + J J 2 /} f 1 = 
k--2 ~ 2?1, ( M.) 2 

? - ~.u2 - 2a- 2 Y- / 
~ ni s'1 e "-· v 

:::: -( _2 _7T_u_2_)_,_ki7'"" - \-/:=( =1-=:=c=~ _::;,,;2=8 =, 2=)=(=n=k=-=1 =+n=_ l=)=-=(=r.:z==-'1"1'~ """v=~=i=a=i=)=2 ' 
'1 J_ K 1 -

k-2 2 k-2 ,r- 0 

if (1- ,;\ a 1 )(nk_ 1 +nk)-(2i vn 1 a 1 r.:. > 0 and zero otherwise, Where 

in the following it is obvious in t domain a densl~y function is 

defined it will not always be stated explicitely. 

Thus we see that. § 1 and~ are mutually independent and independent 

of ~1 , ..• ,~k- 2 . The distribution functions of s 1 and z are well known, 

so from (4.9) we get immediately the density function of ~1 , ... .,ak_ 2 . 

(4.10) 

Next we :i.nt roduc e the va rla b lE. s 

(4.11) 

defined by 

(4.12) 

where 

(4.13) 

I ' 
C' 

.s1 

a ; 8 I 

-2'" .. '....:..k' 

a I ' :::: 

- J 

= 

1 
,_k -
2- 11, 

2 l 

V-:-:(y ,-y') 
--'-J_--,'--J _-__ 

2 

Straightforward computation shovrn 
follows v.;-: 

a , + -=:::----~ 

(4.14) i a . = 
- ,l 

-J 2.. n, --n 
L 

that a' , can be written as 
- J 

The density function a,.,,,a 1 ,,,, •• .,a 1 k ') is found to be 
-I c. - ,.-c. 
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So §..1 is independent of §_ 12 , ... ,§_ 1 k_ 2 simultaneously and conse­
quently also of §_ 12 alone. From (4.15) it is found that the density 

.. function of §_1 reads 

(4.16) f(a 1 ) = \~ 

V~,, 
r(y) 
r(k22) 

Because §.. 12 , ••• ~· 1k_ 2 are the same functions of y2 , ••• .,yk as 

§..1 , ••• ,§_k_2 are of z1 , •.. ,yk, the density function of §_ 12 has the same 
form with k replaced by k-1, 2 n1 bij X n1 -n1 and 2 ni-n'l by 

Z:-ni-n 1-n2 _ Because §_1 and ~ 12 are independent their joint distribution 
and consequently the joint distribution of ~1 and ~2 follows easily, 
using the transformation (4.14) with j=2. It is found to be 

(4.17) g(a1,a2) = \~ V~n2 

k-3 
27T 

[ 
,2n.-n2 2 

1 - l a1 
L ni-n1 -n 2 

a 2 '"T ~
k-5 

• 

The function g(a 1 ,a 2 ) is valid in the domain where the expression 
between braces is positive. 

Returning now to the bi it is seen from (3.5) that 

a . 
(4.18) b .. -l = s2 

, 
-l 

V1+ ~ s -1 

where 

(4.19) 2 2-: (y.l 
2 s = - y ') . 

j,l -J -J 

As is well known ~2 is distributed independently of y1 , ... ,yk and 

consequently of §_1 , ••• ,~k-2 and s 12 simultaneously. Further :2.2 /o-2 has 
a )f 2 distribution with N(=:Z:n 1-k) degrees of freedom and !2_,,2/cr2 a 

12 distribution with k-1 degrees of freedom, while s 12 is also in­
dependent of ~1 , ... ,~k-2 (cf. (4.9)). So 

2 
(4 20 ) k-1 s k-1 

. F = ,r- 2 = ,r- .G, say, 
~1 

has FISHER' s F-distribution with N and k-1 degrees of freedom, while F 

and consequently also Gare independent of ~1 , ..• ,~k-2 simultaneously. 



• The density function of G is known to be 

J (4.21) 

So the 

( 4 .·22) 

r(N+k-1) 
f ( G) - -1 

---2-.,....._,,__ 
s - r(~) r(~) 

N-2 
G-2-

(1+G) 
N+k-1 

2 

joint density function of ~1 ., ~2 and G is 

V 2n 
r(N+~-1) 

r6 (a 1 .,a 2 ,G) 
= In1~n1~n2 r(~) r(~) 

We have 

(4.23) 

1 
Tr 

N-2 
·G ~ 

N+k-~ 
( 1+G) 2 .. 

N-2 
G~ 

N+k-3 
( 1+G) 2 

The joint density f1;;;ction of b 1 and 

( 4 • 25 ) h ( b 1 , b 2 ) = f f 7 ( b 1 , b 2 ., G) d G • 

b2 is equal to 

0 

This integral has the form 

(4.26) I == C J~ -1 [ 1-c(1+G)} a .Gb 
1 0 ( 1 +G ) a + b + 2 

dG. 

In (4.26) we make the substitution 

(4.27) 1+G = 1 , 
(1-c)v+c 

which gives for (4.26) 

(4.28) c (1-c)a+b+1 J1 b I == va(1-v) dv = 1 
0 

= c1(1-c)a+b+1 ;(a+1) r(b+1) 
r (a+b+2) 

Applying this to (4.25), where 

-10-



2- ni -n2 
b 2 C = 

2ni -n1-n2 
1 

k-5 
a = , 

( 4. 29) 2 
N-2 

b = 2 , 

we find 

(4.30) 

2~2 

2Vn1n2 
+ b1b2 

Ln1 -n1-n2 

((N+~-1) 

"7T;(~)1(\?J , 

2.. n. -n1 + l 

2ni -n1-n2 

-11-

b 2 
2 

, 

, 

if the expression between braces is positive and h(b1,b2) is zero 
otherwise. 

If we apply the transformation 

b' -2 

b ,yn; 1'nb 
-2 2._n1-n1 vo1-1 

=== V ,;::;·-n 
,L_ i 2 

1-----b 
zni -n1 -1 

analogous to (4.14),it appears that b2 and b1 are independently distri­
buted and that the d0nsity function of b 1 i~ given by 

( 4. 32) 

N k 1 N+k-4 ( + - ) 
p(b) =\{f;;;- _r __ 2_-1._f1 - ~L_n_i_b12l. 2 

1 v~ (( N+~-2) V1T _:zni -n1 J 
and that :e_2 has a distribution of the same form with k replaced by k-1, 

L ni by Z n1 -n1 and ~ ni -n1 by L n1 -n1-n2 • It is easily seen that ( 4. 32) 
can be transformed into a symmetric B-distribution or into a t-distri­
bution by applying respectively the transformations (3.7) or (3.9) for 
i = 1. 

The region where h(b1,b2) differs from zero is ~~~£H1£n2"n ellipse 
(cf. fig. 4.1) with principle axes of length 1 and V ,rn. , whose 

l directions are given respectively by the lines 

( 4 .. 33) l n1b1 + Vn:;n2b2 = o, 

\Jn:in2b1 + n1b2 = o. 



I . 
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Figure 4.1 

The region where h(b 1 , b 2 ) > 0 

We now proceed to prove the inequality (4.1), We suppose that both 

g1 and g2 are~ o. This is no restriction for when (4,1) holds for a 
pair of values g1 and g 2 , the inequality P[b 1 > -g1 and b 2 > -g2J < 

i- P[b 1 :>-g1J .P[:S.,2 >-g2] holdc also for reasons of symmetry. Consequently 
(4.1) is also true for -g1 and -~2 because of the equivalence of (2.9) 
and (2.10). Further we may assume that the point (g1,g2)11es within the 

ellipse of f ig.ure 4 .1, because otherwise P[!!_1 < g 1 and !?_2 ::::: g~ = O and 
(4.1) is obviously fulfilled. We shall prove that in the (g1,g2)-region 

considered (4.1) holds with the< sign. 

We put 

\(4,3~-) 
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Further we introduce the function h1(y) and h2(x), which are 

defined respectively for 

and 

by the properties that respectively 

\x,h2(x)} belong to the ellipse of 
Now we have 

V2ni-n1-n2-=::::: c::::: - ----= X= 0 1 

J:ni-n2 

the points fh1(y),y} and 
figure 4.1. 

In the same way, applying the transformation 

b'1 
Vn1n2 

+ rn1 -n2 b2 
( 4 .37) b' = , -1 V1 1.z:n1 b 2 

zni -n2 -2 

it is found that 
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We have to prove 

(4.39) t(g1,g2) d~/pfp 1"'gJ .P[b2< gJ - P[b1<g1 and b2 '.":e:2]>o . 
First we have 

cp Vz_ni -n1 -n2 U _.. -\f-ni -n1 -n2 J ( 4.40) (- ---- , g 2 ) = P b .___ ------- p [b < g 7 - O> 0 :Z.. ni -n2 -1= :z:n1 -n2 • -2=- 2J • 

Now we consider (cf. 4.38) 

-C C 1 
2 1 

for 

2:ni -n1-n2 
;z_ni-n1 

:z:ni-n1-h2 
,;zni -n1 

~b2 

rni-n2 

( 1 

~ni-n1-n2 

;z.ni-n2 

is monot0nously increasing in b2 • 
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Thus 

In, ... n1-n2 
i ) > .le 

;-n -n = 2 2 
- i 1 -~;:;_ni -n2 

2ni 

From (4.41) it follows that 

(4.43) 

(4.44) 
d c/) ( 0., g 2 ) 

>o ( - ~ni -n1-n2 
< g <.. o) 

dg2 ~ni-n1 =-- 2= • 

From ( 4. 42) and ( 4. 44) it follows that 

(4.45) t ( o, g2) > 0 
vx.ni -n1-n2 

( - :Z:: ni -n1 
< g..:::::. = 2= 0) • 

Next we consider (cf. ~-. 36) 

(4.46) 



The partial derivative with respect to g1 of the upper bound of the 

second integral of ¢2 (g1,g2 ) is 

( 4. 47) 

thus ({)2 (g 1 ,g2) is a decreasing_fun~i~~4of g1 in the doma1(.unde) 
consideration. Further ( 1 - .f-11 i g,J· 2'"is pas i ti ve. Thus O If g 1 ~ g 2 is 

no -n1 1 d t'.,,1 
everywhere negative, everywhere positive, or positive up to a certain 

point g0 (depending upon g2), say, and negative thereafter. So in virtue 

of (4.40) and (4.45) we may conclude 

(4.48) 

5. Slippage tests for some discrete variables 

In this section slippage tests will be discussed for variates which 
follow the Poisson 3 the binomial or the negative binomial law. First we 
shall consider the Poisson case in some detail. Suppose we have a set 

of independent random variables 

( 5 .1) 

distributed according to Poisson distributions, i,e.: 

(5.2) pr~'-i = zi] = e-~~~'izl ' (i = 1, .,.,k),)'1>0 

Now we want to test the hypothesis H that the meansµ. have known 
0 / 1 

ratios 

( 5. 3) H . 
0 • 

)A· ~­
~/Lj - pi 

(i=1,. • .,k). 

This situation occurs for instance if from k Poisson-populations with 3 

under H, equal means unequal numbers of observations are present and 
0 

~1 , ••• ,~k represent the sums of these observations. In this case the p1 
· are proportional to the numbers of observations. Also k Poisson processes 

with the same parameter may be observed during different lengths of time. 

· Then the p1 are proportional to these lengths of time. 

We want to test H against the alternatiues 
0 

(5.4) . /'i 
H1: J/Lj == 

cp, 5 
l 

//.,(.1 
:::: 

2.-1u 
j j 

for one unknown value of i or 



( 5. 5) H,,: 
C. 

'1-CE,ip (·1--1,) ,, k 
1 -p, 1 . F 1- , 0 < c < 1, c un nown, 

l 

for one unknown value of i. 

A well known property of Poisson-variates is: If zA ••• ,zk are -,, ' -}.,. 

independent Poisson-variates with means /µ'1' •• ·/Jl{' then ths simul-

taneous conditional distribution of ~'1' ••• ,~k given their sum (i.e. 

Zz. ~ N, Na constant), is a multinomial distribution with probabili-
-i /J-" 

ties p" ==·,_-~_and number of trials2.z_., == N. As the hypotheses (5.3) 3 
l ,,_ / ., -1 

(5.4) and .G. a(S.5) only contain the ratios p 1 it seems natural to use 

a conc1ttional test for H , using onl} the multinomial distribution 
0 

I- J Nl Z · 
( 5 . 6 ) p _z ,1 ::::: z 1 , • • • , ~k ::: z 1 r 1~ ~' = N = --· - Tf p l , i f .2 z ' = N and 0 

I t\. }_ ff,, I l 
2 1• otherwise. 

From ttis 1t is clear that a test against slippage for Po~sson 

var i a tf.: s 1 s c 1 o s e 1 y re 1 at e d to a s i mi 1 a r t es t for a mu 1 t in om i a 1 d is -

tribution. The reader may easily translate the tests stated here into 

tests for the multinomial case. 

In the n2xt section the following theorem will be proved. 

Theorem 5.1. Suppose the discrete. random variables 

( 5. 7) 

are distributed independently and can take integer values only (the 

latter assumption is not essential but gives a much simpler notation). 

If 

( 5 .8) P 1Zu - u. - u, == a-] t -1 -l -1 
5/ 

P 1~ u 1 - u, - u . = c'l+1] L - -l -J -

where a is an integer, is a non decreasin~ function of a, then 

(5,9) P[u1 ~u1 and ~j~uJJ~~l = ~;;;,P~i~ui\~~l = N].P[uj~uj\~~l ==Nl 

for every pair of integers u. and ul. and for every non-negative 
--------------------J·---- -------------------
integer N. 

In the special case where ~1 ~ •.• 1 ~ are distributed according to 
the same type of di.stributionand this distribution has the property 

that a sum of k independent variates has again t same type of dis­

tribution1 it is easy to verify whether condition (5,8) holds or not. 

In our case the sum of (k-2) of the variab1es z 1 (given by 5.2) 

has a Poisson-distribution with mean~t, say. So condition (5.8) reads 
/ 

(5.10) e 7 Fa ( a+1) ~ = 
at • -i.,_ a+'1 e I /[L 

is non decreasing in a 1 which is clearly true. 
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Thus the inequality ( 5. 9) holds for every pair z,, z .· and the 
-l -J 

procedure described in section 2 may be applied to the variablbs 

~ 1, ••• ,~k' under the condition ~~i == N. 1 ) Now the marginal distri­
bution of z, under the condition ~ z. == N is a binomial one, so when 

-l -l 

tEsting H0 against H1 we compute, if z 1 , ... ,zk are the observed values 

and 2-zi = N 

(5.11) 

Now H is rejected if 
0 

(5.12) min ri < ~ 

and th8n we decide that ~j > p. if j is the smallest integer for 
LJ<i J 

which r, = min r,. 
J l 

If under H0 /<1 = ••. =/k' all pi are equal and the smallest r 1 
corresponds to the lar~est value z .• 

- l 
The test for slippage to the left is completely analogous. 

A table of critical values for max z, is ~iven in section 11 for 
l -" 

the case p1 = p2 =•••=pk. 
Alont, the same lines as was done by R. DOORNBOS and ~-I,J. PRINS 

(1956) in the case of (-variates it can be shown that the probability 

Qj of making the correct decision when the j th population has slipped 
to the right (i.e. H1 is true with i = j) satisfies the inequality 

(5.13) rep (Gj E.,N-G, +1)[1-~ I1 (G. f._,N-G. E.+--1)]~Q,~I (G, t.'N-G,/1). 
j , J,E. i/j -cpjp 1, 1., J cpj J, J, 

1-p. i 

----------- J 
1) The validity of (5.9) in the case of Poisson-variates can also b8 

proved in the follow1ns way, using the relation with I -variates. The 
well known relation 

can be generalized to 

( 2) 
N li N' 
~--·L I '(N. )' x ;=-z, x =z x1·•••xr. -x1-· •• -xr · 
1 1 1 r ir 

· JP . 111. zi -1 zi -1 N - z i ••• - zi 
N ~ 1 1 r . 1 -r 1 er 

-= ~•-~- . • •• u1 ••• u (1-u-1•••-u) ctu1 •• oou_, 
(zi-1)~ .•• (zi-1H(N-zi- ••• -zi )lo o r .. r r 

1 r 1 r (r~k-1,(i1, ••• .,ir)E(1, ••• .,k)). 

which may be proved by induction or otherwise. Using (2) for r=2 it is 

seen immediately that inequality (4.10) in R. DOORNBOS and H.J. PRINS 

(1956) is the same as (5,9) for Poisson variates. 



Here Gl,t (1 = 1., ••• ,k) j_s the smallest number which satisfies 

(5.14) P[3:_1 ~Gl,E..)Ezj_ = N, H0 ] ~ c/k, 
or 

(5.15) 

Clearly Qj converges towards its upper bound when 

each c,;;; 1 the factor between square brackets is larger 

according to (5.15). 

c --,,. '1/p. and for 
than ,1 J k-1 

- -i::: s, 

In the case of slippage to the left we have analogously 

(5.16) [1-rcp,(gj,1:' N-gj .. E +'1)] (1-E).:=: 
J 

[1-Icp (g. cJ> N-g, ~+--1)7 \1-> __ (1-I,1 , (g. "'' , J,c. J.,'"- ~ ,_ .;.!_ ,-cp, i.,c. 
J lrJ Jp 

1-p. i 
J 

N-g, +1)J·l 
1.,E _ 

~pJ. < 1-Icp (gJ, E, N-gJ, ,;. +1), 
J , , -

where gl,E- (1 = '1 3 .a.,k) is the largest number satisfying 

(5.17) -1 I ( i.-1 'f\T -g· ') < .S 
I - P1 g1,E I 

1 ' ' l,E = l{ 

We can apply theorem (5.1) also to the case of independent 

variables 

(5.18) 

which are distributed according to binomial laws with numbers of trials 

n1 , ••• ,nk and probabilities of success p1 , ••. ,pk. Now the hypothesis H0 

is 

and the alternatives are 

( 5. 20) H1: P1 = ~•••=Pi-1=P1+1=•••=Pk=p' 
p, = cp (1~c=1/p) , 

l 

for one unknown value of i and 

(5.21) H2: P1 = . . . ::::: p. 1 ;:;:: 

l- P1+1 == • • 0 = pk = p J 

P1 :::: cp (0? C 1) , 

for one unknown value of i. 

BecauseJ under H, the sum of (k-2) of the variates (5.18) has again 
0 

a binomial distribution with number of trials, n say, and probability of 

a success in 

(5.22) 

(5.8) of theorem 5.1 reads 

1-p 
p 
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is a non decreasing function of a, which is true. So in this case also 
the approximation procedure described in section 2 can be applied to 

obtain a conditional test for slippage under the condition that the 

sum of the variates Zv. has a constnnt value N The conditional dis--1 • 

tribution of y_i is a hypergeometrical one 

(5.23) 

so with help of this distribution critical values for the tests with 

prescribed level of significance may be obtained, in the same way as 

was done with the Poisson variates. 

Provided that none of the values n. ; L n, -ni, N and~ n. -N are very 
l J J 

small, a good approximation to the sum of the tail terms of the hyper-

geometric series of equation (5.23) may be obtained from the integral 
ni .N 

under a normal curve, having the mean ;z-- and variance 
nj 

n, (:[n ,-n. )N(~n ,-N) 
l ,1 l ,1 

() 

(Zn j )'=-C2=n j-1) 

In the special case n1 = ••• = nk = nJJ the test procedure for slippage 

to the right reduces to comparing the largest variate v with a constant -m 
v 0 determined by the level of significance f, such that v 0 is the 
largest value satisfying 

P [v , ?:.. v I 2._ v , = NJ- ~ E/k • 
-i- 0 -l 

The same holds for the variates 

( 5. 24) ~1' 6 •• JJ ~-k , 

which are independently distributed according to negative binomial 

laws, with parameters r 1 , ••• ,rk and probabilities p 1 , ••• ,pk, i.e. 

(5.25) [ ] 
W • +r . -1 I' , W , 

( l l ) l l p w, = w. :::: /J pi q' , 
-i 1 r,-, 1 

l 

where r. 
l 

is an integer~ 1 and O ~ P, ~ 1J whilst 
l 

The hypothesis H is 
- 0 

(5.26) H : 
0 

and the alternatives are 

(5.27) H1 : q1 ::::: • • • 

q,, = cq 
]_ 

= qi-1 = qi+1 

( 1 SC < 1/a) = 1 , 

for one unknown value of i or 

= ... == 

p,+q, = 1. 
l l 

qk = q, 
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{5.28) H2: q4 :;;: • • • ::::: q O 1 = qi+1 = • a,,, ,::: qk = q 
l- ; 

qi = cq (o<c§1), 

for one unknown value of i. 

The hypoth£ses are stated in terms of the qi and not in terms of 
h the pi in order to obtain that slippage to the right of the popu-

lation corresponds to a large value of w". 
-l 

Under H , the 
0 

sum of a set of independent negative binomial 

variates has again a negative binomial distribution with the same 
probability p (or q) and a parameter r.,. say, whbh is the sum of the 

r 1 of the individual variates. So condition (5.8) gives here 

(,, a+r-1) r a 
r-1 P q 

( a+r) r a+1 
r-1 p q 

is a non decreasing function of a, which is true if r~1. Thus again 

the method of section 2 may be applied. The conditional distribution 

of w" under the condi tionL w" = N, has the form 
-l -J 

The critical region for the test 2gainst H1 (5.27) consists of 

large values of the variables w1 • In the case where r 1 = ••• = rk the 

test statistic is the largest variate l'.4n' when testing against slippage 

to the right and the smallest when testing against slippage to the left. 

If in the case of the variables (5.4), (5.18) and (5~24) 

holds t:1.ot p 1 = .... ::::: pk, -1 1 _-::::. ••• == nk c.md r 1 == •• ~ = r 1{ 

respectively, then in each case the following optimum property can be 

provea. 1 ) As in the case of the normal distribution we denote by D the 
0 

decision that H0 is true and by Di (i = 1, ••• ,k) the decision that H11 

is true, i.e. that H1 is true and that the i th population has slipped 

to the right. Now the procedure: 

(5.31) {
if 

if 

~ >,'\:,N select Dm., 

~ < ,\E,N select D0 , 

under the condition that I"u, == N where u stands for z, v, w according 
-l - - - -

as the Poisson, the binomial or the negative binomial case is concerned 

and where mis the index of the maximum _£-value, maximizes the probabi-

1) In the sequel only the case of slippage to the right is considered 

but all statements may be easily translated for the other case, 
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lity of making a correct decision when H1 is true subject to the follow­
ing restrictions: 

( a) 

(b) 

When H is true, D should be selected with probability~ 1- ~. 
0 0 

The probability of making a correct decision when thei-th popula­

tion has slipped by an amount c must be the same for i ~ 1, .•• ,k. 

The constant \ Nin (5.31) is determined by the level of signi-
'-', 

ficance E and depends on N, the sum of the variables. 

In the binomial and the negative binomial case this optimum pro-

perty follows from 

Theorem 5.2. Suppose the discrete, random variables 

~1' ••• , 24c 

are under H distributed independently according to the same distri­

butio,n fu,nctio_n, .tJ1.e,n for each VAl.:l_e of N,. _the proced½r:.e ( 5 .,2.:1,) ,is 
optimum in the abovementioned sense if 

(5.32) P [~1 =X \H11l 
P[x1 =X \Ho] 

is a non decreasing function of x for every c. 1) 

This theorem will be proved in section 6. 
Applying it to the two distributions under consideration we get in case 

of the binomial and the negative binomial distribution the ·conditions 
that res ctivcly 

(5.33) 

and 

(5.34) 

(~)(cp)x(1-cp)n-x 

(~) px ( 1-p)n .. x 

= (1-cq)r x 
1-q C, 

( C > 1) 

( C > 1) 

~·re non dccrl:asln:0· functl.on::::, of x, w1 ,:'\ch ir, true tn both cases .. 

For the Poisson distribution a separate proof will be given in 

sectiun 6 ~ _ 

6. Proofs of the results stated in section 5 and a general condition 

for the inequality (2.9) in the continuous case. 

Starting with the proof of theorem 5.1 we have that 

(6.1) 
P[u,=yl.Pfu =xl.P[z._ u1-u.-u,=N-x-yJ 

-l _/ -J '.J _ - -l -J 

P[lL =yl.r[u ,==x+1l.P[~ u 1 -u_, -u .=N-x-y-~ 
-l 'j -J l_j _ - -l -J 1J 

1) In case of slippage to the left (5.32) should be non increasing. 
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is non decreasing in y, according to (5.8). Dividing (6.4) by the factor 

( 6. 2) 
and u .=x] 

-J 

and u,=x+1] 
-J 

, 

which does not depend on y, (6.1) changes into 

(6.3) P[~1=yl~~i=N and ~j=x] 

P[u. =yJ Z: u. =N and u .=x+1l 
-l -l -J -

Thus also (6.3) is non decreasing in y for all values of x. This 
means that there exists a value y, which may depend on x, which has the 

0 
property that 

ljo ~ 'j 
fig. 6.1 

and u,=x] (dotted lines), 
-J 

and u .=x+1] ( full lines) ., 
-J 

This ~ituation is sketched in figure 6.1. It follows that for each value 
ui 

( 6. 5) 

is a non increasing function of x. Now 

(6.6) 

= 

P[u1 > u. and u .> u. \~ u1=Nl 
- - l -J- J ~ = 

P[u. 2:. u. \L u1=Nl -J - J --- '.J = 00 

~ P ruj=X l T U1=N] L Pru. =y\~ U1=N x=u j l.'.... - :r=u1 U-1 -

'ff:_ Pru .=x\~ U1=N7 
X=U. l~J L - JJ 

J 

<'.:. ~ P1u =y\Lu1=N and _uJ=uJ] • - y=u1 L.;..1 -

and u ,= x} 
-J 
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In the same way we have 

(6.7) 
P[u. ~u, and uo<u, l~u1=N] > £ Ll \ J 

- 1 1 . -J_ __ )~~- = P u =y L u1 =N and u . =u . • 
Pru .<U' IZ: u =N 1 y=ui -i - -J J 
L-J J -•l .. :J 

From (6.6) and (6.7) it follows that., in the notation of (2.6)., 
where ui=gi +1 and uj=gf!-1.; whilst u1 under the condition L ~1=N stands 
for x, and u, under the condition 2.. u1=N for x ., 

-1 -J - -J 

(6. 8), 
9 

or 

( 6. s v qi,j :=qiqJ ., 

which proves the theorem., because (6. 9) is the same as (5.9). 
Following a somewhat similar line of thought in the continuous 

case we arrive at the following theorem: 

Theor:~~d_. §~~PJ2,~~"..J.:.cm.d_,2_r:r1_,Y_§,riables x and ¥: have a joint distri­

bution~ whicJ2_!.~ ... given-9~L ... :t'.:..e-3.-~&ty function f(x,y) .. Now the inequality 

(6.10) 

holds for all real values a and b, if V _.,,,...._....,.... ~ ~ ~........,, .. ____ _ 

Proof: From (6.1~) it follows that 

(6.,12) 

00 c-0 

f r [r( x1, y 1) f (x2,Y 2l -f (x2,Y 1 ) f (x1,Y 2lJ 
x2::=a Y2=u 

ctx1dy 1ax2dy 2 -c:: 0. 

Or 00 00 

(6.13) 
fa fb f(x,y)dxdy f f f(x,y)dxdy 

x=-= y=-= X=8 -:;r=b 
oQ b 

f f (a 0-0 

:'.:=. f(x,y)dxdy f f(x., y) dxdy ) • 
x=a y=-= x=-oo y=b 

Adding to both sides of (6.13) the product 

a b a 00 

(6.14) f f f(y.v)<Jxny [ f f(x.,y)dxdy~ 
X=-oo y=~•t"9 ,;~:::--."'-< ·::,,=b 

(6.13) passes into 



( 6. ·15) 

-<. = 

or 

(6.16) 

or 

(6.17) 

f a fb 
f(x,y)dxdy 

x= ... oo y=-= 

CO 00 

I I f{x,y)dxdy 
X=- 00 y=b 

00 

f lb f(x,y)dxdy fa 
x= ... co ?=-oo x=-oo 

OQ 

[ f(x,y)dxdy., 
y==b 

fa fbr(x,y)dxdy fa 
00 

f r(x.,y)dxdy 
X= ... oo y=-= < X=-co i=b [M fb fu a:s 

f(x.,y)dxdy J f{x.,y)dxdy 
x=-oo Y=-oo x=-OQ y=b 

., 

which is equivalent to (6.10) (cf. the transition from (6~8) to (6.9)). 

Remark 

Th~ condition (6.11) is certainly satisfied in the special case 
where O 1~~~ix,y) exists everywhere and is everywhere non positive. 
For (6.11) says 

( 6. 18) 

if x1 &x2 and y1~ y 2 • 

(6.18) holds if 

or 

0 
oy 

(6, 19) '\/(x1 ,y) .f(x2 ,y) - f(x 1.,y)oyf(x2.,y) > O 

The inequality (6.19) may be written 

( 6. 2C) 
ologf(x1,y) ~ dlogf(x 2.,y) 

O ~T ~ Y 
whicp is. certainly satisfied 

if === O everywhere . 

everywhere, where x 12 x2 and Y 1 ~ Y 2 

then P[~~a and y~b] > P[x=::;aJ. P[y~b] 
:rnstead of ( 6 .10). 



Theorem 6.1 does not seem to have many practical applications. 

As an example we may consider the bivariate normal distribution, where 

the density function has the form 

Here we have 

d2 F 
a x1ox2logf (x1 ,x2) = - :'.?' 

()1 S:( 1-t_,-) 
( 6. 2~) 

thus the inequality (6.1~ holds if the correlation coefficient pis 

negative. This case of the inequality (6.10) was recently used by 

H.A. DAVID (1956) but no proof was given. 

The proof of theorem 5.2 follows the lines indicated by E. PAULSON 
( 1952) and D ,R. 'I'RUAX ( 1953). It consists mainly in showing tl1at for any 

c, N and p or q there exists a set of non zero a priori probabilities 

g 0 ,g1 , ••• ,gk, which are functions of N andp or q so that, when g 1 is the 
probability that Di is the correct decision the decision procedure 

described in section 5 maximizes the probability of makinG the correct 

decision. Assuming this has been demonstrated, it follows easily that 

(5.31) is the optimum solution. For suppose there existed an allowable 

decision procedure, which for some c and N and p or q had a greater 

probability than (5.31) of makinB the correct decision when some cate­

gory had slipped to the ri3ht by an amount c. Then this procedure will 

have a greater probability than (5.31) of making a correct decision 

(for that values of c 1 N and p or ) with rcspbct to any set of a priori 

probabilities, with max g.> O, which would be a contradiction. 
1~i'§k i 

According to A, WALD ( 1950), pp 1;27-128 the:: optimum solution is f;iven 
by the rule:"For e8ch j (j= 0 3 1 1 ••• ,k) decide DJ for all points in the 

sample space where j is the smallest integer for which g.f. = 
" J J 

max {g0 f 0 ,g 1r 1 , ,..,gi/k 1, where fj is the joint elementary probability 

law of ~ 1 , •• , 3 Xk under the hypothesis H1 J, 11 

We consider the special a priori distribution g0 =1-kg 1 g 1 = ••. = 

Bk= g. For e~ample the region where D1 is selected is given by the 

" points in the sample space where f 1 >fi (i = 2~ ... ,k) and gf 1 >(1-kg)f0 • 

The re on where fA >f. is given 

( 6. 2 3) P[;e_1=X1 I 1!1_~] ':' p [e:1rk I H11J / fu1~x1 IH11l · · {ok ~xkl H11J, 

P l;x 1=N I H11] r[~ ?S_1=N)H11J 
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Because x 1 , ... '~-k have the same distribution and on account of the 

form of the hypotheses H,.,o we· have 
1l 

P 1'x.=-NjH. ,J- is the same for J. = 1 k 
L.,::'.:.. -•l '1 J ' • ' ' ' ' 

P [ xi' =x \ H,., j] = P [x , ==:x \ H ] for j = 1 ., • • , ., k; j -/- i ., 
( 6. 24) - I - ""l 0 

P [ 25.1=x\H11]= PL~,j=x\H1 j] , for i,j = 1, ••• .,k, 

P [ x 1 =x \ HO ] = P [ ?S_ t=x I HO J , for i , j = 1 , • • • , k • 

With help of thc::c :;."elations 

(6.25) 
P [x o =x,. I IL o ] 

-·l :u \ . I l 
- -~..-• ....,,_✓-"""'-~·~..,--

p [x. =X.-1 \H l 
--·l I I Q_ 

> 

(6.23) reduces to 

p fu1 =Xi j H1iJ 

P[xi =Xi\ Ho] ' 

which is equivale~t to x 1 >Xi on account of the condition (5.32) of 

the theorem. 

The region where gf 1 >(1-kg)f0 is given by 

p [x1=-'X1 \R1 J. • • p [~J,{==~k I H11J p [x1=X1 I Hol • • • p r~=Xk I Ho] 
( 6 • 26) g-~ ... •=-=""2. "~·--.. ·=~-- ,,----~~-.. =.,•--- >( 1-kg )-__;....__;.._;;.;;;._,. _ _._.;.;.._...;.;;..._.,;..;;;;...,_ ., 

- P ~ f.i =N I H11J P [ L ~i =NI Ho] 

or, on account of (6.24) by 

(6.27) 
P [x1=x1 I H11J 1-kg P[Lxi=N \H11J 
--,-~_,, • ..,c, ·~----~-"":.. """"' > ~ -~~- -___ " ___ .... __,..._ 
P[25.1=x1 \ HoJ g r[2_ ~i =N \Ho J 

In virtue of (5.32) 

number dependinc; en N., 

this is equivalent to 

c:rc1u LJ r • q ( L may be + oa) • 

x 1 >L, where Lis a 

Thus the Bayes solution 

is: if 

select 

(6.28) 

xm is th€ 'Tlaximum of x":,. o, _.xk select Dm if xm > L, 

D0 • Define tlle fur:r.::tion F(g) by the equation 

F(rr) = ~r~:1:,.~sn_l.:1~::J _ 1_-k.~ __ P_~-~t~N\_::iJ 
C P[x =), I H l ~ PrI:x.=N\H J , 

--1 1:,N 0- L: -l 0 

otherwise 

where ~c N is the constant used in (5,31). It is obvious that F(g) is a 
., .-1 ( 

continuous function of g 5 with F(~) >0 and that there exists a o with 

0< J<~ such that F(J) <0. Hence there exists a value g* with 
J ~ 1 * 0 < < g/'< k such that r ( g"') = 0. To get the Bayes solution relative to 

( 1-kg*., g*, •.• Jl gl-!:) it is only necessary in the solution given above 

to replace L by ,AF N. Thus the procedure ( 5. 31) is the Bayes solution 

relative to (1-ke,*·; g* 3 ". , 3 g*), which proves that it is an optimum one. 

In the case of the Poisson variates (5.1), with under H (5.3) 
4 0 

p 1 =•••=Pk=~, we start directly from their joint distribution as 

given by (5.6)J whtch re~js in thi~ R0C~1°l rase: 
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f o ( z 1 , • • • , zk ) 
N:! 

(~)N, = 7T zi ~ 
( 6 .. 29) Zo N-z. 

N~ (J)N c 
1 1 

r1 (z 1, ••• .,zk) = TT z1 ~, 
( k-c) (1<C<k), k-1 

Because 

( 6 .30) 

is monotonously increasing in z1 for 1 < c <k, WALD' s rule may be applied 
in the same way as was done in the precedlnJ proof as also her8 

the region where f 1 >f i is given by z 1 > z 1 and the region where 
gf 1 > ( 1-kg) f O by z 1 > L, L depend inc: on N and c. 

7. Slippage tests for the method of m rankings 
In the well known method of m rankinss due to M. FRIEDMAN (1937) 

(cf. M.G. KENDALL (1955), chapters 6 and 7) m 11 observers 11 are considered. 
Each observer ranks k "objects". The method of m rankin(SS enables us to 
investi6ate whether the observers agree in their opinion about the ob-

• jects. For that reason one tests the hypothesis H0 , which states that 
the rankings are chosen at random from the collection of all permutations 
of the numbers 1, ••• ,k and that they are independent. 

Here we present tests which are powerful especially against the 
alternative that one of the objects has larger probability than the 

other ones of being ranked high (or low), whilst the other (k-1) ob­
jects are ranked in a random order. We denote the sums of them ranks 
of each object by 

(7.1) 

Obviously we have 

( 7. 2) 2 s . = ½mk ( k+1) • 
-1 

In section 8 the 
Theorem 7.1. For each 

following theorem will be proved. 
pair s . ..z.1l ._o_f_t_h_e_v_a_r_i_. a_b_l_e_s_...,( 7 ......... _1..,.) _a_n_d_f_o_r_e_v_e_r...._y 

l j 
pair of integers s.,s. the followin7 inequality holds under H0 ..__ _____ ....__----'l--J-----------------'---"""""'-------, 

( 7. 3) P [ s .::s s .J. r[s .;:s s, .... J. 
-1- -J- J 

So we can apply our approximation method for obtaining slippage 

tests for the variables ~1, ••• ,sk. Because the marginal distributions 
of the ~i are all equal under H0 , the test statistic for the test against 
slippac:e to the right is max ~i end for testinc; against slippage to th1e 

left min ~1 • The_ critical values are determined by the smallest inteeer 

Se satisfying 
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( 7 .4) 

and the largest integer sE satisfying 

(7 .5) Prs .:::: s J :5 E/k, L!...1- E -

respectively. 
The distribution of s. is easily seen to be symmetric with respect 

-1 

to the mean value ½m(k+1), so we have 

(7.6) st..= m(k+1) - SE.. 

In section 8 it will be shown that the distribution of ~i' under H0 , 

reads 

where I 
y is d6fined by 

[1y = 0 if y -;; o, 
(7.8) 

ly = 1 if y > o. 

The tables of critical values s~ ,presented in section 11,are 
based on this formula. 

8. Proofs of the results of section 7 
First we shall prove theorem 7.1. We suppose that both si and sj 

are lying between m and km, because otherwise (7.3) obviously holds 

with the equality sign. Form= 1 we have 

P rs,~ Si and S , ..,::; s. \ m=1] 
L;...1 -J J 

( 8 .1) P[s1 < si) m=1 J 
P [ ~j :< s j \ m=1] = 

:J_ 
k , 

= s 1sj - min(si,sj) 

k(k-1) 
J 

so in that case (7.3) is true. Now let us suppose that (7.3) is true 
form observers, then we have 

---------------
1) W~ owe this formula to Mr A. BENARD, Statistical Department of the 

Mathematical Centre. 



(8.2) P[s.<s. and s,~s.jm+1J-= 
-1- l -J J 
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~ P r.s < s a and s <s _,..,\n1·l PLt1r - 1th ob j'-'.ct has rank "' and the = frb L.!...i = i - -J"' j-..,1 ~- LI 1H; .... Cl ~ 
r Jth object rank bin the (m+1) st 

rankin13J = 

So theorem 7.1 is proved by induction. 
Formula 7.7 can be proved in the following way: 

kITp[~1=nJm] = the number of partitions of n into m posJ.tive integers, no 
one being larger thank (different permutations of the same 

integers are counted as different partitions). 

Thus 

kmP[si=n\m] = co~fficient of zn in (z+ ••• +zk)m = 

= co~fficient of zn-m 
k 

in(~=~ )m = co~fficient of zn-m in 

00 

L 
x=O 

which proves (7.7). 
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9. A distribution free k-sample slippa~e test 

We consider the independent variates 

-31-

which hav~, under H, the same continuous distribution function. From 
th o 

the i population we have t. independent observations u,. (j=1, ••• ,t1). 
J. -lJ 

We want to test H0 against the alternatives 

( 9. 2) { 
P [ ui:::. £j] > ½ ( j~i), 

u - ( j = 1 ., ••• , i -1 , i +1 ., ••• , k) 
-J 

follow the same distri­
bution, 

for one unknown value of i and 

( 9. 3) { 
p [ u O > u ,] < ½ ( j ~i)., 

-1 -J 

u. (j=1.,. •OJi-1, 1+1., ••• .,k) follow the same distri-
-J bution. 

Now the following test procedure is proposed. If all observations 

u:lj (i=1., ••• ,k; j=1, ••• ,t1) are ranked, we denote by T1 the sum of th~ 

ranks of the observations u .. (j=1, ••• ,t.). As T, is a linear function 
-lJ l th-l 

of WILCOXON 1 s test statistic applied to the i sample and the other 

k-1 samples together, its distribution function under H0 is known (cf. 

H.B. MANN and D.R. WHITNEY (1947)). So for each set of values T1 ,~ •• ,Tk 

we can, under H o' compute 

(9.4) q 1. = P [ T. ~ T.] • 
-1- l 

Now., when testing H0 against H1 ., H0 is rejected when min qi :s c/k. 
A similar procedure 1s follow8d for slippage to the left. In the next 

section we shall prove the inequality 

( 9. 5) 

so the limits between which the level of significance may vary are 

known also in this case. 

Put 

Let now for every fixed i H1 , be the hypothesis 
,i 

{
p [ U.> u<]>½ (jfi), 

-l -J 

£j(j=1, ••. ,i-1,i+1, ••. ,l-c), follow the same distribution. 

p [ T 1 \ Ho J d~,f p LT 1:':. T i \ Hoj • 

This probability still depends on t 1 , ••• ,tk. 
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In the same way as in sections 3 and 5 we consider the decision 

proc6dure J: 
"Decide that H is true if 

0 

for j = 1, •• .,.,k. 

Decide that H;1 . is true, if j is the smallest integer such that I, J 

P [ T j / H0 ] < k and P [ T1 I H0 ] ~ P [ 1; j l H0 ] , 1 t J • 

We prove in the next section 

Theorem 9,1. If H.-1 , is true., the probab:Llity of a correct decision 
-1,1 

with the procedure 6 tends to 1 if t 1 .....,,.= l " •• ,t 1c-➔ = such that 

L 
lim inf~ >0 

1 
(i = 1., ••• .,k). 

Another test for the k-sample slippa8e problem was propos8d by 

F. MOSTELLER (1948) (cf. also F. MOSTELLER and J.W. TUKEY (1950)) who 
uses as test statistic the number of observations of the sample with 

the largest observation which exceed all observations of all other 
samples. A comparison of the power of both tests with respect to some 

alternatives of practical interest seems .desirable. 

10. Proof of the inequality (9.5) and of theorem 9.1 
For d€finiteness we take in (9,5) i = 1., j = 2. We also take k = 3. 

This is no restriction on the generality as poolins of the 3rd J 4t~ ... 

and k th sample does not affE:ct P[T1 /H0 ] , P[T2 \ H0 ] or P[T1.,T2 / r-r0Jd~/ 
d~,f P L- T > T and T ~ 'I' \ H J -1 = 1 -2- 2 0 . 

Put now 
(10.1) td~f t1+t2+t3 

and define 

P [To> T" and thE: largest element belongs to 
-1= l 

sample number 1 \ E0 J if t 1=n1 , t 2=n2, t 3=n3 • 
P [T 1" l 1] def the conditional probability of T1 > T, under H , n 1 .,n2,n3 - - 1 o 

Biven that the lar~est element belon~s to sample 

In the same way 

and 
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We shall prove (9.5) by induction with r€spect to n1+n2+n3 • So we 
have to prove 

(10.2) 

Clearly (10.2) holds for n1+n2+n3 = 2 (we take T_1 = 0 with probability 

1 whE:m t 1 == o). Now suppose (10.2) holds if n1+n2+n3 -<t-1. We have 

3 t, 

( 10 -3) pt t t [T1,T2] = L T pt t t fT1,T2I i] 
1' 2' 3 · 1=1 1' 2' 3 

For the first term of the sum in the right hand member we g~t 

( 10 •4) P t 1 , t 2 , t3'~-T 4, T2 l 1]= Pt 1-1., t 2 , t 3 [T 1 -r:; . ., T2J.::; ( ac-cording to our 

assumption) 

< p ['T -n l p • F.r J := E [ ~ l'ij P [ T 2 / 1 J = _ t 1-1., t2, t 3 1 _ :..1 .., t4-1, t2, ~ 2 t1., t2, t3 ti, t 2; t 3 

In the same way, it can be derived that 

(10.5) pt t t rT1., T2 I 2 J ~ pt t t IT l 27 pt t t rT2 l 2] • 
1' 2' 3 · -· 1' 2' 3 L 1 J 1' 2' 3 l 

Further 

(10,6) pt1,t2,t3 [T1,T2 / 3] = pt4,t2,t3-1 [T1,T2J < 

=- P rT J . r [T 7 = = t 1.,t 2,t3-1 L 1. t 1.,t 2,t3-1 2 _ 

= pt1.,t2,t3 [T1 I~] pt1,t2.,t3 [ T2 / 3 J · 
So, combining (10.3), (10.4), (10.5) and (10.6) we find, droppin~ the 
subscripts 

(10.7) 

We have 

(10.8) P [ T 1 I 2] = P [ T 2 / 3] = P [T 1 I 2 or 3 J 
nnd similarly w:L tL 1 ;::nd 2 int,j:t:'C >:rn c,·:, rmd 

( 10 , 9) P [ T 1 ] P [ T 2] = [ ;i. P [T 1 I 1] + t 2 ;t J P [ T 1 / 2 or 3] } . 

• [ P [T2,1] + P [T2,2 or 3]} 



.. 
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. 
From (10.7) and (10.9) we see that it is sufficient to prcvt 

3 

(10.10) t-1 P[r1 j D.P[T2,i]= P[T11 ~P[T2 ,1__l+ P[T1 /~.r[11 2 , 2 or~~ 

or its equivalent 

But the inequality 

(10.12) 

holds as can be seen in the followin? way 

(10.12) is equivalent to 

Consider now a ranking which sives T1 and 2 (i.e. the largest element 

be longs to the 2nd sample and T 1 ~ T 1 ) and interc han2,.e th€ last e lcmcnt 

with every element of the first sample. This gives t 1 different rankinrrs 

with T1 and 1. In this way we get each ranking with T1 and 1 at most 

t 2 times, because in a ranking with T1 and 1 the last element can be 

interchansed with at most t 2 different elements of the second sample$ 

This proves (10.13) and thus (10.12). Interchanfint 1 and 2 in (10.12) 
we find 

(10.14) 

(10.11) and thus (10,2) is an immediate consequence of (10.12) and 

(10.14). This completes the proof of (9.5). 
We now turn to the proof of theorem 9.1. Let B1, 1 be true. If 

t,~oo(i = 1.,. .. ,kJ such thet 
l 

lim inf > O and lim inf 

w6 know that Wilcoxon 1 s test comparinf sample 1 with th8 other samples 

pooled is consistent. This means 

(10.15) 11m r[r[T 1J~1JH1 , 1] = 1 
t O -► 00 

l 

for every ')( ( O '.S 'lz < 1) 
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From (10.7) and (10.9) we see that it is sufficient to prove 

3 
( 10 • 10) ~ 1 P [ T 1 / 0. P [ T 2, i] = P [T 1 1 ~ P [ T 2, 1__1 + P [ T 1 / aj. P [T 2., 2 or 3] 5 

:0 {\1 P[T1 \1]+ t 2t3 P[T1 \2 or 3]} { P[T2,~ + P[T2, 2 or~} 
or its equivalent 

But the inequality 

(10.12) 

holds as can be seen in the followin~ way 

(10.12) is equivalent to 

Consider now a ranking which cives T1 Bnd 2 (i.e. the largest element 

belongs to the 2nd sample and T1 ~T1) and interchan~e the last elem~nt 

with every eli;:;mt:nt of th8 first sample. This giv(;.Js t 1 different rankinf~s 

with T1 and 1. In this way we get each rankin0 with T1 and 1 at most 

t 2 times, becauss in a ranking with T1 and 1 the last element can be 

interchanted with at most t 2 different elements of the second sample. 

This proves (10.13) and thus (10.12). Interchanfint 1 and 2 in (10.12) 
we find 

(10.14) 

(10.11) and thus (10.2) is an immediate cons8quence of (10.12) and 

(10.14). This completes the proof of (9.5). 
We now turn to the proof of theorem 9.1. Let B1, 1 be true. If 

t 1.....,.c.o(i = 1,~ •• ,kJ such that k 

~ ti-t1. 
> 0 and 1 im inf i=1 > O, lim inf 

2-. t j_ 

we know that Wilcoxon's test comparin[ s2mple 1 with th8 other samples 

pooled is consistent. This means 

(10.15) 

for e v cry ~ ( O =:: '>?_ < 1 ) 
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or the exceedanc8 probability found in the first sample converges to 

0 in probability (cf. D. VAN DANTZIG (1951)). 
In a similar way ss in D. VAN DANTZIG (1951) we find, if 

def ( I ) 1 p = P u 1 > u j H1, 1 > 2 

(10.16) 
and 
(10.17) 
Further 

E(Tj/H0 ) = ½t .( 2t.-t .) + ½t .(t .+1) 
J 1 J J J 

From (10.15) we have 

wherE 5 is defined by 
1 co 

_1.._ J/: dx =,Z· 
\J2Tr 5 

( 10 .20) is valid fof every 71._ ( 0 ~ '>z::: 1) 

combined with (10.20) cives 

and as 5 ---,)-00 (12-;,.0) (10.19) 
7l 

(10.21) t~~=p [ P[Tj]< P[T1J l H1,1] = o. 
1 

If H1, 1 is true the probability of correct decision is 

(10.22) P [r[T~iJ < ~ and P[T1J~ P[Tj] for j~1 \ H1 , 1] ~ 
k 

;; p [ P[ T1J"' l~ i H1, 1] -r2 p [ P[ T j] > P[ T1J \ H1, 11 
(10.15) and (10.21) show that the probability of a correct decision 

converges to 1, which proves theorem 9.1. 
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11. Tables of critical values for the Poisson distribution and for 

the method of m rankin~s 

Table 11.1 gives critical values for the test for Poisson 

variates against slippage to the right if H0 is: p 1 = P2 = ••• =pk. 
The critical values for max z. as test statistic are given for the 

l 

values of 1: O, 05 ( the upper numbers) and O 9 01 ( the lower numbers) • 

Owin[ to the discontinuous character of the binomial distribution 

the true level of si~nificance will senerally be less, end very often 

considerably less~than E. Therefore approximated levels of signifi­

cance (i.e. E 1 cf. p. 37) are shown also, The exact values satisfy 

inequality (2.13). The table was constructed with the help of a table 

of the binomial distribution. This can also be dons for critical 

values for the test against slipp e to the left. Table 11.2 gives 
critical values for specified t for the mGthod of m rankings, when 

testinc against slipp to the left wi min s. as test statistic. 
l 

If this critical value is equal to 1, the critical valuer at the 

same level of significance for the test a inst slippace to the right 

is given by r = m(k+1) - 1. 

As in table 11.1 the approximated true levels of s ificance 

( E. 1 
) ore 8lso given. 



A 2 3 4 

-2 - - ·- - - -- - - - - - -
•· - -

3 3 - - - - - -
- - - - - - -

-4 ·••·-41, .- 4 0.037 4 0.016 4 
- - - - - - 4 

- - 5 0.012 5 0.004 4 5- . ... 

5 0.004 5 - - - -
6 6 0.031 6 0.004 5 0.019 5 

- - 6 0.004 6 0.001 5 

7 7 0.016 6 0.021 6 0.005 5 
- - 7 0.001 6 0.005 6 
8 0.008 7 0.008 6 0.017 6 8 8 0.008 7 0.008 7 0.002 6 

3 0.039 7 0.025 r o.o4o 6 
9 

0 

9 0.004 () 0.003 7 0.005 7 u 

9 0.021 8 0.010 7 0.014 6 10 10 0.002 C, 0.001 8 0.002 7 J 

10 0.012 [) 0.027 7 0.030 7 11 11 0.001 .? 0.004 8 0.005 7 
10 0.039 

... 
0.012 8 0.011 7 12 _.) 

11 0.006 10 0.002 C> 0.002 [3 
J 

11 0.022 9 0.027 8 0.023 7 13 12 0.003 10 0.005 c1 o. 001+ F! 
./ ,) 

14 12 0.013 10 0.012 8 0.041 8 
13 0.002 11 0.002 9 0.009 9 

· 12 0.035 10 0.026 9 0.017 8 15 
13 0.007 11 0.005 10 0.003 9 

16 13 0.021 10 0.048 9 0.030 8 
14 0.004 12 0.002 10 0.007 Q _, 

17 13 0.049 11 0.024 9 0.050 9 
15 0.002 12 0.006 11 0.002 10 

18 14 0.031 11 0.044 10 0.022 9 
15 0.008 13, 0.003 11 0.005 10 

19 15 0.019 12 0.022 10 0.036 9 
16 0.004 13 0.006 11 0.009 10 

20 15 0.041 12 0.039 11 0.016 0 
:J 

17 0.003 14 0.003 12 0.004 11 
16 0.027 13 0.021 11 0.026 10 21 
17 0.007 14 0.006 12 0.007 11 
17 0.017 13 0.035 11 0.040 10 22 
18 0.004 15 0.003 13 0.003 11 

17 0.035 14 0.019 12 0.019 10 23 
19 0.003 15 0.005 13 0.005 12 

24 18 0.023 14 0.031 12 0.029 11 
19 0.007 15 0.010 13 0.008 12 

25 18 0.043 14 0.049 12 0.043 11 
20 0.004 16 0.005 14 0.004 12 

5 6 7 

- - - - -
- - - - -

0.040 3 0.028 3 0.020 
- - - - -

0.008 4 0.005 4 0.003 
0.008 4 0.005 4 0.003 

0.034 4 0.020 4 0.013 
0.002 5 0.001 5 0.000 

0.008 5 0.004 4 0.035 
0.008 5 0.004 5 0.002 

0.023 5 0.012 5 0.007 
0.002 6 0.001 5 0.007 

0.006 5 0.028 5 0.016 
0.006 6 0.003 6 0.001 

0.015 6 0.007 :) 0.032 
0.002 6 0.007 6 0.003 

0.032 
,-

0.015 r 0.008 0 () 

0. 004- 7 0.002 
,,. 

0.008 t) 

0.010 6 0.028 r 0,015 1,_:; 

0.010 7 o. 001+ 7 0.002 
0.020 6 o. o4-e 

,,. 
0.026 0 

0.003 7 o.ooc 7 0.004 

0.035 7 0.015 6 0.042 
0.006 8 0.002 7 0.007 

0.012 ,..., 
0.025 7 0.012 ( 

0.002 8 0.004 8 0.002 

0.021 7 o.o4o 7 0.019 
0.004 3 o.oor3 8 0.003 

0.035 8 0.013 7 b.030 
0.007 9 0.002 8 0.005 

0.013 8 0.021 7 0. o1+5 
0.002 9 0.004 8 0.009 

0.021 8 0.032 8 0.014 
0.005 9 O.OO'T 9 0.003 

0.033 8 0.048 8 0.021 
0.008 1( 0.002 (~ 0 .<.)O~L 

0.050 9 0.017 8 0.031 
0.003 10 0.004 0 0.007 .,, 

0.020 '.1 0 .026 (-: 0. 041~ j '.) 

0.005 10 0.006 1 1C) 0.002 

I 0 0.031 9 o.03'l 0.015 
0.008 10 0. OO~J 10 0.003 

0.045 10 O. 01~- 0 0.022 j 

0.003 11 0.003 10 0.005 

0.019 10 0.020 (~. 
::,J 0.030 

0.005 11 0.005 10 0.007 

0.028 10 0.029 (--, 0.041 -:_,-1 

0.008 11 0.008 11 0.002 

8 

- - -
- - -
,, 0.016 3 ) 

- - -
4 0.002 3 
4 0.002 4 

4 0.009 4 
4 0.009 4 

4 0.024 4 
5 0.001 5 

5 0.004 4 
5 0.004 5 
r 0.010 5 '.) 

5 0.010 5 
5 0.020 5 
6 0.002 6 
C: 0.036 5 _.) ,.. 

0.004 6 0 
r 0.008 5 t:J 

6 0.008 6 

6 0.015 6 
7 0.002 6 
,,. 

0.024 6 tJ 

7 0.003 7 
6 0.038 6 
r7 0.006 7 I 

,..., 0.010 6 ( 

' 0.001 7 (_) 

'7 0.016 7 I 
{; 
() 0.002 7 

7 0.024 7 
n 
0 0.004 8 

7 0.035 7 ,·, 
0.007 8 ) 

r( 0.050 7 
0.002 8 -

8 0.015 7 
9 0.003 8 
,') ,_..,, 0.022 8 
Q 0.004 0 - ./ 

.... 
0.031 8 () 

C 0.007 0 
../ J 

r, 
r:::_ 0.042 8 
9 0.010 s\ 
r, 0.014 8 -

10 0.003 9 
1-·) 

'7 0.019 8 
10 0.004 9 

9 

- -
- -

0.012 3 
- 3 

0.045 3 
0.001 4 

0.006 4 
0.006 4 

0.017 4 
0.001 5 
0.037 4 
0.003 5 
0.006 5 
0.006 5 

0.013 5 
0.001 5 
0.024 5 
0.002 6 

o.o4o 5 
0.005 6 

0.009 5 
0.009 6 

0.015 6 
0.002 6 

0.023 6 
0.003 7 

0.035 6 
0.005 7 

0.009 6 
0.009 7 

0.013 6 
0.002 7 I 

I 

0.020 ! 7 
0.003 C 

0 

0.02[; 7 
0.005 I 8 

o.o4o 7 
0.008 8 

0.011 7 
0.002 8 

0.016 7 
0.003 8 

0.022 I 8 
0.004 I 9 

0.030 8 
0.006 9 
o.o4o 8 
O.OOC) a 

../ 

10 

-
-

0.010 
0.010 

0.037 
0.001 

0.005 
0.005 

0.013 
0.001 

0.027 
0.002 

0.004 
0 .004-

0.009 
0.009 

0.016 
0.001 

0.028 
0.003 

0.043 
0.005 

0.009 
0.009 

0.015 
0.002 

0.022 
0.003 

0.033 
0.005 

0.047 
0.008 

0.012 
0.002 

0.017 
0.003 

0.024 
0.004 

0.033 
0.006 

0.044 
0.009 

0.012 
0.002 

0.017 
0.003 

0.023 
0.005 
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Table 11.1 

Critical values for the slippage test to the 
~igh~ in th~ Poiss?n-~a~e with H0 : 141= p.-2= 
-•·•T1r• Test statistic. max z.. . I ' 
Approx1mate significance levcl1 0.05 (upper 
values) and 0.01 (lower values). The approxi­
mated true level of significance is written 
behind the critical value. Number of obser­
V8tions k, sum of the observations n. 



Ta,ble 11. 2 

"' Cr,:o/~~!.£.,§)_y~-~~~~-~~?..~ __ 9J_~J2.~~...:t~.:.L.~llitic min s 1 for the slip;Page test to 
th_~}ef.!~~lo.r:_th_i;__rn~tho..c:1 0£.~ .. I~}.s~ngs. Level of s 1ip;nificance £ 8 number of 

~ 

• 

E.§.:rlk ~f;;}2 .. _,1!!.iu_~}:!:,b e;~.....£.§Et~°-.£~L1i." _T,he approximated true levels of 

ilEE,:!..fJ.£.?..ElS.~---22e w7,j.tten ~.hi!l~l._j:;he corresponding critical values. 

k m 
.E. 

,·-..:.+----

0.05 
·-

2 0.025 -

0.01 

0~05 

3 0.025 -

0 .0"I 

0.05 

4 o .o~~5 -­
o .0·1 

0,05 3 O 

5 0.025 -

0.01 

0o05 3 0 

6 0,025 -

0.01 

0.05 3 0 

7 ·0.025 3 0 

0.01 ___ ,,,.,., .. -
0.05 3 0 

8 0.025 3 0 

0.01 

0.05 4 0 

9 0,025 3 0 

0.01 

3 
' --~ lio..s.4 

I 4 5 
... _ .._ -- - - - -

- - - - -
- - - - -

-~ .-..._,_,,_,. 

- 4 0.037 5 0.012 

- - - 5 0.012 

- - - - -
~·=·-:-- ~-r=-----:.. 
- 4 0.016 6 0Q023 

- 4 o .016 6 0.023 

- j_ - 5 0.004 
,...,>1-.,r,r."""""'•i...l,,.., ... __,,,,_.,. 

,.....,,. ____ 
.')4ol5 o.o4o 7 0.034 

- 4 0.008 6 0 .010 
~- 4 0.008 6 0.010 
-· ,. 

.028 5 0.023 8 0.043 

- 5 0 .023 7 0.016 

- 4 0.005 6 0.005 
.. ~-·~~---- .-

.020 6 0.044 8 0.023 

.020 5 0.014 8 0.023 
,,.c, 4 0.003 7 0.009 

··--·---·-
..,... _____ 

.o"i6 
,.--

0.029 9 0.031 0 

,O-'i6 5 0.010 8 0.014 

- 5 0.010 7 0.005 --~ 
.049 7 o.o1~8 10 0.038 

.012 '; 0.021 9 0.019 

- 5 0.007 8 0.009 
.. ~-·--·"' ,.._...,,.._.,.;c, > 

0 ,.05 4 0 .01+0 7 o.o??i 1· 1 0 .0L:-6 

.010 6 0.015 9 0.013 

.010 5 0.005 8 0.006 L 0.025 3 0 

0.01 3 0 

6 7 8 9 -6 0.031 7 0.016 8 0.008 10 0.039 

- - 7 0.016 8 0.008 9 0.004 

- - - - 8 0.008 9 0.004 

7 0.029 9 0.049 10 0.021 12 0.032 
6 0.004 8 0.011 10 0.021 11 0.008 
6 0.004 7 0.001 9 0.004 11 0.008 

8 0.027 10 0.029 12 0.030 14 0.029 

7 0.007 9 0.009 11 0.010 13 0.011 

7 0.007 9 0.009 10 0.003 12 0.003 

9 0.027 11 0.021 14 0.038 16 0.028 

8 0.009 11 0.021 13 0.016 15 0.013 

8 0.009 10 0.008 12 0.006 14 0.005 

10 0.027 13 0.037 16, o .045 18 0.028 

9 0.011 12 0.017 15 0.023 17 0.014 

8 0.004 11 0.007 13 0.005 16 0.007 

11 0.027 14 0.029 17 0.029 21 0.048 

10 0.012 13 0.015 16 0 .. 016 19 0.016 

9 0.005 12 0.007 15 0.008 18 0.008 
--· 
12 0 .028 16 0.043 19 0.035 23 0.046 

11 0.014 15 0.025 18 0.021 21 0.017 

10 0.006 13 0.007 16 0.006 20 0.010 

13 0.029 17 0.036 21 0.042 25 0.045 

12 0.016 16 0.022 19 0.016 23 0.019 

11 0.008 14 0.006 18 0.009 21 0.007 

14 0.0;0 18 0.032 23 0.048 27 0.045 

13 0.017 17 0.019 21 0.020 25 0.020 

12 0.009 15 0.006 19 0.008 23 0.008 



.. 
References 

W.G. Cochran., 

H .. Cramer., 

D. van Dantzig., 

H.A. David., 

R. Doornbos., 

-39-

The distribution of the largest of a set of esti­
mated normal variances as a fraction of their total., 
Ann. of Eugenics., .11, 47-52 ~( 1941) • 

Mathematical methods of statistics., Princeton (1946). 

On the consistency 2nd the power of Wilcoxon 1s two 
sample test. Indagationes Mathematicae 13.,1-8., (1951). 

On the application to statistics of an elementary 
theorem in probability., Biometrika 43., 85-91., (1956). 

Significance of the smallest of a set of estimated 
normal variances, Statistica Neerlandica., .:1Q.., 17-26; 
(1956) • 

R. Doornbos and H.J. Prins., Slippase tests for a set of gamma-variates., 

Indagationes Mathematicae, 18., 329-337,(1956). 

W. Feller., 

M. Friedman., 

M.G. Kendall., 

An introduction to probability theory and its appli­
cations, Vol.I, New York and London, (1950). 

The use of ranks to avoid the assumption of norma­
lity implicit in the analysis of variance., J.A.S.A., 

ls.1 675-699_,( 1937). 

Rank correlation methods, sec. ed., London, (1955). 

H.B. Mann and D.R. Whitney., On a test of whether one of two random 
variables is stochastically larger than the other, 
Ann. Math. Stat., j§_, 50-60., (1947). 

F. Mostelier., A k-sample slippage test for an extreme population, 
Ann, Math. Stat., .:12., 58-65, (1948). 

F. Mosteller and J,W. Tukey., Significance levels for a k-sample slipp­
age test, Ann. Math. Stat., gj_, 120-123, (1950). 

E. Paulson, An optimum solution to the k-sample slippage problem 
for the normal distribution, Ann, Math. Stat., 23, 

610-616, ( 1952) • 

E.S. Pearson and c. Chandra Sekar, The efficiency of statistical tools 
and a criterion for the rejection of outlying ob­
servations, Biometrika, 28., 308-320, ( 1936). 



W.R. Thompson, 

D.R. Truax., 

A• Wald_, 

" 

.. 

-40-

On a criterion for the rejection of observations 
and the distribution of the ratio of deviation to 
sample standard deviation., Ann. Math. Stat • ., 6, 
214-219., (1935). 

An optimum slippace test for the variances of k 
normal distributions., Ann. Math. Stat.,24., 669-673., 
( 1953). 

Statistical Decision Functions, New York and London., 
( 1950) • 


