
MATHEMATISCH CENTRUM 
2e BOERHAAVESTRAAT 49 

AMSTERDAM - .. 

ST ATISTISCHE -AFDELING . . . . ; 

Leiding: Prof. Dr D. van Dantzig 

Chef van de Statistische Consultatie: Prof. Dr J. Hemelrijk 

Report S 211 (VP 11) 

Prior\tt in wait!,ng line problems 

by 

H. Kesten and J.Th. Runnenburg 

(Prepublication) 

December 1956 



1~ Introduction1) 
The object of this paper is to give a more detailed account 

of the situation, discussed in the first part of Cobham's article 

[1]. We shall consider here the situation where customers of 

different priorities arrive at one counter to be served. 

2 ♦ Description of the system 
We distinguish r priorities by the priority numbers 

1,2, .•• ,r, where 1 stands for the highest and r for the lowest 

priority, Customers of priority number K will be called ~­

customers in the sequel. At time zero the counter is opened 

for servicing. At that moment, with probability p,0 (0-1 , . _,o.,") 
a queue consisting of a.1 1-cus tomers, •.. , a,, r -customers is 2 ) 

present (with C\ ~ o, ... , a 1, ;;;_ o ,f'c, (<'.\, .. . , c..c.r) ~ o ,LLa7~o,. ·,°r,,.;;0Jp0{a..1, ... .,ar,)""1). 
New k -customers arrive (1< E f 1,. , ,"'}) according to the following 
law: the interval from time zero to the first arrival of a K­

customer, and the intervals between arrivals of successive K­

customers are mutually independent random variables with distri­

butionfunction 

X<O 
( 2 .1) 

where we assume .\ > o for k E. { --i, ... , r,} . The servicetime is also 

stochastic and has the same distributionfunction Fi< (t) (continuous 

from the right) for all k-customers. All arrival intervals 

(including the intervals from time zero to the arrival of the 

first k -customer) and all servicetimes are mutually independent. 

Servicing takes place for each priority in the order of 
arrival. If customers of different priorities are present when 

the counter becomes free to serve a new customer, that one with 

highest priority which came first to the counter, is the next to 

be served. If the counter becomes empty the next customer to be 
served is the fiPst newly arriving customer. Servicing of a 
customer is never interrupted to make way for another customer. 

Following D.G. Kendall 80) we consider the moments at which 

customers leave the counter at the end of their servicetime. The 
customers are numbered (1,2, ..• ) in the order in which they leave 

the counter, and 

;) Questions, put to us by the N.V. Philips 1 Gloeilampenfabrieken, 
Eindhoven, Holland, gave rise to the present investigation. 

2) If a summation is extended over a rather involved set of indices: 

this set is given in L jM:iacke ts, directly after the Z sign. 

Summation is always over non-negative integers. 
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( 2. 2) 
1 

) 

is defined as the probability that the th n departing customer 

is a I( -customer and leaves a queue consisting of c", 

, •, J a.,~ /" -customers at the counter ( E f 1, .. :>r} ·' 'YI E:: [1, 
and oj E { o, 1, ... } for j e {-,, ... , r-} ) • 
We introduce the generating functions 

(2.3) 

1-customers, 
i ... ) 

for /X1 )~ 1, ... ,/X,,)~1 , the functions <t (c1,) and the moments of 
~ {t) , defined by "1) 

for Re c<. ?; o and 

(2,5) 

We e(ZJ lude the case where (- (o)"' ·1 

J,l > c for al 1 k and al 1 { and 

for some K , i.e. we have 

<;7 (,"') -< 1 for all l< and all 
k ,,,/ ;,.~ 

d--.>o. 

Finally let 

(2 .. 6) /-/ (t) 
k, ·11 

be the conditional distributionfunction of the waiting time of 
the n th departing customerJ given that the nth departing customer 

is a k -customer, and 

GX:".J 

(/,' ( ")' c'cd ff __ , .. ,t ~l /-j 
r' '"' ==-c. C /J. 

i(. ·11 J<; , J/ 
(2.7) (t) 

0-

for I-< Er 7, ... , I" } and Y) E { I, :2., ... J . 
We distinguish two cases: 

r (1) 
the case of nonsaturation, defined by LI. J ,u < 1 

1 i. II ;_ 

and 
I" 

t ":; \ 11(1) he case of saturation. defined by- ~ A ~ ~ 1 
✓ 1 ,_/ i. = ' 

For the case of nonsaturation we prove that the limits of 

rk, "rl ( a.1, ... , C.\,) and rK,'Yl ( , ... , xi-- ) for 'Yi -'7 C.>Q exist and that 
HK (t) tends to a distributionfunction }--/ (t) for 11 ➔ .'.>0 • All 

. ,n K 

these limits are independent of the initial situation, i.e. the 

probabili tydistribution { p0 (a.1 , ... , af.)] . Hk (t) is the distribu­
tionfunction of the waiting time of an arbitrary k -customer in 
~~e __ s_t_~t_~onary situation. 

1) The integrals are Lebesque-Stieltjesintegrals over the interval 
o"ff:t<co. 
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Using D. van Dantzig's 11 meth6d of collective marks 11 ( [5] , 
[ 6 ] and [ 7 j ) , we derive recurrence re lat ions ( 3/~2) between the 

generating functions f' (X . X) together with relations (3.16) 
k.' YI 1, ' r> 

connecting the f ( X .. X ) 111 (' ~>< )1 and rP (ci...) • From these 
K,n 1' > r ' 7 K,YJ 1 K 

relations we derive the relations (5.2) for the 

f ( X , ... , X ) <l.e. f l.:,,.'1'1 ( X , ... , X ) , 
k 1 r 71._:,c-o -n 1 Y'/ 

which are then solved. From the relation (3.16) we derive (5.3), 
connecting ~ (X1 , ... ,\,,) and 

If, { d) ~"! ·&:.ni 'fK.,. YI (CA) . 
k ·1-1--> =• . 

Once the f (X , ... , X ) are solved., they are used, together 
k 1 V' 

with the last relation, to compute the first two moments of Hjt> 
and to derive an expression for <pK (°') !I for kE {,, ... , r} . The 
first moment of Ht<. (t) was given by Cobham [ 11 , but we did not 

understand his proof. 
For the case of saturation we only state some results without 

proof. 

We shall use some abbreviations to keep the formulae from 

becoming awkwardly long. With the understanding that on both sides 

of the equalitysign in (2.8) up to and including (2.14) indices 

may be added to the function symbols, we write 1 ) 

( 2 .8) 

(2.9) 

(2*10) 

r 
g ( X) cd,6 ~ ~ ( )(), 

{(1.,/< Xvl) '" 6 b ((u, ... ,u,X ... ,X , ,v, ... ,v),. 
1< 4 ~r JI r"" - c.. 

i.e. the first k variables in ( 2 .10) are equal to u., the last t 
variables are equal to v and the remaining variables (if any) 
are equal to the corresponding var:l.ables of F( X) (we shall always 

have k + I:.~ V' ) • In the same way 
(K) 

( 2 • 11 ) f ( u x) 0 b b f ( u1 , . _. uk __ 1 2 xk , . . . , x;; ) , 
(2.12) 

(2.13) 

(2.14-) 

r ( u , ... ; u , >( , ... , x , , 1.1 • ... , v), 
1 K-1 " r.1. 

(( 1:f( X) o.bb f ( ~ , . ; j > X , ... ) X ) ; 
1,:) l<;,1 k,1<-1 k I" 

r ( ':J . X v- ,e) o.b 6 r ( 1 , ... , lj , x , ... , x ", v, . . , v-). 
(k) k,1 k,x-.1 k I".,<. 

abb 
1) == is used, when on the~ hand side of an equalitysign 

an abbreviation is introduced for an expression on the '.£.iB,ht 
' hand side. 
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We use 

-,~ f (X) 
X__,,1 

if we want to take 

L -C:~n1 ... l};'>n f ( X) , 
X1-► 1 x,_ ➔ 1 ✓'<y.➔ 1 

where X ..... X must remain inside the unit circle. The order in 
1 /" 

which the latter limits are taken is irrelevant unless otherwise 

stated* 

Finally 4 ) 

(2.15) 

( 2 .. 16) 

(2.18) 

X. p. 
C t 

k-1 r 
plu , X)o.bb 2l ?. u + S r, X . . 

l)(K) . '1 < _)k,l k ,. '-

3..... Recurrence relations fo~ the system 
In order to apply the method of c~lle.cti:i;.e m.arks of D. van 

l)antzig [ 5] and [ 6 J , we introduce an event E, whi,ch ha~ 
with probability ,_ X whenever a K. -customer arrives.w- tr.u.s 

k 

(3.1) o;;; X ::s. 1 
I, 

for each 

The events tare independent for all customers. Any eventE 

is called a 11 catastrophe 11 in D. van Dantzig's papers, but its 

nature is irrelevant. As only probabilities of other events, 

together with non-occurence of any 11 catastrophe 11 are considered.)! 

it is irrelevant whether under occurence of an event the 

process continues or not. 

We can now interprets f ( X) 
k, YI 

as a probability for 

(:3.2) 

is the probability, that at the Vlth departure, 'Y1 E { 1,'l., ... } ll one 

K -customer leaves the counter., et1 1-customers, .•• .. a.Y' r ... customers 

remain at the counter and with respect to none of the remaining 

customers the event E hap.paned. Therefore a. a. 

f 3 ") f ( X) = LL o. ~ o., , a ~ o J b (a , ... ., Q ) X 1 
••. X '' 

\ ®) , l<,"11 1 r I K, 11 1 1• 1 r 
\ . • ; tr 

is the probability that at the 'YI 1 departure 'Yl = f-1 .. i ..... } a K -cus 

tamer lenves the counter and with res.pect to none of those :rE.:mairnng 

at the counter the event E r1,appenvd * Further 
--.vw-~--·---
1) If K-1 the first sum on the right hand side of {2.17) and 

(2.18) equals zero, if I{~ r the last sum of (2416). 
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a.,, a,,, 
(3.4) f· (o, •.. :,o::,a, ... .,a)X ... X 1..,n K r- k I'> 

is the probability., that at the Yl th departure., -n t= f 1., 2, ••• } , an 
L-customer leaves the counter., a K -customers, ••. , a. r-customers 

k r 
remain at the counter and with respect to none of the customers 

remaining at the counter the event [ happened. IfQ... > o the next 
K 

customer to be served is a I<. -customer, therefore for 

k t f 1, .. ., r} 1 ) (using ( 2 .10)) 

(3.5) f. (oK~ 1 X)_{ (or.X}::::2-la.. ?;.1,a. ~o~·• .,a.~o1P,. (o,. .. ,o~a.,.,.,a,,)X~ .. 
~,YI ~,'YI L K K-t1 r :'..I •,'I? If ,.. 1 

is the probability, that at the nth departure an i -customer leavef 

the counter, service on a I< -customer starts and with respect to 

none of the customers left by the departing i -customer• the event 

f happened. 

Put 

(3.6) 

Now 
f ( or) = p. ( o~ ... , o) 

t.,J"J1 Lo) 7'1 

is the probability., that at the nth departure an i-customer leave£ 
and the counter becomes empty., while 

(3.7) f. def~ 
If ). 

is the probability, that the first customer arriving after a given 

moment is a K -customer, therefore (using (2.9) and (2.10)) 

(3.8) fk XK j'Yi ( or) 

is the probability, that at the .,,,th d t ,. [1 2 1 " epar ure, ni;: , , ••• f, the 

counter becomes empty and the next arriving customer is a k -

customer, with respect to which the event [ does not happen. 
00 J _A t a__, - ..A,.,t I\ )Q.t" 
e - 1 0,1t) ... e ~ d F (t) 

a.I a.I k 
O 1. r-' 

(3.9) 

is the probability, that during the servicetime of a K-customer 

exactly a 1 1-customers, .•• ,a r-customers arrive, so (using ,, 
(2.15)) 

1s the probability, that with respect to none of the customers, 

arriving during the servicetime of a k -customer, the event E 
happened. 

Analogously 

(3.11) t.f. (;. ( 1 _ tot/\' X))) 
I'( 

1) If I< =- r then f (oKX) stands for f (o''). 
L» 'Yl (.. J 'J"1 
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is the probability, that with respect to none of the customers 
with priority number~ K, arriving during the servicetime of a 

k-customer, the event E happened. 

Now the probability that at the ('YI -r1) st departure a k -

customer leaves and that neither to him nor to those remaining 

at the counter the event~ happened is equal to the probability 

that at the nth departure either an i -customer leaves the 

counter ( for L equa 1 to 1, 2, .•. or r ) , service on a k -customer 

starts and to those remaining at the counter (the k -customer 

under service included) the event E did not happen or the counter 

becomes empty and the first customer arriving is a K -customer, 

with respect to whom the event [ did not happen and ( in any case) 

during the servicetime of that k -customer no customers, with 

respect to whom the event E happened, arrive. This equality can 

be written in the following way, using (3.3), (J.5), (3.8) and 

(J.10) with their interpretations 

(3.12) xi, fk' ;-, • ·1 ( X) = [ 9n (o '( -1 X) .. ~ti ( 0 II X) i" f'>K XK ( /) r)] ~ ( ~ ( 1 - p X)). 

This relation is valid for Kef1, .. Jr-1,'YlEr~1.1,. ·} and all real 
X satisfying: o ~ X ~ 1 , because of the arbitrariness of the 

K k 

event E. If at the moment the counter is opened for service, 

with probability n ( ,,, ) a queue consisting of a:. 1-r-0 a1' ... ., LLr -1 

customers, ••• , a. r -customers ls present and 
r 

(3.13) 

then ( 3. '12) 1s true for -n ~ o as well. 
For osX.~-r. i4=k and o<X ;;§ 1 we can solve (3.12) for 

i , K 

rk,Yl+1 (X) once gY/ (X) is known r those values of • But then 

we can find Fk.-n+ 1 ( X) ( and 9"n ( X) ) ) for all X satisfying 
I x1 1 ~ 1:, ... :, IX r,/ ;;§ 1 by analytic continuation for each 

KE { 1, ... , r} . Therefore ( 3 .12) holds generally for each 

I< E r 1, . . :, r} , 11 E- 1 0, 1, 2 J ••• } and / x1 I;_;; 1, .. _; ) \~) < 1' ' 

We might try to express F ( X) as a function of 9 (X) 
K,Y1+1 0 

only, by repeated application of (3.12) and so eliminating q (X) .,e 
wi t.h f ?::- 1 • This is however not pr act ioab , the more so as 
f ( X) for X =- o can be found from ( 3 .12) only by di vlding 
k,'YH· 1 ' K 

both s ldt.:s by X for X o and ta king th0 limits for X _::,,.o, 
K k k . 

which leads to partial differential quotients in the expression 

for ( ( X) for ,\"' o • 
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Analogous to (3,11) and its erpreti:itLin we have 

(3.14) 

is the probability, that if at the h departure a K-customer 

leaves the counter, with respect to none of the customers with 

priority number k arriving dur:l his waiting time, event 

t happened. Finally 

(3 .15) F ( /- 1 X ,r·-~) 
k, .Y1 

is the probability, that at the nth departure a k-customer 

leaves the counter and with respect to none of the customers 
with priority number k which remain at the counter the event 

E hap:penE:d. Nnw this is equal to the probability that at the 
th n departure a K-customer leaves and that with respect to 

none of the customers with priority number K arriving either 

during his waiting time or during s service time the event 

E happened. 

Therefore we have 

(3.16) 

for KE f1 ·1, .. , r} .,n 1,2., ·land for all X satisfying o;;i. X ~ i. 
- I! k 

This may again be generalized by analytic continuation. The~efore 

(3,.16) holds for all )(;; satisfying / X1, f:::: 1. 

We can now summarize our results. From (3.16) we have, that 

y,;: (o.) is a function of F ( x) and if, (°') • The functions 
k,v I k,'11 K 
~ ( X) are known to satisfy ( 3 .12), but cannot be solved 

\' 'Yl 

explicitly from those re lat ions in terms of a ( X) • However, 
.] () 

as we are interested in the behaviour of the system in the long 

run, we will use (3.12) and (3.16) to find /~·-.-ri lf' (o1.)'· 
11--'»c,o 'k,'YI 

The relations (3.12) and (3.16) can also be derived in a 

more formal way than it has been done here. 

4 ,t> C,i11ve~en .. qe ®to a S ~ a_t~otJ-8£.:Z..dis tribut ion 
Before making use of the relations (3.12) and (3.16) we 

shall prove some 

p (o.,,.,.>a.) 
k,11 1 ,, 

nE.:xt section. 

results connected with the convergence of the 

for ·vi. ➔ oo J which just:lfy the method of the 

Let us say that the system is in the state (K;<\,·· ,Q.r) 
at the departure of the n th customer if the YI th departing 

customer is a K -oustomer and if ltSaves for every i Ef 1, .. . , 

a i -customers at the counter. Then all transition probabili­c 
ties from a state at the ~ th parture to any state at the 

st 
(YI+ -1) departure are independe ,;f r: tm<:l can e as i bE; cal-
culated. 
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By considering only the moments, at which a customer leaves the 
system, we thus obtain a Markof chain, with a denumerable number 
of states. Let us denote this Markof chain byM. For every state 
there is a positive probability to reach in a finite number of 
steps a state where a departing customer leaves an empty counter, 
and from this situati6n any statb can again be reached in any 
number of steps. We conclude that ,IVJ is an irreducible and ape­
riodic Markof chain (cf. Feller [ 8] for the terminology and 

classification of states in Markof chains). From Corollary'1 
in Feller [ 8 J ( p. 328) it follows immediately, that lm f. (a.., .. ·;a.,\ 

'>1 ➔ 00 k/n 1 r) 
exists and is independent of the initial distribution. · 

r (1) 
In the case of nonseturation ( ~ .A.:/,: < 1 ) all states 

are ergodic. To prove this, we need a theorem of Foster [ g], 
which was given by Moustafa [12 Jin the following slightly 

generalized form: 
Theorem 4,1. An irreducible, aperiodic Markof chain represented 
by the Markof matrix )I p . . I{ ( ~ ,) = 1., 2, • • • ) is ergodic if for 

~,J . 
some E>o and some integer ~0 , there exists a non-negative solu-

tion f :I,] of the inequali tiss 
IX) 

(4.1) 2I f. . . ~· ~ ':J - E. for ~ > i.. , 
1 L,) J i_ 0 

cc 

( 4. 2) 2lp.~_<.C-O for ' <. i. (.,-

1 L,) J <.l 

00 

We note that 21 p 'j can be regarded as the expectat·'ion 

after one st€p: ij V:e start in the i th state, of a random. 

variable 1) y , taking values :1) with probabilities Pi., i • 1 , • 

Theorem 4 .. 2. If ij. \_ ;'~1 ) < •1 , all stat es in the ~arkof 
chainM are ergodic. 

Proof. This theorem is an application of Th. 4.1. The states of 
M can be characterized by ( k; a...1 , ... , CL.,, ) , i.e. the priority 

number of the leaving customer and the number of customers of 
each priority left by him. With each state we associate a number 

l.j • By def in it ion ~ == ,$: o..'- /-t for the s tat e ( k; a.1 , ... " a.,,.) , i • e • 
~ is the expectation of the time needed to serve the remaining 

cuatomers and as such non-negative. If we start in the situation 

(k;.O, ... ,o,a-e,,···,a.r-) with~>o for an t~r, the next customer 
to be served is an !~customer and the expectation of~ after one 
step is then 

~ 1 \ (1} (1) (1) ) (1) 57 (1)) (1) 

T Ai.rl/l + < ~· + )e/1 - 11/1 + i-1 <a..+ \./l ,JA~ == 

fr (1) (1) {,!;- \ (1) } < >} (1) 
:::- a. µ_ + µ 0 L.::... .)\. µ_ - 1 = Ct /4-1-. -

c,/ L / t:, 1 1./ L c. / t. 
C. ..> 

--IJlll!il!lr,-CISiela __ _ 

1) Random variables are denoted by underlined symbols. 
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where 
L ) (1) L . 

L /\ ) 

In fact the expected number of i -customers arriv during the 
f (1/ j . 

servicetime of an . -customer is \ jl-1_ , and one t -customer 

leaves the system at the end of this step. Therefore (4.1) is 

satisfied in this case. If we start in the state ( k·; o, ... ., o ) , 

the expectation of(/ after one step is finite, so (4.2) is 
j 

satisfied for the p states with a 1 : 

Thus Th. 4.2 follows. 

Corollary. If we define 

we have: 

v.;· (a., ... , o. )>ofor all 
Iv; t v, 

. . , CLr· J' = G·n1 ;o (o .. 
~"r1-+C-O KIY)'·1·' 

.,a ) y, 

and the P, (a , .. "a.-) form a stat nary distribution for the 
k 1 ,. 

Markof chain ~1. This is an immediate consequence of Th. 4.2 
and Th. 2., p. 325 in F'e ller [ & ] • 

To prove also the convergence of L- Ls J p ( o...1 ., ... , Cl."") 
K ''t1 

where the summation is over an arbitrary sets of states, and 
the convergence of moments of the queue length, we need the 

followi theorem. 

Theorem 4.3, Let an irreducibleJ aperiodic and ergodic Markof 
chain be represented 
If T[. ,hf {,i,t1 ptnl_ 

J 'Y) -';>CD c,J 
probabilities (these 

of ,~ (cf. Feller [ & 

state function f. 
J 

by the Markof matrix I/ r,. _jj (i,i ,== 1,2., ... ). 
(11) l. .1) • .,. ~ "' 

, where p. . are the 1'1 step transit ion 
(..JJ 

limits exist , are positive and independent 

], p. 325) then we have for any non-negative 

(4.3) f}. ~ (11) 
'lt..,-11 Ld p . , F n_ for every 1.. • 

Proof. As 

integers t-

b€08US€ if /: > 0 

'rl ➔ D<> 1 ",j j .J j 

rmd F;;; o we have for all positive 
j 

and /\) is 

N 

2 IT. F. 
1 J I 

A 

such that 

':;.<} 

iT. F 
J ' j 

1) 

- f:..., 

TT. F 
J .J 

1) .. rr--2f rr F. _ C:<l , only some obvious changes are necessary. 
1 J J 
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we have 

for every t>v, whence (4.4) holds. = 
The proof of ( 4. 3) is completed., if 21 re F. == ca, 
00 1 j J 

If :i[ tl. F. < ex, we proceed as follows. We know, that l[ is 
1 J j co oo J 

always positive, II T[_::: 1 and TT. = E. re r/"".1 for all 
1 J _ .J 1 l t,J 

pos 1 ti ve integers 'Yl (cf. Feller L &>] , p. 325) . Therefore we 

have for a fixed N?:: i. and every Y1 

00 CO cx, 00 00 
"'7 ~ c YI> - • 2........., r 'YI 1 F ,-:-, ( 'Yl > F 
L:J. rr. F. = 2!. T[" L-.!. P. F ~ 2- L 1 ~ e :.§. N , e :=pi J rre _L P.tJ -J -1- n:_ 21 rt . J, 

1 J j 1 1. 1 1 i.-,j j 1 ., L 1 , j 

so 

Now take l\l - co. 

c,o 00 C<) ( 'nJ 
21 n. r ?: ( 1 _ T[_ ) 2l rr. f + rr. 4-,,, --:1ur 5:1. p. . F. 

1 .J J ' l 1 j j ' •"1 •➔ c,o "1 !.. ,j J 

As rr. > o this leads to 
t 

n . .:,. 

for all r, • 

co 21 ('1) 

?: . 
·1 f .J 

oc, 

F < 7T F 
j J i 

From (4.5) together with (4.4) we have (4.3). 

Remark 1. The theorem remains true for arbitrary state functions -~¥! iMl$1'f@ C() 

f. with n rr. IF: I<= 00 as can be seen by writing 
J 1 J J 

+ -
F.=F-F, 

j J .J 
where 

IF I'"' F· __ J •. J .,. 
2. 
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(o} 
Remark 2. If the Markof chain we consider has a probability Pi 

of being in the state i in the initial situation ( P,:,<oJ ~ D and 
~ (0) ? P,, = 1 )., then by Th. 4.3 

00 00 1:.,.. 21 21 <oJ c-n) F 
-{t,,,,c p. p. . . 

'i1 ~ o0 1 ·1 i <- ,J j 

00 

'S"_ F = L T[ . _, 
1 j J 

provided 0 is bounded. 
From the convergence of p (a . . . a. ) follows only the 

Kn 1' 'r• 

existence of ~~l'I { ( X) , if' .IX.: }<1 for i Er 1., ... .t'}. 
'1'j-7CC K, 'Y) 

We may now conclude, that even for / X,. / ~ 1 for i e [ 1,: .. , ,,.J 
Q Cl, 

/J. f ) ,-L J \/ 1 X I" 1AM1 · (X==L a;?;o, .. >a.;or,(a, ... ,a.)/1 .... 
n ➔00 I<, 'n 1 r K 1 r- 1 r 

This follows if we take the state function 
(,t1 a.,,. 

{ 
X1 •• . X,. if 

F{i.;a , ... )ct)= 
1 r 

0 if 

i, = k, 

Thus 

is a power series with positive coefficients, which .converges if 
r 

[ \/ ~ 1 for all (: E f 1, .. ,i-) and as 

we conclude that 

27- L L 0..1 ~ O 1 • · · , ar :i;; OJ ~?k (Cl;' · ·>a,_ ) = 1 " 

(4.6) 

~emark 3. From Th. 4.3 we also conclude that 

~ 2 ;- L La ~ o" ... , o. ~ oj a.. 1o (a. , ... , o. ) == 2E L. lo. ?;; o, ... , a. ~ oja. /0 ( o. , .. ·>o.."'' 
,n-;,. 00 ·/ 1 r .J I k ,YI 1 1" '1 '1 r J K 1 ; 

i.e. the expected length of the queue of j -customers at the ~th 

departure tends to the expected length of the queue of j -customerc 
derived from the stationary distribution, and analogously for the 
higher moments of the queue length, provided the idtial state is 

fixed., i.e. r:_,(b,, ... ,b"'),::: 1 for a given initial state ( b-1, ... , hr). 

Theorem 4.4. If -~- (·I) 2.:...>-.1v. .. <"1 
1 L , 

., the conditional distribution-
functions of the waiting times H_ (rj 

h, -,; 
( k (; r ·1_, • . , r}) converge 

to a non-degenerated distributionfunction )-/ (t) with 
K 

r.c 

y~ ( ~) 1 cf j e - °' t: d J./ k ( t) 
<>-

satisfying 

( 4 ~ 7) ( ( ·1, ... , 1, , - C: , -t., ... ., , ) "" fk ( 1''') r, ( cJ..) 'I { ex i for. 
" -"k k K / 
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Proof. A distributionfunction of a non-negative random variable is 

uniquely determined if its Laplace transform is given on an inter­

val which lies in the right half plane, because the Laplace trans­

form of such a distributionfunction is analytic for all arguments 

with positive real part, and can thus be determined uniquely by 

analytic continuation, so that the uniqueness theorem for the 

inverse of a Laplace transform may be applied (cf. Widder 

[1Li] Th. 5A, p. 57 and Th. 6.3, p. 63). 
From ( 3 .16) fol lows the convergence of lf'K, n (of) for 

11 -~ j.;; 1 as -Um F ( 1r) > o. 
Ak '11 ➔= k;n 

We can now follow a standard method (compare e.g. LJvy [111 
p. 49, proof of Th. 172 ) to prove that H (t) converges to a 

l<, 'YI 

function HK (t) with ~ (""-)= &,, ~ (d-.) satisfying (4.7). 
k n ➔= k,-n 

1--lk (t) is a monotonic non-decreasing function, continuous from 

the right and satisfies H { t) -= o for t '<Co and --t::..rn 1-1 ft) = 1 ~ 
k t ➔ = k 

as from (4.7) --&m 'I'.(<><)= 1 • This proves Th. 4.4. 
o( -,0 K 

All the foregoing theorems concerning the queuing problem are 

valid only if ~ \/·(J < 1 • In the case of saturation 

( 
I" ( 1) 4 ,\I".: ~ 1) analogous theorems can be proved, al though we did 

not succeed in finding simple proofs so far. In fact one can prove: 
~ ) s,-1 

If 2..:. ,,\. µ_u < 1 and 2i ,,,\ µc 1J ~ 1 we have 
1 o/ ~ '/ i../ i 

~n ZLa ~o, ... ,a. ~oJP. (o_, ... ,a.):::o 
'n"'?'e<:> S+2. f' K,.,,, 7 f' 

and 
~ 2_[Q ~o, ... ~a. ~ojP: (Cl.., ... .,et.J 

'11 ➔ oo - 5 + 1 to k, n 1 ,-

exists and 1s positive. 
If we define 

we have for each k <= f--i,. _ ., ""f 

~n f ( X /' - s) = ->-=La ~ o-' . . . _, C(. ~ oj p- { Cl. , ... , a ) X Q...,_ . . X °'\ 
'),j ➔ C:O Vl','Yl 1 S k: 1 $ 1 $ . 

whereas 

f-1 (t)converges t0 ·a non-degenercte distributionfunction ;if 
k'Y'I 

K;;. s. and ~ ff (t) = o for every finite ·t if k ~ s +-1 • If' 
11 ➔r.:, k, 11 

k -& s the moments of H (t) do no.t necessarily converge to 
k,'1'1 

those of H (t) , i.e. we cannot conclude 
k 

(4.8) for k ~ s. 
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An example will show, that in some cases (4.8) does not hold. 
(1) t Take s + 1 a r and ll. = co • If we start from an initial s i u-

/ 5-d .. 

ation with o.. == ..• =a. =o :,a. > o it is clear that 
c.o 1 s+·t s~.2. 

ft d. 1-1 (t) = co ('YJ(;'f1,2.J .. J),whereas 
.:, k,'11 

is not nec€ssarily 

infinite for k ~ s • 

5. The case of nonsaturation 
In section 4 we proved that in the case of nonsaturation, 

i.e. if 

{5.1) 

and all X with I x1 I~ 1, ... ~ I x.,,. I~ 1 

f ( X) <ief ~ f ( X) 
K ·n ➔ c..o k,YI 

exists. 
According to Theorem 4.4 in this case the limits 

H ( t) d. e. f -ltwi I-I ( t. J 
K 'n ➔ CC k,'Yl 

for all real t and 

for Re°'~ o also exist and Y"'i,;- (o<) satisfies 
vO J _,,,t H 

~k (oi.) = C d k (t). 
o-

For ke;f1 3 ,, • .,r-] and /~\J~1" ... ,/X,,,J;a 1 we have from {J .. 1.2) 

{ 5 ~2) 

while (3.16) leads to 

(5.3) 

From (5.2) we conclude (for/\j~1, ... ,/Xr,)§1 and arbitrary U..j 
s at is f y i ng / U 1 / 7§ 1 J • • , j Uk. 1 J ~ 1 ) 

(5.4) ((X) = ~(U(k)X) 
I{ r ,\ ( 1- P x J) sP" (' ( 1 _ r-(u<:)xJJ) :I 

for X 4= 0 (and by analytic continuation for X "'" 0 as well) and 
k k 

also 

(5.5) 
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Formula (5,5) simplifies to 

r 

(5.6) ~ ((x) X;_ - ~ 0 ( 1- PX)) := J ( 0 r) ( p X - 1) . 
t1,('A{1-pX)) 
' 

To determine f ( X) W'6 introduce ... , ~ > defined 
k Jk:,1' K,i<:-1 

( for k E f 2 , ... , r} ) by 

(5.7) (,( - r.t.(\(1-
..., k, L l 

p. j ... 
. J I<: ,_J k 

for iE f1, .. ,k-1} • The <JK.:. are thus functions of XK, ... , r 

We shall prove (always ass~ming (5.1)): 

Lemma ~-1, Equations (5,7) have r every set of complex numbers 
r r 

xk, ... , xr J satisfying 2J. ~. X. < exactly one solu-

tion for '-Jg_ 1 ,. . > :)k,1<_ 1 , with / 

Proof: Consider the equation 

(5.8) 

By Rouche 1 s Theorem (see '.Pitchmarsh[1JJ, p. 116): Uifp():.Jand 

( (' d , q z) are analytic inside and on a closed contou~ _, an 

/ 9- ( ';(j / < / P( :t) / on C , th0n p(z) and p(X),. 9- ( z) \)~ye the s am~ n umb-e: 

of zeros01nside C 11 , takinff(Z)d.efz, f{Z) r_~,,\c~O-z-)J.~jx}~ 
and for C the circle { z/ ::-:: K /\. we have that 

7 (., 
r 

.,\ Lf ( .,\ _ :z _ 21 AX.) 
' ,. I<: .J J 

z ·-
Ii' - '1 

has exactly one zero 
k 

fixed set of complex numbers 

( X , . , X ) with / z ) < K .,\. 
I( I" I<; .., ~ 

If we now take 

r >i \ 
L- ),_ 

K (, 

/,... , satisfying 
,,\ 

r 

'--{ .. =: lf (-A-Z - 2I ,\ X) 
.., K". L L k k j J 

Equations (5.7) are solved and 

Ir' !1::1K,i.\<1 
because Re ( >, _ z _2]_ ), X. )>o and 

k K I I 
I l/, (o<) / < 1 for Re. o< > o" 

~ J _,, 

A second solution y leads to 
K, ~ _.,,. 

satisfies (5 .. 8) and /zk"/< 

l- K-1 
z* ~-). ,, 

k 1 L~~L. 

~- • But then 
where " z 

k 

and therefore 

for a 

Lemma 5.2 .. The solution 2'. of (5 .. 8) is an analytic function of 
I( 

the variables xi<> . ... > xr ,,.. r all XI(, ... ; X r- satisfying 

2~~ Re X. < ,.< A . 
k . k c 
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Remark (cf Bochner and Martin[/], p. 30). A function {(z1 , .. .,z.e) 
is ananalytic function of the l complex variables 

in a certain region, if in some neighbourhood .of 

:z,, . . ., zt . 
every point 

( ',) ',) ) 
:t.1 , ••• , ze of that region it is the sum of an absolutely 

',) ~ 

convergent powerseries in :t1 - z.1 , • • . , ze - .Zi' • 

Proof: Consider the point X ,, c , ... ., X :: c , with 
K K "" r 

r r 
2- .A. Re c. <::: ZI. .A. . By using theorem 9 from Bochner and 

k L - "-i k L 

Martin L / j , p. 39 ( for the special case k =- 1 in their notation); 

we prove that 'X." is analytic in the point ( c.k, ... ,, c."" ) • The 

theorem reads in our notation: 

If the function F (x.., Xk, ... ,Xr) is an analytic function of 

r_ k + 1 (complex) variables in the neighbourhood of the point 

(a., c. , ... , c ) , if F ( cL, c. ., ... ., c ) = o and if ° F * o for 
k r k Y' oz_ 

z = a., X = c. , ... ., X ::C then the equation 
K K I" r 

F ( z .. X , ... ~ X ) = o 
k ,-. 

has a unique solution 

zk'"' x.K(X1<:,···:,X"") 
equal to o. for Xk = c , .... X = c and analytic in the neighbourhood 

k , I"' I"' 

of the point ( c. , ... ., c ) • 
k" ,.. 

We take 

with x,Xk,·· ., XV' as (functionally) independent complex variables 

~his function is analytic in the neighbourhood of (a,,c , ... ,c ), 
I" k I' 

if Re a, + 21 1\. Re c. < .,\ • This holds in particular for a= 
k J J 

= z.i. (ck, .. . ,ct~, where Y.1,., is the only zero of F( z ~ X k, ... , )(,. ) with 

j zk ( < ~ ·\.: ( seel(_rroof r?f lemma 5 .1), because 
Re z +- 2L .,\_Rec..< E,,\_ -i- 2I .,\_I.I .. •,.,\ • Furthermore 

k k J J .., L K J~ 

F( Zic ( c.l{, . .. ,c.,.),c.",. --P,,)=o as zK satisfies (5.11) and 

I d F I = j -1 - ) :1 t d lfc I ~ 1 _ 21. 1 ~ . J-,1.: 1) > O _, 
o :t 1 <- () X --, '-/ '-

\r 

for z = a.., X =c. , ... ., X = c. , because 
k k /o I" 

r. 
~ 00 

I ~~fu/:)ft ~P{-t(,L:z._*~XJ)]dfttJJ~Jta~(t)=)-\ 
0 

and (5.1) holds. Therefore the equation (5~8) has a unique solu­

tion 7..k = z ( X ... ., ... ., X ) equal 
K " r-

. - - ., Xr = e...., which is analytic 

bourhood of ( ck", ... , e,., ) • 

to XI< (CK, ... .:, C"") for Xk ::: CK"~ 

(only this is new) in the neigh-

I" /"' 

Lemma 5.J. If we keep E. ,.\ Re X < 21). 
we have 

I( .:. i. k; ,: .> 

(5-9) for. 



Proof: Again we apply Rouch~ 1 s Theorem (see proof of lemma 5.1), 

this time with 

9. ( x) 

where£ is a (small) positive number. For C we take the circle 
K-1 r 

with radius c and centre K~ __ E.- • If we tDke 2I >.. X. 
r-1,; k ,...,. 

sufficiently close to JJ A.: , it turns out that / p( z) I= s 

and \ f ( z)/ < & for all points of C . Thus 
~-- 1 Y" 

b r '.t J + D r z; == -::. _ :;::~ >. . if. o _ z __ a >. . X1. ) 
r l.. 1 << nJ.., 

has a zero 

for / 7- / < 

6iven E >" 

inside C • As z is thu only zero of this function 
~ k 
L!::._. A . , the zero we have found must 

' i. 

be ·:z: , i.e. 
k 

we have proved 

and thus 
k - -r 

I 'l. k - ~!- ,\ ,: I < 2 [. 

,... I" 

if E ,X. ( X. _ 1) 
k l C 

is sufficien.tly ne.ar O., provided 2!:. X (Ro. .X. -"' .)<::: c 
k t,, ' . 

r 
R~~?r~. We al~o have Re ( ,,\ - L - 2I .A. X.) > {) . 

k k J j 

Lemma ....,..,,_.........,.,...........,t 
f) ( u l 

'lthn IT) X. ( X , ... ,, X ) for 
XK r K k' rr 

exists, if we keep 2.::...). Re X. < E ,\_.@ 
f) , k i c K c~ 

1:- E 1 OJ 11 ..• ,) o/n t~if JA/'"') < oo for every 
, 

and Yn ~ --, . 

for• every 

.sf1_, ... :,1"} 

Proof: ( -.Q,) z ( X , ... , X .. ) can be obtained by partial diffe ... 
OAK I< " ' 

rentiation of 
k-1 y, 

'.?'. = 2i ), 1/ ( .,\ _ z _ ll ) . X. ) 
K 1 l(.. k K JJ 

r, 
with respect to X :) for ,\ Re. X,. <. zki. .\, ./Ji and solving for 

;:i v ,, - - _"% 
<>~k. We obtain a fractionJ from which we find the higher par-

tiaf derivatives by ordinary partial differentiation, applying 

the chain rule and substituting for those derivatives already 
obtsined. REmembering that 1u<m)< oo implies that tfi. ( o<) is an 

" l-

m times oontinuously ·differenti le function for 0 ~ ~ o , 

which may be differentiated under the integralsign. that (5.1) 
holds and lemma 5.3, we can easily verify the statement of the 
lemma. 
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If 
Ir 

ror 2_ )._ ( X. _ t) ~ o, 
k " " 

we find 

(5.10) 

(5.11) 

( 5 .12) 

From {5 .6) 

'- e- )-t, ... ,. K--t} 

( 5 1113) )( k - If« (>. {-t - P ( LJ(I,:)' X ))) { ( u X) 
k J(I\), "' 

~ (). ( 1- f ('~ht<:>, X J)) 

__ tt X, - ~- (,\( 1 --P{'-J,k/,x)))~(y(k,"X)v{p(y0<)JX)-1)3Ca~) 
~ (,\(1-p(:foo'X))) 

and by using {5.4) we have 

.... -

XK - l/k (>. ( t - p{ IJO<>'X))) ( ( X) :, 

r.pf< ( ,\( 1 _ P x» 
ii Xi - ~ ( A { 1 - p ( ':I ( K )> X) )) ~ ( x) r ( p { !f ( Kj' X) - 1) 3 ( 0 r,) 
k+1 

~ (✓\{1-pX)) 

for all xj satisfying / XjJ;;; 1 for j # k and ) xk j < 1. 

We have 

only for 

x :; u ( xk ..... , x ) 
k ..lk+1,x +1 r 

and therefore the ~ ( X) can be obtained succes s1V~'li for oll 

X1 •... ->X,-. satisfying/X)~-t forj4=K and /,\j<1 (either , 

directly or else by analytic continuation) from {5.14), starting 

with +,,. ( X) if 9 (o"'J is known,.. We shall not try to obtain 

the fK ( X) explicitly, but UG€ (5.'14) in the sequel .. 

The constant 9 (or) is determined by the condition 

(5~15) 
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If we take X .. 1 
i. 

take \ ➔ 1 , we have 

tend to zero. It can 

for X =1-= 1 
k" 

in (5.14) for i4=k and., keeping /XKJ<1J 
from lemma 5.3. that both sides of (5.14) 

be seen, that X K -=1= 11; ( A ( 1- p ( !:J(K), /- 1 XK /'-k.))) 
, therefore, always keeping I XK j < 1 and 

using l ~.Hopitals I rule 

F.,_ { /) = t-m f ( 1 k--1 X /- 1
) = 

(5.16) " )(x ➔ 1 k 

or with 

(5.17) 

(5.18) 

Because 

(5.19) 

we finally have 

(5 .. 20) 

and 

(5.21) 

We thus proved 

L , {1) 

g(o.,,}== 1- 2f ,\·/\ . 

for 

Theorem 5 .1. The functions F ( X) satisfy the equations 
K 

(5,22) fK ( X) = lfk ( ~ (1- p X)) 

XK - tfk ( ,,\ ( i - P{!:J(k) XJ)) 
'..I 

. {-E f (t"- 1 X) x, -LP. 0<1 -Pf':!(K)X))) +(1-B). (f)){pt X'-1)} 
k-,1 c /.f.;(,\(1-p//-:xJ)) 1 ,;«, ~(~!,/ 

for I Xij:::1 {i*k) > /XK/< 1, Xk+ lf (X _. • .. ~X) 
JK➔ 1,k k+1' ,._ 

and all k e- { 1 > ••.• r} . 

\ 
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They can be obtained successively from these equations starting 
from K,,. v-. 

The derivation of (5.20) and (5,21) here given is unnecess~ 
arily long and complicated, but the same method leads us to the 
moments of the waiting time distribution as we shall now show, 

In section 4 we proved that in the nonsaturated case the 
~(X)are powerseries with non-negative coefficients, absolutely 

convergent for I x1 I~ 1., ... , I xr l S 1 and k E. f 1} .. ·,.J'] . If we diffe­
rentiate a function of this kind n times ( ~ e { 0,1, •.. J ) with 
respect to one of its arguments and take the limits (in any order) 

X1 -➔ 1, ... , X,. -'71 k,eEp1n13 l-\ /~ 1 for all i. e (1, .. )'} then e 1tnor 
the res~lting expression is finite and the powerseries for this 
derivative converges for/X1/~1, ... _./XrJ~1 or the limit is+-=. 
Moreover in all cases we have 

({)(j<1). 

From (5,22) we see, that 

( 5 .24) 

exists if ½ (,\(1-pX)) is ('n-1-1) -times differentiable with 

respect to Xk for jf f-1., ... .,""} and kEf1, ... , r} • This is 
certainly the case if the (-n1-1)st moments of all '£ ( x) ( ( E f 1, .. . ,rl) 
exist. If (as the only alternative) at least one of these moments 
is+oo, then we find from (5 .. 22) 

( 5 , 25) ~ (~ )'YI f ( X) = + co ( f X / c 1)' . 
x ➔ -1 oXK k' 

If we take X. =- 1 for i. =1= k in ( 5. 22), differentiate with 
~ 

respect to XK, then let \,➔ 1 and use (5.10)., (5.11) and (5.20) 
the result is 

(5.26) 
). l ( ➔ ) 

K _,µ-I<. + 
,.\ 

whilst we find in the same way from 
of (5.22) with respect to XK 

1A(1- } )\~~•)}{1- • >-,/«t)' 
the second partial derivative 
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( 5 .,27) 

3 ( ,.) 

~ ,-\,<; )i- V. 
+ 

I" 
, (1) )Z . /i_) 

.A- 6 --~ .,\, p-
Ky;,· 1 \~-+ 

V \ (I))( . ("'); J.(1 _ .:..i. -A.;~- 1 __ >· A, µ_, 
1 J.. (.,. 1 1,.,/ (_ 

+ 
2 A (-1 - £). µ")) 3( 1 - E_ .A. ,,_/ 1>)' 

1 '-/ '... -f t./ l ~ 

From (5.J) we have by differentiating with respect toXK 

(5 ,28) (} J. t . x ,, • (( 1J(tx, f if,{\ (1 x,~ 'l')A, { 1_ 

1 - ,.. 

F , Y-) ( ( ·r) 'f' } 
= I( ( 1 r \, ,rK + >. ,( c w K ., 

( 5~29) 

J)]) 
X =· 1 

K 

if r w and tw 1 are the first and second moment of the station--K --K 

ary waiting time distribution Hk(t) respectively. 

On combininc {5 .. 26 tJ> {5 ,.27) ~ {5,.28) . and (5~ 29~ ~'€ obta:lpt 

Theorem 5.2. The first and second moment of the stationary 
Ullilmllfill A; lllllllll!ll!I lilll 

waiting time distribution Hv. (t) , for 11 (; f-1, ... , v-} , are 
respectively 

(5.30) 

and 

(5 .. 34) 

+ 

'F' 1 
C, VJ 

-k 

Qur (5.30) is Cobham 1 s formula (3) (see[~]). 
The function 11,11( ( oi.) 

11 - :KI ~- 1 ~ 
can be found from (5.3)~ at least for 

( 5 ,l2) A~ (1, ... , -1, ·1- ,;t , 1, ... , i ) 



- 21 -

which, if c~mbined with (5.22), leads to 

(5.33) 

i(· :A, >I-

where '%. = () and z. ., (c,t.) "'" ,. 
1 It k" 

satisfies (5.8) forX=1-~ ,X"'1 
K ,,\k c 

{ '- ::;,. k anc1 k ~ J. ) i.e. 

( 5. 34) 

The ref or~ •. '.t'.'.x. £ o( J )..,s. exp lie ~.t]-;L ei!~e_q by 

. ~ (-!)) .. < 
( -1_,:::~.,\.,l/. o< t· _ 

1 , L 
.J 

.,. 
while 9/"(d-.) for kE-f2.J ... ,1~} cont2ins the :z:.;.,; 

As an illustration we give the following example: 

Take r" 2. ~ ~ ( x) c;: r2· { x) = 1 .. e.rcp ( _ x J .> then 
/-"· 

( 5.s.36} 

( 5 .,371 

( 5. 38) 

.> 

oi-/.(_ + 1 

1 _ )..,I: -. c,; .),-1- + °' ,,\ 1:.2 
1_). ,U+O(_M 

1/ / 

.> 

lf'J (ai-)"' (1_)/u)(_,\ 1+ z; _cx){{_,\1 _ 2'.~~+o1)_,.u + 1] ~ 
(>. l - °') { (,\ 1 - ')'.; + oi.) /U. + 1 J - ,,\ 

which leads to the following waiting time distributions ( t _;; D ) 

(5 .39) 

H1 (t)c. 1- ✓\_J-l+ >~(1- €/X,,p{- ~i(;~<f")tf)+ 

_ 1 A, (U,J-<) j~, j\ (2u v~-) 
0 0 2. u V >.1r 

where 11 ( x) is the modified Besselfunctien of the first 

ordBr and of the first kind. 
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The result (5,40) contradicts equation (27) as given by 

R .E, Cox [ f.i j .• 

6. The case of saturation 
If (5.1) is not satisfied) we can find a positive integers, 

o ~ S< r , such that 

(6.1) 
s c-1) ~A.µ_ < 1 
1 , / L 

5 ~ 1 ( 1) 

, 2-..':. A . /l. ~ 1 . 
1 C L 

In section 4 we stated already without proof, that 

( 6. 2) f ( X) d,J t.,.,r, f ( X) 
k" 11-+ ,;-,o K, YI 

exists for kEf 1, . .. , r-} and that 

(6.3) f ( X) := o 
K 

if at least one Xj satisfies /\j<1 for j e{St1., ... ,r}, 

As a consequence of (6.3), it cannot be true that 

(6.4) 

as the right hand side in (6.4) equals O and 

(6.5) 9 (tr).= 1. 

The functions ( (X) thus cannot be powerseries with positive 

coefficients and the met of section 4 cannot be applied. 

But if instead of Fk ( X) only fK ( X /- s) is considered., 

we can repeat the argument of section 5 with some alterations. 

From (5.2) and (6.3) we have at once 

(6,6) 
f 

for kE"{Stl,. 

If for 
. , r} and 

KE1·1, ... ~r~ 
.I 

F ( X) = o 
I, 

, for all 

one can prove thnt for · i,; E: f-r, ... , s+1} , f" ( X} again is a powerseries 
with non-negative coefficients, absolutely convergent for 

Ix,~ 1, ... , lX \ ".2: i and satisfying 
1 S S+ ·/ 

,)k f ( 1 r) = 1 . 
1 K 
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From (5.2) we have fork ef1,. "> s} and xs,1" ... "'xr= 1 

(6.8) XK /;_ ( X) == ~f {~ (oK- ➔ x/-s) _ ~ (ok x/-~)} 

and for k = S -1-- 1 

{6.9) 

From (6.8) and (6.9) 

(6.10) ){ f (X) = 2I {f (o'<- ➔ X 1r-s) _ r (oK X /-$>] ;-
K k 1 L '-

S+ 1 - { S s s S ~ S i\ 
+ 2I f (or) 10 (21:t _2J:). X.)-1.f. {HA.-21 ,\.X.) fl (JL\. (1_X.);. 

1 i'.. 1 5+1 i J II' J j 5+1 i J K+1 J J ~ 1 • • 

Equation (6.10) 1s th€ analosue of (5.2), while the analogue 
of {5.4) is (for fXcj:::: 1, i. c[1, ... , s} and 1uj1~1 > jEf1, ... ,k-1} 
and k E i 2 , ... , s} ) 

f ( X {-s) 

lfK ( ~ ( 1 - p{ X/''- ~)) 
and (5.3) can be written 

( 6 .12) 

for k E i 1, ... ) s} . Therefore the moments of the waiting time 

distribution can be found ns in section 5 for KE f 1, . .. ., s} • One 
obtains 

(6.13) 



(6.15) 

( 6 .16) 

which is Cobham 1 .s formula ( cf [ J_ J) . 
In addition one can prove,~that 

cw -., for k e. f 5+1, .. ,r]. 
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}( 6 {1, ... ·,s 
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