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1. Introduction

Before discussine the three-decision nroblem which is the
subject of this paver, we start by makine some ceneral remarks
about sequential analvsis with twvo decisions.

A sequential test of a hvnothesis HO consists of a set of rules
for makings one of the followine three decisions at each successive
stape of exmerimentation:

1. Accept H0

2. Peject HO

3. Continue the experiment bv makins an additional observation

(or observations).

(‘enerally one onlv considers seauential tests for which the
nrobabilitv that the nrocedure will eventuallv terminate is 1 and

hence that one ultimatelv takes decision 1 or 2.

llormallv one uses the sequential nrobabilitv ratio test for

testine a hynothesis Ho arainst an alternative hvpothesis H1.

. . 1 . eo .
For instance when we have a random variabhle 5_) with »nrobability

density function f(x3;0) (0 unknown) and we want to test

E: 056 acainst H, :020
o} o 1 1

on the basis of m successive independent observations Xqa¥XpseeesX

then we comnute:

)

D= f(x1;61) f(x2;61)..,f(xm;@1
Pom = f(X1 390) f(XQ;eo)'“f(Xm;eo)“
Now if:
B« n1m/p0m< A then we take additional observations
n " T
p?m/bomz accent "
p1m/nomS L " " accent Ho’
with:
A = ..1_:.8_
o
_ B
B = 1-a

1)

Stochastic variables will be distinecuished from numbers (e.g.

from values they take in an experiment) by underlinine their symbols.
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The test has the strensth (o,B) avproximately (A. WALD (1947}
p. 46) vhere a is the type I error and B is the type II error. The

interval (@0,01) is called the indifference zone.

If one wants to test a composite hypothesis of the form HO:

O~s6° against H :G>-Go the problem can be reduced to the former one

1
by choosing an indifference zone (@1,92) containine 6, and testing

0g 01 against 9302.

2. Sequential tests with three decisions

When one wishes to test

Ho: 0= OO acainst H1: 0 # 0,

one gets a three-decision problem. The three ultimate decisions are

now:
1. 0=0
o
2. 6 <0
o]
3. O>O°-

In this case one needs two-sided tests.

In chapter 10 of WALD's book "Sequential Analysis" some meneral
remarks about multi-valued decision problems are made; M. SOBEL and
A, WALD (1949) have developed a procedure to test the hynothesis: the
exvectation of a normal population with known standard deviation is
equal to a given number. For the case of testing an unknown varameter
v of a binomial distribution, an application with slieht modifications
of SOBTL and WALD's method has been given by J. DE BOER (1953).

The procedure is the following. For a two-sided test whether a
certain parameter © of a distribution function is equal to Oo, one
divides the real axis into three intervals by two points @é and Og

and sets up the following hyvothesis (Gés eos:eg):

. - . ] " . "
H1.G<OO H2. 9050 S@o H3. o> Oo

For the execution of the test two points @1 and @2 must be chosen
on both sides of Oé and two points 05 and ©) on both sides of eg,

satisfying the relations:



: ] "y .
91 <®0<02< e3< Oo<®h.

The intervals (61,02) and (ég,eh) are called the zones of

indifference, Of course it is possible to schoose 62 equal to eé

resp. 0, equal to @g.

3
Then .one performs two tvo-decision seauential tests of VALD,

namely:

10° arainst 02 0

. " " 1

T3h'

2

T.,: testing the hynothesis : 0O g @1
GSOB " ezeh.

To avoid the nossibility of conflictine decisions (T
©0<O0 and T
o} 3
the a's and B's for the two tests T1

12 decides:

L decides O>Oé), one has to set up some restrietions on
5 resm, T3h and on the values
chosen for 01, 02, 93 and @hn

The nrobabilitv of an incorrect decision is a function of 0y
its maximum over the whole interval of possible values of 0 (excenting
the indiffereﬁce zones) is called the true level of sirnificance ap

of the test.

3. A sequentisl distribution-free two-sample test with three

decisions.

F. "ILCOXON, L.J. RIODES and R.A. BRLDLEY (1963) have con=-
structed two sequential distribution-free two-sample tests with two
decisions. This is done by using LEHMAM's alternative hypothesis
H1:G(x) = Fk(x) for evaluating the probabilities of confiecurations
under the non-null hypothesis. This alternative has been chdsen in
order to simplifv the computation of the test; althourh it does not
on first sicht seanrealistic, the authors voint out that it may be
internreted as an anproximation of a translation (c¢f their table
5, P. T3).

Using their method one may construct the followine two=-sided
test with three decisions.

Let x and y be random variables with continuous cumulative
distribution functions F(x) resn. G(y). Then the cseneral null and

alternative hypothesis would be:
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HO: F(x) = ¢(x) Hi: c(x) = Fk(x) (k> 0,k # 1). (1)

In view of:

2% x <3 1= [Fly) a Fi(y) = 1—_1}1-
these hypotheses may be rewritten as:
Ho: D=3 H1= p# 3
which is equivalent to:
H : k=1 Ho: k #1 (2)

o} 1

or, in a form that is more convenient for our purvoses:

. ' R . '
H:k skgk! Ho:k<k Hy k>k! (3)

with: k < 1gk',
) )

One determines numbers k1, k2, k3 and kh’ satisfvine the follow-

ing inequalities:

k1<ko<k2<1<k3< k(')<kl+'

The choice is of course dependent on the pra¢tical problem and the
aprnlications. In pnractice one will usually try to choose a value of
k that corresponds roughly to a given translation. The intervals
(k1,k2) and (k3’kh) are the zones of indifference. That is to say:
if k e(k1,k2) it is for practical purposes irrelevant whether one

decides ksik1 or k;,kz. Similarly for k¢ (k3’kh)' It is possible to

choose some of the k's equal to ko resp. ké.

Then one performs (usual) sequential tests:

T12: testing the hypothesis k:gk1 acainst k> k2
. 7" " 1" n
T3h' k $k3 k> kh'

If the gth group of observa*tions consists of the (samnle) values:

i beine ranked with the

X X oo X
Taa? T2, 2T,
sets of ranks r s T
Tym
ively, onc evaluates:

and yl,#’ yg,:,.,.,v

. 5 S, _seesyS respect-

2 295 nee

-’ﬁ,...,rf and s

.97 1.3""
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Tl s Py LMo - Siscinda) (%)
g g% P[s],q,sg’ﬁ,...,sn,p /m,n,kb] s

where P[s1 2355 aeeesS. /m,n,k] is the probability, egiven m,n
9" 9" 9" -

and k, that the y-sample has the gziven ranks Sy 59Sp LseeesS, e
L -9f *9

One can prove that:

F(s% ¢+jk-j)r(s44 )

n -
",oeu,sn,ﬁ /m,n’k] = — ,__]:[ .(sr:. l‘_:_)_ (5)

P[s m+n) j . . _+3k=3)T(s,
n “"“‘T SR- : J b

S

-
.»_J'

1,7

2,
(ef (3) p. 62).

To carry out T ne determines after G steps:

12 °
o
= I X, (k2,k1),

P12 7 g= (6)

and one concludes either:

k < ko if Pis < B or

k > ko - if Pip > A,

or one takes a next group of observations if B < p12 <A .

To carry out T ) one determines:

3

G

and concludes either:

k < k! if »., < B or
o 4
k > ké if D3y, > Al
or one takes a next sroup of observations if B' < th < A',

The test is then as follows. One continuous to take observations
as long as either test T12 or test T3h has not lead to a conclusion.
As soon as both tests have lead to conclusions, the test is ended and

one gets the following decisions:
1« k<k 1if T gives the decision k< k¥ and T rives k< k!
o) 12 : o 3k o

2. k> k! if T.. gives the decision k> k and T_, gives k >k!
o o 3L o

12

. s . . . . '
3. ko sksko if T12 rives the decision k> ko and ’1'3)4 gives kg ko‘
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aturally one must choose «a,B,a',B' and k kb in such

1 9k2 $k3 L
a way that it is irpossible to decide k< ko according to T12, and
k>k' accordineg to T, .

o 34

Hence we assume that:

or

1-8 1-8' . B 8"

Then the followine relation is sufficient. For every G and n and

every set of ranks s1’1,°,.,sn,p.

'(s. +jk. -3
(SJ,g %2 ?)

n 1
G (k23 shy Tlsyyy tiky-d) 7
1 _ /
g=1 k1. n r(s +ik, =1) 4
I LA
J_1 F( J+1,F-’;+Jk1_J)
s. +ik, =]
n D055 b i)
¢ (R)" Sl
H + 13 - 7
Ay kg n I (s RSN 3)
M TG R
i+l,2 773

Ve shall find sufficient conditions for this ineaquality. These
conditions are in reneral also necessarv. A sufficient condition

for the above inecuality to hold is:

I'(s. +jk.-i (s, +jk,-1)
(Jsgbz ) (Ja‘:‘;J)‘f’~ . .
Eg T'(sj +Jk2—1) S, Ky F(SJ+1 +Jk —J) (j=1,2,.4.,n and
k, F(sj F+Jk =7) 7 X F(s +Jk -1) 2=1,2,4..,G). (10)
9> >
Flsspq, gt ikymd) F(s7+1’g Jk -J)
Let w assume that: s. = s. + 1 (nossible values for 1 are

J+1,e J».e
1,2,000,m+1), then we set after cancellations:
k (s. +1-1+jk

_1)(sj,g+l-2+3k1—?).....(si +Jk1—J)

...g ( J!g 10)( ) ( m,,** ) >
k s. +1-1+jk.-)(s. +1-2+jk.=3)eeceesls. +ik, .-
1 1,8 %2 T Js8 IKp™ Jsg "2 J
k +1"1+k=— . +l-2+1 - )OQOIC +.1 —.
_B.,(sl, Jkg w)(sJ, Jks- (s]’g ?13 3) . (1
k3 (s. b+l 1+th-1)(s],g+l 2+Jk J).,...(s +th-3)




e can also write this as:

k (k1+€1)(k1+62)°.,a(k1+el) k), (k3+e1)(k3+62).,..(k3+el)

2
k (k2+e1)(k2+ eooelk +el) 7 k. (kh+€1)(kh+€2)'°°‘(kh+€l)

(12)

1 2 2 3
with:
e def s. + i=1-j
io= —iigg——-——- >0 (i=1,2,...,1). (13)
k1 k3
It is easy to prove that — > o implies?
2 Y
k1 + € k3 + €;
2 (i=1,2,000,1)% (1)
2 i L i
because we may vrite:
i) * 5l g W TS e o)
9 ,0..’ L]
1+ ei/f(2 1 + ei/kh
k k
Hovever,the factors = and i— in (11) make it in seneral
k1 1k3 3
impossible to choose +— > =
= k2 kh

But if one chooses:

1 .}{_2 - 1_{E.
k,] k3
- Rt
2| 1 B Q 1 BF
o a
B B!
3. 1-a < 1-=a' °

it is certain that one cannot decide accordines to T12 k< ko
before one has decided accordine to T3h that kg ké , and similarly
one cannot dccide accordins to T3h k> ké before one has decided

accordine to T,,. that k> k .
12 o

k., Proverties of the sequential test with three decisions.

This test terminates with nrobability one, because both
tests T12
(1987) ». 157).

and T3h terminate with »nrobability one (¢f A. walD
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Py +D, _
G U - mn
in B g 2 in A
3. mn(pe—p15 < p21 52 < mn(pz-p1) then we take

a next group of observations,

Since we do not know the variance o2 of Ugwe may at first take

two samples of sizes m_ resp. n to estimate the variance. Then
U(mo,n )
————20 is an unbiased estimate D of the true p and

m n
[ole]

mn {(m-1) 32+ (n -1) ?2 + 5, (1-p)} (19)

2

is an estimate of o2, with:

, def 1 ~12 %o 5 2k0(1-13) 2
8275 [ {F() = 148}2 aF ()= 5 - o (1-9)% (20)
1 o o
k A
2 dgf o} -3 2 = 1 - 2p a2
72 %88 [ {F °(¢) - 8}2 ar(¢) Tl I (21)

To make a test with three decisions, one can use SOBEL &nd WALD's

method.



p Dlajtiti) (k) N
N TR ko Tepried) (sg) g
koo F(sj+jk1-=.j) (m+n> F(sj+1+5k-j) (sj) ’
j£1 F(sj+1+jk1—j) n ,

where the summation is extended over all possible conficurations.

A second important characteristic is the avarage samnle number
function ASN(k). In this case it sives the expected number of groups
required by the test.

To get a rough sketch of the ASM-function, one can use the
following approximations:

k <k, then ASY (k) = ASN12(k)
" " ~—
k >k, = ASNBh(k)

vhere ASN12(k) and ASNBh(k) are the ASN-function of the tests Tis

and T3LL respectively. In (kg’k3) ASN(k) nossesses a local minimum.
If one wants to use the approvriate formulae in A. yarp (1947)

p. 53 and p. 176, one also needs L12(k) and L3h(k)'

If one should be able to evaluate L12(k) and L3h(k)’ it would also

be possible to use some results of M. “0BTL and A. /LD (1949) ». 513 rr,

5. MNormal approximation.

For simplification, when we use small zones of indifference
and large samples, it may be convenient to use the normal apnroximation.
Then we get for the usual sequential test (HO: r>sDo, H,:p> po)
th

1
the following decision rules (Ug is the Vilcoxon statistic of the g

TTOUP; Py and P, are chosen on both sides of po):
D,+p
-1 72
¢ U, -mn 2 in A
1. Z — 5 > ey then: p3>po
g=1 o} 2 1
¢ U P17
- = gy
e ) B
2. ) 2 § in F thon: pgo
=1 o2 mn(n_-n_) ©

2 1
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P1 +p

in B ¢ Ug - o0 —5—;2' 1n A
3. mn(p2-p15 < FZ1 52 < mn(pg-p1) then we take

a next group of observations.

Since we do not know the variance 02 of Ugwe may at first take

two samples of sizes m_ resv. ng to estimate the variance. Then
U(mo,n )
———L0_ is an unbiased estimate B of the true p and

mn
(ol e/

mn {(m-1) $2+ (n -1) % + B, (1-8)} (19)

is an estimate of 02, with:

1 k k 2k (1-9)

g2 9ef [ {7(e) - 148}% ar ()= k:+2 - kzﬂ +(1-8)2 (20)
1 k -

g2 def [ (F °(t) - $}2 aF(t) = =— 2D 4 p2 (21)

2k +1 ~ k +1
(o] [e]

To make a test with three decisions, one can use SOBEL &nd WALD's

method.

T
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