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ABSTRACT

By means of generalized generating functions (functionals) and generalized matrices, a linear operator $C_{(A)}$ in a space of measurable functions on a given set $E$ (containing e.g. all bounded ones) is introduced, depending on the subset $A$ where absorption takes place. An interpretation, previously given, of the auxiliary variables and functions as probabilities, e.g. of the non-accurreme of some "catastrophe", appears to be useful for this type of problems also. It is proved that $C_{(A)}$ is a pro-jection-operator and that for $A_{1}>A_{2} \quad C_{\left(A_{1}\right)}$ and $C_{\left(A_{2}\right)}$ are commutable and that their product equals $C_{\left(A_{2}\right)}$. This identity contains as a special case an identity recently obtained in an Amsterdam Ph.D.-thesis by J.H.B.Kemperman. Moreover A.Wald's fundamental identity is generalized and it is shown that the characteristic function of a distribution can be considered as a special case of an eigenvalue in a generalized sense, where the eigenfunction (in the special case an exponential function) needs only proportional to its transform by the linear operator outside the absorbing set $A$. Finally some theorems on lonps in the path of a wandering point and some similar results are obtained by derivation of the generating functional with regard to the function on which it depends.

The purely mathematical theory of generalized matrix-multiplication is developed in the Appendix. In particular, sufficient conditions for the associativity are given, in cases also where the matrices are not bounded. Moreover the Appendix contains a generalization of a process by "independent increases", for the case of a set on which (under some conditions) a transitive group operates. I owe several remarks which improved the text to Mr J.J.de Iongh, who assisted me in drawing up the final version of this paper.

1. The Method of Collective Marks.

According to A.Kolmogoroff a probability field is defined as a set $\pi$ on which a countably [1] additive set function (defined, $\geqq 0$ and $\leqq 1$ for all subsets $\Lambda$ of $\Pi /$ belonging to a $\sigma$-field $\sigma_{\pi}$, which contains $\pi$ and each of its elements) is given. Denoting the set function by $P$ the value it takes on a set $\Lambda$ by $P_{\Lambda} \quad$ (instead of $P(\Lambda)$ ), we have

$$
\begin{align*}
& 0 \leqq P_{\Lambda} \leqq 1=P_{\pi}  \tag{1.1}\\
& P_{\Lambda}=\sum_{i}^{\infty} P_{\Lambda_{n}}, \text { if } \Lambda=\bigcup_{1}^{\infty} \Lambda_{n} \text { and } \Lambda_{m} \cap \Lambda_{n}=0 \text { for } m \neq n \tag{1.2}
\end{align*}
$$

In many problems of probability theory we have to do with several countably additive set functions, all defined on a single set $\pi$, i.e., $P$ may vary over another set $\Omega$, usually called
[1] These countably additive set functions, defined by the condition 1.2 are also sometimes referred to as totally additive absolutely additive, completely additive or $\sigma$-additive set functions.
the "set of admissible hypotheses" or "parameter space". Then for any $\theta \in \Omega$ we have a $P$, denoted by $P^{\theta}$ taking on $\Lambda$ the value $P_{\Lambda}^{\theta}$. If $\pi$ is a countable (i.e. finite or denumerable) set, we have $P_{\Lambda}^{\theta}=\sum_{\lambda \in \Lambda} P_{\lambda}^{\theta}$, and if both $\Pi$ and $\Omega$ are finite sets, $P_{\Lambda}^{\theta}$ is determined by the ordinary rectangular matrix of the numbers $P_{\lambda}{ }_{\lambda}$, with $\lambda \in \Pi$. For this reason we call the system of values $P_{\Omega}^{\theta}$ with $\theta \in \Omega$, $\Lambda \in \sigma_{\pi}$, subject to the condition of countable additivity with respect to $\Lambda$ a (generalized) matrix. Some of the fundamental properties of these matrices will be considered under somewhat more general conditions in an Appendix to this paper ( $\S \S 7$ and 8) . [2] .

Generalizing an idea of Laplace, according to which a system of probabilities $p_{n}(n=0.1,2, \ldots)$ is represented by its "generating function"

$$
\begin{equation*}
\varepsilon(z) \stackrel{d f}{=} \sum_{0}^{\infty} p_{n} z^{n}, \tag{1.3}
\end{equation*}
$$

$z$ being an auxiliary variable, it was found to be useful (Cf. D.van Dantzig 1940), to represent a probability field $P_{\Lambda}$ by the corresponding functional of an auxiliary function $\mathbb{U}$, defined on $\pi$. Assuming this function to be $\sigma_{\pi}$-measurable and the integral 1.4 to exist, and denoting the value, which $\mathbb{U}$ takes in a point $\lambda \in \Pi$, by $\mathcal{U}^{\lambda}$ (instead of the customary $\mathcal{U}(\lambda)$ ), the corresponding functional may be written as

$$
\begin{equation*}
C(U) \stackrel{\alpha f}{=} \int P_{\alpha \lambda} U^{\lambda} \tag{1.4}
\end{equation*}
$$

[2] The notation used in the Appendix ( $P_{X}^{x}$ instead of $P_{\Lambda}^{\theta}$ ) is slightly different from the notation in this paragraph, but conforms to the use in § 2 .

If $C(\mathcal{U})$ is known for a sufficiently large class of functions $\mathcal{U}$, it determines $P$. In the simplest case, when it is known for all bounded $\sigma_{\pi}$-measurable $\mathcal{U}^{\lambda}$, we have

$$
\begin{equation*}
P_{\Lambda}=C\left(/_{\Lambda}\right) \tag{1.5}
\end{equation*}
$$

where $/ \mathcal{A}(/=$ iota $)$ denotes the characteristic function of the set $\Lambda$, defined by

$$
I_{\Lambda}^{\lambda} \stackrel{\alpha f}{=} \begin{cases}1 & \text { if } \lambda \in \Lambda  \tag{1.6}\\ 0 & \text { if not }\end{cases}
$$

(Cf. D.van Dantzig, 1935). In the more general case, when $P$ varies over a set $\Omega$, we can also introduce an auxiliary countably additive set function $F$ on a $\sigma$-field $\sigma_{\Omega}$ of subsets of $\Omega$, assuming $P_{\Lambda}^{\theta}$ for any fixed $\Lambda$ to be $\sigma_{\Omega}$-measurable, and define the corresponding functional

$$
\begin{equation*}
C(F, U) \stackrel{\alpha f}{=} \int F_{d \theta} \int P_{d \lambda}^{\theta} \cdot U^{\lambda} \tag{1.7}
\end{equation*}
$$

These functionals were introduced in my Amsterdam lectures in 1947 and in a lecture given at Lyon in 1948 (published 1949); and some applications of the method were given there. The auxiliary functions were called "marks", their functional the "collective mark". It will be found useful to use a notation and terminology, introduced on another occasion (1935), viz. to call point functions and countably additive set-functions (subject to certain hardly restrictive conditions specified in the Appendix, functions of the first and the second kind respectively, and to denote systematically the arguments (points) of the former ones
by lower case letters written as upper suffixes, and those (sets) of the latter nnes by capitals, written as lower suffixes, except that in the case where an integration is performed the limits of "small" or "elementary" sets are represented by the symbol denoting the corresponding variable point, preceded by the letter $d$, instead of a capital letter.

Previous applications showed that the application of the method was often considerably facilitated, if the auxiliary and collective variables, functions and functionals were interpreted as probabilities, whilst restricting their range temporarily to the real interval $(0,1)$. So in 1.7 we might restrict $F_{\Theta}\left(\Theta \in \sigma_{\Omega}\right)$ to $0 \leqq F_{\Theta} \leqq 1=F_{R}$, and interpret $F_{\Theta}$ as the probability that, by means of some random mechanism a $\theta \in \Theta$ were chosen. Also, assuming $0 \leqq U^{\lambda} \leqq 1$, we might consider an auxiliary event $\mathcal{E}$ (which has nothing to do with the probability problem under consideration) and assume that whenever the latter results in a $\lambda \in \pi$, a random mechanism, depending on $\lambda$, determines with a probability 1- $\mathcal{U}^{\lambda}$ against $\mathcal{U}^{\lambda}$, whether or not $\mathcal{E}$ happens. Then $C(F, \mathcal{U})$ is the tetal probability that $\mathcal{E}$ does not happen. It is essential, that the random mechanisms remain (at least partly) indetermined, so as to guarantee variability of $F$ and $U$ over sufficiently large sets of functions. Roughly speaking, the wider the class of functions over which $F$ and $U$ may vary, the larger the class of problems for which their introduction is useful. The interpretation of an auxiliary $F$ as a probability distribution is due to J.von Neumann (1928) and was extensively used in his and O.Morgenstern's Theory of Games and Economic Behavior, (1947), and in A.Wald's Statistical Decision Functions, (1950). Functions
of the first kind, however, whenever they occur in these places, are usually given an economic interpretation as "gains" or "Iosses". This, doubtless, has the advantage that they may vary over all real numbers, not requiring restriction to the interval $(0,1)$, but the disadvantage, that products and powers of gains or losses have no obvious interpretation, whereas products of probabilities may readily be interpreted as probabilities.

For the same reason $C$ and $\mathcal{U}^{x}$ have been interpreted as the total and conditional probabilities that an event $\mathcal{E}$ does not (instead of does) occur. We shall call this event $\&$ a "catastrophe". The terminological advantage of taking occumences of non $\mathcal{E}$ instead of $\mathcal{E}$ lies in the fact that a conjunction of several non-occumences of $\mathcal{E}$ can be described as a (total) nonccumence of $\varepsilon$, whereas a conjunction of several occurrences of $\mathcal{E}$ cannot be described so simply as an accurrence. Anyhow, the interpretation of the auxiliary quantities is not of primary importance, and moreover, nothing prevents us, so far as no convergence difficulties occur, to apply the probabilistic terminology to negative or complex quantities also, in the same way as it is done with the geometric terminology. (Cf. Bartlett, (1944)). It is the purpose of the present paper to derive some results concerning stochastic processes by means of this method.

## 2. Stochastic Processes.

We consider random variables, i.e. functions on $\pi$, the "values" of which are elements $x, y, z, \ldots$ of an arbitrary set $E$. Random variables (or random events) will be denoted by dropping
the argument $\lambda \in \pi$ and underlining the function symbol, e.g. $\underline{x}$, $\underline{y}$. $\underline{x}_{n}$,etc. [3]. Again we assume that on the set $E$ and on its direct product sets (ExE, Ex ExE, ...) $\sigma$-fields of subsets $\sigma_{E}, \sigma_{E^{2}}, \sigma_{E^{3}}, \ldots$ are given (more general conditions are considered in the appendix § 7). [4].

We shall define a stochastic process (discrete in time) as a sequence of random variables $x_{0}, x_{1}, \underline{x}_{2}, \ldots$ in $E$, such that the conditional probability distribution of each of them, the preceding ones being given, exists:

$$
\begin{equation*}
P_{(n)}^{x_{0}, \ldots, x_{n-1}} X^{=P\left[\underline{x}_{n} \in X \mid \underline{x}_{0}=x_{0}, \ldots, \underline{x}_{n-1}=x_{n-1}\right], ~} \tag{2.1}
\end{equation*}
$$

where $x_{0}, \ldots, x_{n-1}$ are arbitrary elements of $E$ and $X$ is an element of $\sigma_{E}$. These probability distributions will be assumed to be $\sigma_{E^{n}}$-measurable (in $x_{0}, \ldots, x_{n-1}$ ) and countably additive in $X$ and to satisfy the relations

$$
\begin{equation*}
0 \leqq P_{(n)}^{x_{0}}, \ldots, x_{n-1} \leqq 1=P_{(n)}^{x_{0}, \ldots, x_{n-1}} E \tag{2.2}
\end{equation*}
$$

The common probability distribution of $\underline{x}_{1}, \ldots, \underline{x}_{n}$ is given by

$$
\begin{equation*}
P_{x_{0}, \ldots, x_{n}}^{(n)}=P\left[\underline{x}_{0} \in X_{0}, \ldots, x_{n} \in x_{n}\right] \tag{2.3}
\end{equation*}
$$

[3] Random variables often are denoted by capital letters. This
rarely is done consistently, capitals being used for other
purposes also, and some random variables being denoted by
other symbols. Our system of notation saves a whole alphabe
(capital letters) for other purposes.
[4] In order to obtain a definition of the probability distri-
bution on $E$ we have to restrict the random variables to
those functions on $\pi$ which are $\sigma_{E}-\sigma_{\pi}$-measurable, i.e.
for which the originals of $\sigma_{E}-$ sets are always $\sigma_{\pi}$-sets.

We restrict ourselves to the case, where it is countably additive, not only in each $\chi_{k}$ separately, but also in the $X_{k}$ together, hence on $\sigma_{E_{n+1}}$. Assuming moreover that the multiple integral equals the result of successive integrations, it is then related to 2.1 by the recurrent relation for $n \geqq 1$.

$$
p_{x_{0}, \ldots, x_{n}}=\int_{x_{0}} \ldots \int_{x_{n-1}} p^{(n-1)} d x_{0}, \ldots, d x_{n-1} P_{(n)}^{x_{0}, \ldots, x_{n-1}} x_{n} \cdot(2.4)
$$

Descriptively we shall refer to the sequence of random variables as to a "random walk" in $E$, or a point, "wandering" or "Jumping" through or over $E$, to the elements $x \in E$ as to the "states" or "places" in which it may be, and to $P_{(n)}^{x_{0}, \ldots, x_{n, t}} x^{\text {as }}$ to the "transition probability" from a point having "passed through" $x_{0}, \ldots, x_{n}$, successively to any state in $X$. The sequence of states $x_{0}, x_{1}, \ldots$ through which the wandering point passes will be called its path, the sequence $x_{0}, \ldots, x_{n}$ its $n^{\text {th }}$ path-segment, the transition from $x_{n-2}$ to $x_{n}$ the $n$th step (or jump).

A stcchastic precess is a (simple) Markoff process, if the transition-probabilities for $n \geqq 1$ depend on the last state only, through which the wandering point has passed:

$$
\begin{equation*}
P_{(n)}^{x_{0}, \ldots, x_{n-1}} x=P_{(n)}^{x_{n-1}} \quad(n \geqq 1) \tag{2.5}
\end{equation*}
$$

$P_{(n)}$ is called the transition-matrix of the $n^{\text {th }}$ transition; $P_{(n)} x^{x}$ is the probability that the wandering point, if $x$ is its $(n-1)^{\text {th }}$ state, (i.e. $\underline{x}_{n-1}=x$ ) will jump into an element of $X$ (i.e. $\underline{x}_{n} \in X$ ). The probability, under condition $x_{n-1}=x$, that $\underline{x}_{n+1} \in X$ is $\int P_{(n)}^{x} d_{y}^{P} P_{n+1)}^{y}$, for which we shall write, using the matrix notation discussed in greater detail in the Appendix definition 8,37, $\left(P_{(n)} P_{(n+1)}\right)_{x}^{x}$. Generally we have for $n \geqq 1$

$$
\begin{equation*}
P\left[x_{n-1+k} \in X / \underline{x}_{n-1}=x\right]=\left(P_{(n)} \ldots P_{\left(m_{-1+k}\right)}\right)_{X}^{x} \tag{2.6}
\end{equation*}
$$

the matrix-multiplication being associative. (Cf. Appendix §8, lemma 5).

The Markoff process is stationary, if all transition-matrices $P_{(n)}$ are equal to one and the same matrix $P$ :

$$
\begin{equation*}
P_{(n) x}^{x}=P_{X}^{x} \quad(n \geqq 1) \tag{2.7}
\end{equation*}
$$

The matrix defined by 2.6 then simply is the $k^{\text {th }}$ power $P^{*}$ of $P$, independent of $n$. The asymptotic properties of general stationary Markoff processes have been studied in an excellent paper by W.Doblin (1940).

An important special case is the one in which $E$ is the set of all real numbers, and in which the Markoff process is invariant under translation, i.e.

$$
\begin{equation*}
P_{(m)}^{x+v} x=P_{m} x^{x} \tag{2,8}
\end{equation*}
$$

for all real numbers $v$. Putting $p_{n}=P_{m}^{0} X$ we have then

$$
\begin{equation*}
P_{(n)}^{x} X^{x}=P_{(n)} \dot{X}_{-x}=\rho_{m} X_{-x}=\int p_{(n)} \alpha_{0} I_{x}^{x+v} . \tag{2.9}
\end{equation*}
$$

Such a process is sometimes called a "process by independent increases" (i.i.-process), as the coordinate of the ( $n+1$ ) st state is the sum of ( $n+r$ ) independent stochastic variables:

$$
\begin{equation*}
\underline{x}_{n}=\underline{x}_{0}+\underline{v}_{1}+\cdots+\underline{v}_{n}, \tag{2.10}
\end{equation*}
$$

$\underline{v}_{k}$ being distributed according to $p_{(k)} x$; we might prefer the term "invariant process".

More generally we may consider the case, where $E$ is an $r$-dimensional Euclidean space. Then, defining an invariant process by 2.8, where now $x$ and $v$ are vectors in $r$ dimensions, 2.9 remains valid. The same is true in the still more general case, where $E$ is an arbitrary Abelian group, additively written, $x$ and $v$ now being group-elements.

The case where $E$ is a non-abelian group can be considered as a specialization of the still more general case, where a group of transformations of $E$ into itself exists, which is transitive over $E$, and under which $P$ is invariant (Cf. Appendix, § 9).
3. The Collective Matrix of a Stationary Markoff Process in an Absorbing Medium.

We consider a stationary Markoff process in a set $E$, determined by the transition matrix $P_{x}^{x}$. We assume that the wandering point starts from a given state $x$, that whenever it is in a state $y$, there is a probability $A^{y}$ that the process will not be continued (we say then that the wandering point is "absorbed" in $y)$, in which case there is a probability $1-\mathcal{U}^{y}$ that the catastrophe $\mathcal{E}$ will occur; and a probability $B^{y}=1-A^{y}$ that it will be continued, in which case there is a probability $t-T^{y}$ that $\mathcal{E}$ will occur.

Instead of the total probability $C$ that $\mathcal{E}$ will not happen we introduce the conditional probability $C^{x}$ that the wandering point, if starting at $x$, will be absorbed eventually without a catastrophe having happened.

It is easy to compute $C^{x}$. The point being in $x$, it is either absorbed at once (probability $A^{x}$ ), in which case non- $\mathcal{E}$ has probability $\mathscr{K}^{x}$, or not, (probability $\mathcal{B}^{x}$ ) in which case the probability of non- $\mathcal{E}$ is $T^{x}$. But then it jumps to some point $y$ (transition-probability $P_{d y}^{x}$ if $d y$ represents a "small set" containing $y$, namely a set on which the variation of the integrand is small), and then the probability of eventual absorption without $\mathcal{E}$ is $C^{y}$. Hence

$$
\begin{equation*}
C^{x}=A^{x} U^{x}+B^{x} T^{x} \int P_{d y}^{x} C^{y} \tag{3.1}
\end{equation*}
$$

In order to obtain an expression for the solution of this equation we introduce the "collective matrix" $C_{X}^{x}$, which denotes the probability that a point, starting in $x$, will eventually be absorbed somewhere in $X$, without a catastrophe having happened. The equation for $C_{X}^{x}$ corresponding to 3.1 is now

$$
C_{X}^{x}=A^{x} U^{x} /_{X}^{x}+B^{x} T^{x} \int p_{d y}^{x} C_{X}^{y}
$$

If we make the assumption that a catastrophe can only happen (with probability $1-T^{x}$ ) in a state where the point is not $a b-$ sorbed, we have to substitute $U^{x}=1$, and the equation for $C_{X}^{x}$ is specialized to

$$
\begin{equation*}
C_{X}^{x}=A^{x} /_{X}^{x}+B^{x} T^{x} \int P_{d y}^{x} C_{X}^{y} \tag{3.2}
\end{equation*}
$$

The total $C^{x}$ (for general $\mathcal{U}^{x}$ ) can now be expressed in this specialized $C_{X}^{x}$ by

$$
\begin{equation*}
C^{x}=C^{x}(U)=\int C_{d y}^{x} U^{y} \tag{3.3}
\end{equation*}
$$

We consider in particular the case where the local absorptionprobabilities $A^{x}$ have only the values 0 or 1 . If then $A$ is the set of all $x$ with $A^{x}=1, B$ its complement, we have

$$
\begin{equation*}
A^{x}=/_{A}^{x}, \quad B^{x}=/_{B}^{x} . \tag{3.4}
\end{equation*}
$$

Substitution of 3.4 into 3.3 gives in accordance with the definitions of the diagonal matrices

$$
\begin{align*}
& \left(/_{A}\right)_{X}^{x} \stackrel{d f}{=} /_{A n X}^{x}=/_{A}^{x} \cdot /_{X}^{x}  \tag{8.7}\\
& \left(/_{B}\right)_{X}^{x} \stackrel{d f}{=} /_{B \cap X}^{x}=/_{B}^{x} \cdot /_{X}^{x} \\
& (T)_{X}^{x} \stackrel{d f}{=} T^{x} /_{X}^{x} \tag{8.8}
\end{align*}
$$

and of matrix multiplication

$$
\begin{equation*}
(Q P)_{X}^{2} \stackrel{\alpha f}{=} \int_{E} Q_{d y}^{z} P_{x}^{y} \tag{8.37}
\end{equation*}
$$

considered in greater detail in the Appendix $§ 8$, the equation

$$
C_{X}^{x}=\left(I_{A}\right)_{X}^{x}+\left(I_{B} T P C\right)_{X}^{x}
$$

or in matrix notation

$$
\begin{equation*}
C=I_{A}+I_{B} T P C \tag{3.5}
\end{equation*}
$$

Multiplying both members of 3.5 from the left by $/_{A}$ and $/_{\mathcal{B}}$ and noting that $/_{A} /_{B}=/_{B} /_{A}=O_{,} /_{A} /_{A}=/_{A}, /_{B} /_{B}=/_{B}$, we obtain the important and often used identities

$$
\begin{equation*}
/_{A} C=I_{A}, \quad I_{B} C=/_{B} T P C \tag{3.6}
\end{equation*}
$$

From 3.5 we obtain by induction

$$
\begin{equation*}
C=\sum_{0}^{N-1}\left(/ /_{B} T P\right)^{n} /_{A}+\left(/_{B} T P\right)^{N} C . \tag{3.7}
\end{equation*}
$$

Now, assuming first $/ / T \|=\operatorname{Sup}_{x \in E} T^{x}<1$, then by 8.42 of the Appendix

$$
\begin{equation*}
\left\|\left(l_{B} T P\right)^{N} C\right\| \leqq\left\|l_{B} T P\right\|^{N}\|C\| \leqq\|T\|^{N} \tag{3.8}
\end{equation*}
$$

as $/ / /_{B} / /=1 \quad$ (unless $B=0$, which trivial case we exclude), $\| P / /=1$ and $\|C\| \leq 1, C_{X}^{x}$ being a probability distribution. Hence the second term in the right member of 3.7 tends to zero, and

$$
\begin{equation*}
C=\sum_{0}^{\infty}\left(I_{B} T P\right)^{n} I_{A}, \tag{3.9}
\end{equation*}
$$

where the series converges if $\| T / /<1$. We know, however, only that $\| T / / \leqq 1$. If we replace $T^{x}$ in 3.9 by $\theta T^{x}$, $\theta$ being a real number, the series in the right member is convergent for $0 \leqq \theta<1$, hence an analytic function of $\theta$. As all its terms are $\geqq 0$ and its value, being a probability, remains $\leqq 1$, hence bounded for $0 \leqq \theta<1$, the series remains convergent for $\theta=1$ also, and its value remains $\leqq 1$. Hence 3.9 holds not only for $/ / T / /<1$, but also for $\| T / /=1$. We may then drop (if necessary) the interpretation of the $\mathcal{T}^{x}$ as probabilities, and replace them by arbitrary complex values. Then $C$ becomes a (complex) analytic functional of $T$, defined (at least) for $\|T\| \leqq 1$.

For $\| T / /<1$ we can write because of 8.50

$$
\begin{equation*}
C=\left(1-I_{B} T P\right)^{-1} / A \tag{3.10}
\end{equation*}
$$

Multiplying both members of 3.9 from the right with $/ A$ we obtain the identity

$$
\begin{equation*}
C I_{A}=C, \tag{3.11}
\end{equation*}
$$

which expresses the fact that absorption occurs in $A$ only, i.e. that

$$
\begin{equation*}
C_{X}^{x}=C_{A \cap X}^{x} \tag{3.12}
\end{equation*}
$$

For $T^{x}=1$ (i.e. if no catastrophe occurs at all) 3.9 implies the total probability of a point, starting at $x$, being absorbed eventually somewhere in $X$. For the special case where $E$ is the set of natural numbers, so that $P_{X}^{x}=\sum_{y \in x} P_{y}^{x}$, where

$$
P_{y}^{x}=\left\{\begin{array}{lll}
p & \text { if } & y=x+1  \tag{3.13}\\
1-P & \text { if } & y=x-1
\end{array}\right.
$$

and $=0$ in all other cases, and where $B=\{x \in E / 0<x<a+b\}, C_{y}^{x}$ with $T^{x}=1$ for $y=x-a$ and $y=x+b$ solves the classical problem of the Ruin of the Gamblers. In fact, 3.9 is essentially equivalent with Abraham de Moivre's classical solution. For $T^{x}=T=$ constant we obtain the generating function belonging to the problem of Duration of Play. The generalization which was used in Wald's and Barnard's original theory of Sequential Analysis is obtained if in 3.13 the conditions are replaced by $y=x+\beta$ and $y=x-\alpha$ respectively, $\alpha$ and $\beta$ being natural numbers, whereas $\mathcal{T}^{x}=T$. In particular the generating function used by Barnard corresponds to the case $\alpha=1, \beta>1$. More general cases were studied by
D.Blackwell and M.A.Girshick, G.Blom, M.A.Girshick and J.H.B.Kemperman. The latter considered the general 1.i. stochastic process in a Euclidean $n$-dimensional space, and studied in greater detail the case where $E$ is the set of all integers and $P_{y}^{x}=p_{y-x}$ arbitrary (but, of course, $\geqq 0$ with $\sum_{-\infty}^{+\infty} p_{x}=1$ ). Also the case that a wandering point will come somewhere in a set $A_{1}$ without having been in a set $A_{2}$ before, is contained in our general formula, by taking $A=A_{1} \cup A_{2}, X=A_{1}$. Some applications of the use of non-constant $7^{x}$ will be given in section 6 .

## 4. Two Absorbing Regions.

We shall now establish a relation between the collective matrix belonging to an absorbing region $A_{1}$, with the one belonging to a second absorbing region $A_{2}$, contained in $A_{1}$. We may think of two kinds of wandering particles, those of the first kind being absorbed in $A_{1}$, those of the second kind in $A_{2}$ only. We shall denote these two collective matrices by $C_{\left(A_{1}\right)}$ and $C_{\left(A_{2}\right)}$ respectively, and we shall prove:
Theorem I. If $A_{1} \supset A_{2}$, then

$$
\begin{equation*}
C_{\left(A_{1}\right)} C_{\left(A_{2}\right)}=C_{\left(A_{2}\right)}=C_{\left(A_{2}\right)} C_{\left(A_{1}\right)} \tag{4.1}
\end{equation*}
$$

We remark that the theorem applies if $A_{1}=A_{2}$, and then states that $C$ is idempotent (a "projection-operator"). The equation 4.1 suggests an analogy between the matrices $C_{(A)}$ and spectral operators. These matrices however are not additive in the sets $A$. Proof: The second equality in 4.1 is trivial. It makes use of the fact only that by 3.11

$$
\begin{equation*}
C_{\left(A_{2}\right)}=C_{\left(A_{2}\right)} / A_{2}, \tag{4.2}
\end{equation*}
$$

and that by 3.5 and 3.6

$$
\begin{equation*}
C_{(A,)}=I_{A,}+I_{B,} C_{(A,)} \tag{4.3}
\end{equation*}
$$

Now the definition of matrix multiplication 8.37 implies for the diagonal matrices $/ X$ and $/ y$

$$
\begin{equation*}
f_{x} f_{y}=f_{x \rightarrow y} \tag{4.4}
\end{equation*}
$$

hence, as $A_{2} \subset A_{1}$ and therefore $B_{1} \subset B_{2}, A_{1} \cap B_{1}=A_{2} \cap B_{2}=O_{\text {, }}$ $A, \cup B_{1}=A_{2} \cup B_{2}=E, \quad A_{2} \cap B,=0, A, \cup B_{2}=E$

$$
\begin{equation*}
/_{A_{3}} /_{A_{2}}=/_{A_{2}} /_{A_{1}}=I_{A_{2}} \tag{4.5}
\end{equation*}
$$

$$
\begin{equation*}
/_{B_{1}} / \mathcal{B}_{2}=/_{B_{2}} / B_{1}=/_{B_{1}} \tag{4.6}
\end{equation*}
$$

$$
\begin{equation*}
/_{A_{2}} / B_{1}=/_{B_{1}} / A_{A_{2}}=0 \tag{4.7}
\end{equation*}
$$

$$
\begin{equation*}
/_{A_{1}} J_{B_{2}}=/_{B_{2}} /_{A_{1}}=/_{A_{1}}-J_{A_{2}}=I_{B_{2}}-I_{B_{1}} \tag{4.8}
\end{equation*}
$$

From $4.2,4.3,4.5,4.7$ we obtain at once

$$
\begin{aligned}
C_{\left(A_{2}\right)} C_{\left(A_{1}\right)} & =C_{\left(A_{2}\right)} /_{A_{2}} / A_{1}+C_{\left(A_{2}\right)}\left(/_{A_{2}} / B_{1}\right) C_{\left(A_{1}\right)}= \\
& =C_{\left(A_{2}\right)} / A_{2}+0=C_{\left(A_{2}\right)}
\end{aligned}
$$

For the first part of the equation 4.1 we shall give two proofs. The second proof, which is purely algebraic like the previous one, will be given later and in a slightly generalized form so that it yields simultaneously another result.

The first proof is based on the probabilistic interpretation of $C_{\left(A_{1}\right)}$ and $C_{\left(A_{2}\right)}$.
$C_{\left(A_{2}\right) x} \quad$ is the probability of the following event $\mathcal{A}:$ a point, starting in $x$, arrives ultimately in $A_{2} \cap X$ without a catastrophe having happened and is absorbed there. Now consider the region $D \stackrel{d f}{=} A_{1} \cap B_{2}$, i.e. the part between $A_{1}$ and $A_{2}$. If $\mathcal{A}$ happens, then the wandering point may efther have or have not passed through a point of $D$. The two cases being exclusive and exhausting, $C_{\left(A_{2}\right)} \stackrel{x}{x}$ is the sum of the corresponding probabilities. In the first case the probability is the same as if the larger region $A_{1}$ had been the absorbing one, and it being required that the point be absorbed, not only in $X$, but in $A_{2} \cap X$. Hence its probability is $C_{\left(A_{1}\right) A_{2} \cap X}=\left(C_{\left(A_{1}\right)} /_{A_{2}}\right)_{X}^{x}$. In the second case there is a point $y \in D$, where the wandering point comes for the first time in $D$. The probability that it will arrive in any "small set" $d y$ is the probability of being absorbed there if $A_{1}$ had been the absorbing region, i.e. $\left(C_{\left(A_{1}\right)}\right)_{d y}^{x}$. This must be multiplied with the probability that the point goes from $y$ to a point in $X \cap A_{2}, A_{2}$ being the absorbing region (always without a catastrophe), i.e., $C_{\left(A_{2}\right)} \mathscr{x}$, and integrated over $y$. Together we obtain

$$
\begin{equation*}
C_{\left(A_{2}\right) x}=C_{\left(A_{1}\right) A_{2} n}^{x}+\int_{D} C_{\left(A_{1}\right) d y}^{x} C_{\left(A_{2}\right) x^{y}}, \tag{4.9}
\end{equation*}
$$

or in matrix-notation

$$
\begin{equation*}
C_{\left(A_{2}\right)}=C_{\left(A_{1}\right)} / A_{2}+C_{\left(A_{7}\right)} / D C_{\left(A_{2}\right)} . \tag{4.10}
\end{equation*}
$$

But $I_{D}=I_{B_{2}}-I_{B_{1}}, C_{\left(A_{1}\right)} /_{B_{1}}=C_{\left(A_{1}\right)} /_{A_{1}} /_{B_{1}}=0$, hence
$C_{\left(A_{2}\right)}=C_{\left(A_{1}\right)}\left(I_{A_{2}}+I_{B_{2}} C_{\left(A_{2}\right)}\right)=C_{\left(A_{1}\right)} C_{\left(A_{2}\right)}$ by the identity analogous with 4.3. Hence the theorem has been proved.

Before giving the second proof we consider a very special case. Let $E$ be the set of all integers. The integrations can then (and generally if $E$ is countable) be replaced by summations and we know the matrices and functions of the second kind if we know their values for the one element sets $X$ only. Let $B_{2}$ be the interval $-a<x<b$, and $B$, the interval $-\alpha<x<6$, where $-\alpha<-\alpha<0<b(\alpha, b$ and $\alpha$ are positive integers). Further we take $x=0$ and $X$ the set with the one element $-l$, with - $l \leqq-a \quad(l$ integer $)$. Let further the process be invariant, so that $P_{y}^{x}=P_{y+k}^{x+k}=p_{y-x}$ for all integers $x, y$ and $k$. Then 4.9 becomes with $y=-\dot{\alpha}$ :

$$
\begin{equation*}
\left.C_{\left(A_{2}\right)-i}=C_{\left(A_{1}\right)-i}+\sum_{\alpha}^{\alpha-1} C_{\left(A_{1}\right)-j}^{0} C_{\left(A_{2}\right.}^{\dot{\alpha}}+j\right)-\ell+j \tag{4.11}
\end{equation*}
$$

where

$$
A_{2}+j=E n s\left\{x+j / x \in A_{2}\right\} .
$$

With a different notation and $T^{x}=$ constant this relation was found by J.H.B.Kemperman in his Amsterdam Ph.D.-thesis (p. 71). By means of $\left.4.10 C_{\left(A_{2}\right)}\right) x$ can be found for $a l l x$ and $X$ if the matrix $C_{\left(A_{1}\right)}$ is completely known, and $C_{\left(A_{2}\right)} x^{x}$ for $x \in D$ only. By iteration like in section 3 , however, we can express $C_{\left(A_{2}\right)}$ complete-

It by $C_{(A,)}$.
As

$$
C_{\left(A_{1}\right)} /_{D} C_{\left(A_{2}\right)}=C_{\left(A_{1}\right) / B_{2}} C_{\left(A_{2}\right)}=C_{\left(A_{1}\right)} /_{B_{2}} T P C_{\left(A_{2}\right)}
$$

by 3.6, 4.10 is equivalent with

$$
\begin{equation*}
C_{\left(A_{2}\right)}=C_{\left(A_{1}\right) / A_{2}}+C_{\left(A_{1}\right) / D} T_{P} C_{\left(A_{2}\right)} . \tag{4.12}
\end{equation*}
$$

By means of the same iteration process as used before, this yields

$$
\begin{equation*}
C_{\left(A_{2}\right)}=C_{\left(A_{1}\right)} \sum_{0}^{\infty}\left(I_{D} T P C_{\left(A_{1}\right)}\right)^{n} /_{A_{2}}, \tag{4.13}
\end{equation*}
$$

or, by 8.50 if $/ / T / /<7:$

$$
\begin{equation*}
C_{\left(A_{2}\right)}=C_{\left(A_{1}\right)}\left(1-I_{D} T P C_{\left(A_{1}\right)}\right)^{-1} /_{A_{2}} \tag{4.14}
\end{equation*}
$$

For the special case $A_{1}=E$ hence $B_{1}=0, D=B_{2}, C_{\left(A_{1}\right)}=1$, this leads back to 3.10.

The solution 4.14 is particularly simple if $D$ consists of one point $\alpha$ only. Denoting the middle factor in the last member of 4.14 by $1+Q$, we have thus

$$
\begin{equation*}
\left(1-1 \alpha T P C_{\left(A_{r}\right)}\right)(1+Q)=1 \tag{4.15}
\end{equation*}
$$

or

$$
\begin{equation*}
Q=1_{\alpha} T P C_{(A,)}+1_{\alpha} T P C_{(A,)} Q, \tag{4.16}
\end{equation*}
$$

showing that $Q_{x}^{x}$ vanishes unless $x=\alpha$, in which case ie.

$$
Q_{X}^{\alpha}=T^{\alpha}\left(P C_{\left(A_{1}\right)}\right)_{X}^{\alpha}+T^{\alpha}\left(P C_{\left(A_{1}\right)}\right)_{\alpha}^{\alpha} Q_{X}^{\alpha},
$$

$$
\begin{equation*}
Q_{X}^{\alpha}=T^{\alpha}\left\{1-T^{\alpha}\left(P C_{\left(A_{1}\right)}\right)_{\alpha}^{\alpha}\right\}^{-1}\left(P C_{\left(A_{\lambda}\right)}\right)_{X}^{\alpha} . \tag{4.17}
\end{equation*}
$$

The solution 4.14 then becomes

$$
\begin{equation*}
C_{\left.\left(A_{2}\right)\right)_{X}^{x}}=C_{\left.\left(A_{1}\right) A_{A_{2}}\right) X}^{x}+C_{\left(A_{1}\right) \alpha}^{x} Q_{A_{2} n X}^{\alpha} . \tag{4.18}
\end{equation*}
$$

If $E$ is countable, 4.17 and 4.18 give a recursive method for computing successively the $C_{\left(A_{n}\right)}$ if we take $B_{0}=0$ (whence $\left.C_{\left(A_{0}\right)}=/\right)$, and add successively one element each time to $B_{n}$.

We assume, for simplification of the notation, that the elements $x, y, x, \ldots$ of $E$ are the integers $1,2,3, \ldots$ themselves, in the order in which they are taken into $B$, so that $B_{n} \equiv\{1, \ldots, n\}$, $A_{n}=\{n+1, n+2, \ldots\}$ and abbreviate $C_{\left(A_{n}\right)}$ by $C_{n}$. Moreover we remark that for $y \geqq n$

$$
\left(P C_{n-1}\right)_{y}^{n}=\sum_{1}^{\infty} P_{z}^{n}\left(C_{n-1}\right)_{y}^{z}=\sum_{r}^{n-1} P_{z}^{n}\left(C_{n-1}\right)_{y}^{z}+P_{y}^{n}
$$

as $\left(C_{n-1}\right)_{y}^{x}=0$ if $x \geqq n$ unless $x=y$. The recursive relation then becomes $\left(C_{n}\right)_{y}^{x}=0$ if $y \leqq n$ and

$$
\begin{equation*}
\left(C_{n}\right)_{y}^{x}=\left(C_{n-1}\right)_{y}^{x} \pm\left(C_{n-1}\right)_{n}^{x}\left\{1-T^{n} P_{n}^{n}-T^{n} \sum_{p}^{n-1} P_{z}^{n}\left(C_{n-1}\right)_{n}^{z}\right\}^{-1} T^{n}\left\{P_{y}^{n}+\sum_{i}^{n-1} P_{z}^{n}\left(C_{n-1}\right)_{y}^{z}\right\}, \tag{4.19}
\end{equation*}
$$

if $y \geqq n+1$,
where we remind that $\left(C_{n-1}\right)_{y}^{x}$ and $\left(C_{n}\right)_{y}^{x}$ are functions of the infinite number of independent variables $T^{\prime}, T^{2}, T^{3}, \ldots$ (the superfixes are not exponents!)

## 5. Second Proof and Wald's Fundamental Identity.

The second proof of the first equation of 4.1 can be given in several ways, and consists just in verifying $4.1,4.10$ or 4.12 by means of $3.5,3.9$ or 3.10 , applied to $C_{\left(A_{1}\right)}$ and $C_{\left(A_{2}\right)}$. We choose the following form. For 3.5 we can write $/-C=I_{B}-I_{B} T P C$ or

$$
\begin{equation*}
I_{B}(1-T P)=\left(1-1_{B} T P\right)(1-C), \tag{5.1}
\end{equation*}
$$

or if $/ / T / /<7$,

$$
\begin{equation*}
1-C=(1-1 B T P)^{-1} / B(1-\top P) . \tag{5.2}
\end{equation*}
$$

Hence, if we multiply both members from the right with any bounded matrix $D$, we find that

$$
\begin{equation*}
C D=D \tag{5.3}
\end{equation*}
$$

if $D$ satisfies the identity

$$
\begin{equation*}
I_{B}(1-T P) D=0 . \tag{5.4}
\end{equation*}
$$

Now taking like before $C=C_{\left(A_{1}\right)}, B=B, D=C_{\left(A_{2}\right)}, 5.4$ is satisfied. For, by $3.6 /_{B_{2}} C_{\left(A_{2}\right)}=/_{B_{2}} T P C_{\left(A_{2}\right)}$ if hoth members are multiplied from the left with $/_{B_{1}}, 4.6$ proves 5.4 . Hence 5.3 , i.e. the first part of 4.1 is true.

The identities 5.1, 5.2 lead to other interesting results. As the set $\mathcal{X}$ on which $D_{X}^{x}$ depends is irrelevant as long as $D$ enters into the equations as a last (right hand) factor only, we can just as well replace it by a function $f^{x}$ of the first kind. Then formally our previous result $5.3,5.4$ becomes: $f^{x}$ satisfies the equation

$$
\begin{equation*}
\int C_{\alpha y}^{x} f^{y}=f^{x} \tag{5.5}
\end{equation*}
$$

(i.e. $f$ is an eigenfunction $O f(C$ belonging to the eigenvalue 1 ), if $\quad l_{B}^{x} f^{x}=l_{B}^{x} T^{x} \int p_{a y}^{x} f^{y}$
i.e. if

$$
\begin{equation*}
f^{x}=T^{x}(P f)^{x} \text { for } x \in B \tag{5.6}
\end{equation*}
$$

On the other hand, if 5.5 is satisfied, 5.2 shows that also 5.6 holds. The result that 5.5 is implied by 5.6 is valid if $f$ is bounded, and the series occuring implicitly in $C$ and in the right hand member of 5.2 are uniformly convergent. For this it is sufficient that $/ /\left\|_{B} T P A_{B}\right\|<1$, i.e. that $/ T^{x} /<\left(P_{B}^{x}\right)^{-1}$ for every $x$ in $B$, or, more generally, that $/\left(f_{B} T P_{B}\right)^{n} / /<1$ for some $n$.

In the most important application, howevers $f$ is not bounded, and then associativity has to be ascertained in another way, say by the conditions of Lemma 4 (Appendix $\S 8$ ). We have then: Theorem 2. If a $f_{0}^{x} \geqq 0$ and a $T_{0}^{x} \geqslant 0$ exist such that $/ / P_{0} \|^{B}<\infty$, that

$$
\begin{equation*}
f_{0}^{x} \geqq T_{0}^{x}\left(P f_{0}\right)^{x} \quad \text { if } x \in B \tag{5.7}
\end{equation*}
$$

and that

$$
\begin{equation*}
\left\|i_{B} T_{0} P /_{B}\right\|=\left\|l_{B} T_{0} P_{B}\right\|=\left\|T_{C} P_{B}\right\|^{B} \leqq 1, \tag{5.8}
\end{equation*}
$$

then for all $T^{x}$ and $f^{x}$ with $/ f^{x} / \leqq c f_{0}^{x}$ and with $/ T^{x} / \leqq \theta T_{0}^{x}$ for all $x \in B$ with $0 \leqq \theta<1, c$ being a constants the equations 5.5 and 5.6 are equivalent. [5]

Proof: We have by s.\& for $n \geqq 1: / /\left(/_{B} T_{0} P\right)^{n} / / / \leqq 1$,

$$
\left\|\sum_{0}^{\infty}\left(l_{B} / T / P\right)^{n}\right\| \leqq 1+\left\|\sum_{0}^{n_{n}}\left(l_{B} / T / P\right)^{n} / B / T / P\right\| \leqq
$$

5 Cf. J.H.B.Kemperman, theorem 1 and 2 (p. 13, 14) for the case, where $E$ is the real axis, the process invariant (but not necessarily stationary and $A$ a half-line.

$$
\leqq 1+\sum_{0}^{\infty} \theta^{n+1} / / I_{B} T_{0} P / B /\left\|^{n}\right\| I_{B} T_{0} P\left\|\leqq 1+\theta(1-\theta)^{-1} / / I_{B} T_{0} P\right\|,
$$

so that $C$ and the right member of 5.2 exist absolutely, and are, moreover, bounded. Hence, with $R \stackrel{\alpha f}{=} \sum_{0}^{\infty}\left(l_{B} / T / P\right)^{n}, R$ is bounded and $\geqq 0$, and $(R / f /)^{x}$ exists for all $x$ as it is

$$
\begin{aligned}
& \leqq\left(\sum_{0}^{\infty}\left(I_{B} / T / P\right)^{n} \mid G /\right)^{x} \leqq c f_{0}^{x}+c \theta \sum_{0}^{\infty} \theta^{n}\left(I_{B} T_{0} P /_{B}\right)^{n}\left(I_{B} T_{0} P\right) f_{0}^{x} \leqq \\
& \leqq c_{0} f_{0}^{x}+c \theta(1-\theta)^{-1} / / I_{B} T_{0} P / / G_{0}^{x} .
\end{aligned}
$$

In the same way $(R / T / P / f /)^{x}$ exists, hence also $(R / /-T P / / \mathcal{L})^{x}$, and, similarly $(C \mathcal{G})^{x}$. Hence the conditions of Lemma 4 (Appendix § 8) with $E=E^{\prime}, R_{y}^{x}$ instead of $F_{Y}$ (for any fixed $x$ ), / $(/, T P$ ) instead of $P$, are satisfied and we have

$$
f-C f=(1-C) f=\left\{R I_{B}(1-T P)\right\} f=\left\{R I_{B}(1-T P) \mathcal{G}\right\}=0
$$

if 5.6 holds. The transition from 5.5 to 5.6 is similar and even simpler.

We now shall apply this result to the case of an i.i. process. We take $f^{x}$ to be of the form

$$
\begin{align*}
\mathcal{F}^{x} & =e^{P x}  \tag{5.9}\\
\text { and } T^{x} & =T=\text { constant }
\end{align*}
$$

and Tbeing real or complex numbers.
Then with (cf 2.8)

$$
\begin{equation*}
P_{x}^{x}=\int p_{d v} \prime_{x}^{x+v} \tag{5.10}
\end{equation*}
$$

we have

$$
\begin{equation*}
(P f)^{x}=\int p_{\alpha v} f^{x+v}=\int p_{\alpha v} e^{\xi(x+v)}=\varphi(\xi) f^{x} \tag{5.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\varphi(\xi) \stackrel{\alpha f}{=} \int \rho_{\alpha_{v}} e^{\underline{\varphi} v} \tag{5.12}
\end{equation*}
$$

is the characteristic function of the distribution function. The interchange of the integrations is certainly allowed if the integrals in 5.11 converge absolutely, i.e. if 5.12 converges absolutely, i.e., if $\varphi($ Reg $)$ exists. Hence we have proved Theorem 3. For each $\xi$ for which $\varphi(R e \xi)$ exists, $f^{x}=e^{\xi x}$ is an eigenfunction of the i.i. matrix $P$, satisfying 5.10, belonging to the eigenvalue $\varphi\left(\frac{\rho}{5}\right)$.

Substitution of 5.9, 5.11 into 5.6 shows that the latter equation is satisfied if and only if

$$
\begin{equation*}
T \varphi(\xi)=T \tag{5.13}
\end{equation*}
$$

(as soon as $B$ is not empty), and then holds for allx $\in E$ (not only $\in B$ ).

In order to apply theorem 2 we choose $f_{0}^{x}=e^{\xi_{0} x}$, צo being real and such that $P f_{0}$, hence $\varphi\left(\xi_{0}\right)$ exists, and $T_{0}^{x}=T_{0}=$ const., real, $>0$, and $\leqq\left(/ / P_{B} / /^{B}\right)^{-1}$. The last condition, hence 5.8 , is always satisfied if $T_{0} \leqq 1$. Condition 5.7 (with equality sign) is satisfied if

$$
\begin{equation*}
T_{0} \varphi\left(\xi_{0}\right) \leqq 1 \tag{5.14}
\end{equation*}
$$

Further we take a $T$ and $\xi$ satisfying 5.13 with $/ T / T_{0}^{-1}=\theta<1$, and such that $\left(\xi_{0}-\operatorname{Re\xi }\right) x \geqq-\ln c$ for all $x$ in $B$. Then, writing

$$
\begin{equation*}
C=\sum_{0}^{\infty} T^{n} C_{(n)}, \tag{5.15}
\end{equation*}
$$

so that $C_{(n)} X^{x}$ is the probability of absorption in $X$ following the $n$-th step, we have

$$
\begin{equation*}
\left(f^{-1} C f\right)^{x}=e^{-\xi x} \sum_{0}^{\infty} T^{n} \int C_{(n) d y} e^{\xi y}, \tag{5.16}
\end{equation*}
$$

and we find that 5.13 entails, for $x=0$, the left member of 5.16 being equal to 1 :

$$
\begin{equation*}
\sum_{1}^{\infty} \varphi(\xi)^{-n} \int C_{(n)} \alpha_{y} e^{\xi y}=1 \tag{5.17}
\end{equation*}
$$

The identity 5.17 is known as Wald's Fundamental Identity. We have seen that it is a special case of the identity $C \mathcal{F}=\mathcal{F}$, which holds for all $\mathcal{F}$, satisfying $f=T P f$ on $B$ under the conditions of theorem 2.

A partial generalization for arbitrary stochastic processes is considered in the Appendix ( § 10).

## 6. The Problem of Loops

We consider a stationary process without absorption. As, however, we want to consider properties of initial segments of given length $n$ of the path, we have to admit discontinuation of the process at any moment. We start therefore with the expression 3.1 and substitute

$$
\begin{equation*}
B^{x}=B=\text { const. }, A^{x}=1-B \tag{6.1}
\end{equation*}
$$

where $B$ is an auxiliary variable. Moreover, we take $U^{x}=T^{x}$ and $a$ fixed initial point $x=\alpha$. We obtain

$$
\begin{equation*}
C^{a}=\sum_{0}^{\infty} B^{n}(1-B)\left((T P)^{n} T\right)^{a} \tag{6.2}
\end{equation*}
$$

so that not $C^{a}$ but $C a /(/-B)$ is the generating function with $B$ as variable.

For some applications of the theory of Markoff and other stochastic processes, e.g. in the chemical statistics of longchain molecules (cf.e.g. G.King 1948, 1949, E.W.Montroll, 1950, Ch.M.Tchen, 1951, J.J.Hermans, M.S.Klamkin and R.Ullman, 1952 and. the literature quoted there) it may be of some use to have methods by which
the occurrence of "loops" in the path, i.e. of returns of the wandering point to a state where it has been before, can be studied. Without going into these applications and without prejudging its workability or its ability to yield non-trivial results in practically important cases, we shall outline sich a method here, which in any case might give a line of attack of this and similar problems, and is apt to be generalized for adaptation to other problems.

Evidently the probability of coincidence of $\underline{x}_{k}$ and $\underline{x}_{l}$ for $k \neq l$ is zero if the $\underline{x}_{k}$ have continuous distributions. In order to avoid irrelevant complications we shall assume, that these distributions are purely discontinuous, i.e. $E$ is an enumerable set. In some of the applications mentioned $E$ is such a set, namely a point-lattice (e.g. a tetrahedral lattice) in space. According to Appendix 8.1 the transition-matrix $P_{X}^{x}$ then is completely determined by the ordinary (infinite) matrix $P_{y}^{x}$ $(x \in E, y \in E)$, and the integrals like $\int_{\alpha x} f^{x}$ pass into (in general infinite) sums $\sum F_{x} f^{x}$.
$C^{a}$ now is an analytic function of an enumerable infinity of variables $T^{x}$, i.e. of a vector in a infinitely dimensional space. The partial derivatives of a function of the $T^{x}$ with respect to these variables can be considered as the components of another vector, the gradient. We shall denote the differentiation-operator by $\nabla$ with

$$
\begin{equation*}
\nabla_{x}=\frac{\partial}{\partial T^{x}} \tag{6.3}
\end{equation*}
$$

The suffix is written as a lower one because $1^{\circ}$ in vector-analysis the derivatives with respect to a contravariant vector form a co-
variant vector, $2^{\circ}$ the generalization of 6.3 to non-enumerable $E$ will be found to lead to functions of the second kind.

If

$$
\begin{equation*}
C=\sum_{0}^{\infty} p_{n} T^{n} \tag{6.4}
\end{equation*}
$$

is an ordinary generating function ( $T^{n}$ being here the $n$-th power of $T$ ) of the probabilities $p_{n}=P[n=n]$ of the values taken by a random variable $\cap$, the successive derivatives of $C$ with respect to $T$ give for $T=T$ the successive factorial moments:

$$
\begin{align*}
& {\left[C_{T=1}\right]^{\prime}=1}  \tag{6.5}\\
& {\left[\frac{d C}{d T}\right]_{T=1}=\sum n p_{n}=\varepsilon_{n}}  \tag{6.6}\\
& {\left[\frac{d^{2} C}{d T}\right]_{T=1}=\sum n^{\prime 2} p_{n}=\varepsilon_{n} n^{\prime 2}} \tag{6.7}
\end{align*}
$$

where $\mathcal{E}$ is the expectation-symbol, whereas

$$
\begin{equation*}
x^{\prime k} \stackrel{d f}{=} x(x-1) \cdots(x-k+1) \tag{6.8}
\end{equation*}
$$

denotes the $k-t h$ "factorial power" of $x$.
By writing out the implicit matrix-summations in 6.2 we get an infinite sequence of terms, each of which is the probability of a definite path of length $n$, multiplied by $T^{x_{0}} \ldots T^{x_{n}} B^{n}(1-B)$. If the path passes $k$ times through the state $x$, application of $\nabla_{x}$ and subsequent substitution of $T=1$ gives $k$ times the probabiIIty of the path. Hence, if $n_{x}$ denotes the number of times a path passes through $x$, we have

$$
\begin{equation*}
\left[\nabla_{x} C a\right]_{T=1}=\xi_{n_{x}} \tag{6.9}
\end{equation*}
$$

In the same way we find

$$
\left[\nabla_{y} \nabla_{x} C^{a}\right]_{T=1}=\varepsilon_{n_{y} n_{x}}-\varepsilon_{n_{y}} \delta_{y x}= \begin{cases}\varepsilon_{n_{x}}^{\prime 2} & \text { if } y=x  \tag{6.10}\\ \varepsilon_{n_{y} n_{x}} & \text { if } y \neq x\end{cases}
$$

etc.
It follows that

$$
\begin{equation*}
\sum_{x \in E}\left[\frac{1}{2} \nabla_{x} \nabla_{x} C^{\alpha}\right]_{T=1}=\frac{1}{2} \varepsilon_{x \in E} n_{x}^{\prime 2} . \tag{6.11}
\end{equation*}
$$

Now if $n_{x}=0$ or $\Omega_{x}=1$, then $n_{x}^{12}=0$; if $\square_{x}=2$, i.e. if $x$ is a double point of the path, then $\frac{1}{2} \cap_{x}^{\prime 2}=1$. Hence 6.11 gives the expectation of the number of double-points in a path, a êriple-, quadruple-, $k$-uple point being counted, as usual in algebraic geometry, as $3,6, \frac{1}{2} k(k-1)$ double-points. Hence, we have proved Theorem 6: If $D$ denotes the random variable which on each path equals the number of double-points or loops, counted in the aforesaid manner, we have

$$
\begin{equation*}
\varepsilon \underline{D}=\left[\frac{1}{2} 口 C^{\alpha}\right]_{T=1} \tag{6.12}
\end{equation*}
$$

where $\square$ denotes the generalized Iaplacian operator

$$
\begin{equation*}
\square \stackrel{d f}{=} \sum_{x \in E}\left(\nabla_{x}\right)^{2}=\sum_{x \in E}\left(\frac{\partial}{\partial T^{x}}\right)^{2} . \tag{6.13}
\end{equation*}
$$

Similar relations, of course, hold for the number of triple.points, etc.

In the derivation of 6.12 we used.the fact only that $C^{a}$ is a power series in the $T^{x}$, but not its special form 6.2. Hence the result holds for arbitrary non-stationary and also non-Markovian processes also. In the special case 6.2 the left members of $6.9,6.10$ and 6.11 are easily computed. In fact, we have
$\nabla_{x}\left((T P)^{n} T\right)=\sum_{i}^{n}(T P)^{m} / x(P T)^{n-m}$
$\nabla_{y} \nabla_{x}\left((T P)^{n} T\right)=\sum_{k+l+m, n}^{k+l^{m}}(T P)^{k} / y P(T P)^{\ell-1} / x(P T)^{m}+\sum_{k+C+m=n}^{\sqrt{k, m}}(T P)^{k} / x P(T P)^{l-1} / y(P T)^{m}$.
Hence we obtain
$\left[\frac{1}{2} 口 C^{\alpha}\right]_{T=1}=(1-B) \sqrt{\sum k, L_{2} m} B^{k+l+m+2} \sum_{x \in E}\left(P^{k}\right)_{x}^{\alpha}\left(P^{l+1}\right)_{x}^{x}\left(P^{m+1}\right)_{E}^{x}$.
But $(P T)^{x}=\int P_{\alpha y}^{x} T^{y}=P_{E}^{x}=1$ if $T^{x}=1$ for all $x$. Hence $\sum_{V}^{\infty} B^{m}\left(P^{m}\right)_{E}^{x}=$ $=B(1 . B)^{-1}$ and $6.12,6.16$ may also be written as

$$
\begin{equation*}
\mathcal{E D}=B_{x \in E} \sum_{x} \Phi_{x}^{\alpha}\left(\Phi_{x}^{x}-1\right) \tag{6.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi_{y}^{x} \stackrel{\alpha f}{=}\left(\sum_{0}^{\infty} B^{n} P^{n}\right)_{y}^{x}=\left((I-B P)^{-1}\right)_{y}^{x} . \tag{6.18}
\end{equation*}
$$

In the special case, where the stationary Markoff process is an invariant one, 6.17 simplifies still further. For in that case $\Phi_{x}^{x}$ is independent of $x$, so that the summation is extended over $\Phi_{x}^{a}$ only and gives $\Phi_{E}^{a}=(1-B)^{-\gamma}$. Hence for an invariant process 6.17 becomes

$$
\begin{equation*}
\varepsilon D=B(1-B)^{-1}\left(\Phi_{0}^{0}-1\right) . \tag{6.19}
\end{equation*}
$$

Expressed in the conditional expectations $\mathcal{E}_{(n)} \mathcal{D}$ for given $n$, the left member of 6.19 is $\sum_{0}^{\infty} B^{n}(/ \mathcal{B}) \mathcal{E}_{(n)} \underline{D}$, so that 6.19 shows that $\varepsilon_{(n)} D$ is the coefficient of $B^{n}$ in $B(1-B)^{-2}\left(\Phi_{a}^{0}-1\right)$, hence

$$
\begin{equation*}
\varepsilon_{(n)} D=\sum_{T}^{n}(n-l)\left(P^{l}\right)_{0}^{0} . \tag{6.20}
\end{equation*}
$$

Here ( $\left.P^{m}\right)_{0}^{0}$ is the probability that a path of length $m$ will be closed, i.e. that its first and its last $\left((m+1)^{t h}\right)$ state coincide (whether it contains double points or not). Like so many simple specializations of general theorems, however, this result is trivial: in a path of length $n$ a loop can have any length $\ell, 1 \leqq \ell \leqq n$, and, if so, it can begin at the $7^{s t}, \ldots,(n-l)^{\text {th }}$ point; in the case of an invariant process these $n-\ell$ cases have equal probabilities which are equal to $\left(P^{l}\right)_{0}^{0}$, i.e. the value of the $\mathbb{C}$-fold convolute of $p_{v}$ (cf. 2.8) for the value $v=0$.

The method scetched here can be generalized for arbitrary stochastic processes and applied to other problems than the expectation of the mean number of loops.

For an arbitrary functional $\Phi$ of a function $T^{x}$ we define (cf. Hadamard 1910, Fréchet 1912, 1914, Van Dantzig 1935)

$$
\begin{equation*}
\nabla_{x} \Phi(T)=\left(\frac{\partial}{\partial T}\right)_{x} \Phi(T)=\lim _{\varepsilon * 0} \frac{\Phi(T+\varepsilon / x)-\Phi(T)}{\varepsilon} \tag{6.21}
\end{equation*}
$$

if this limit exists. Under certain regularity conditions, which are e.g. satisfied in the case of an analytic $\Phi$, this quantity is a countably additive function of the set $X$. The dual definition for a functional $\Psi$ of a function $V_{x}$ of the second kind would be

$$
\begin{equation*}
\left(\frac{\partial}{\partial V}\right)^{x} \Psi(V)=\lim _{\varepsilon \geqslant 0} \frac{\Psi(V+\varepsilon / x)-\Psi(V)}{\varepsilon} \tag{6.22}
\end{equation*}
$$

yielding for sufficiently regular $\Psi$ a function of the first kind. For a matrix $P$ we can define

$$
\begin{equation*}
\left(\frac{\partial}{\partial P}\right)_{A}^{\alpha} \Psi(P)=\lim _{\varepsilon \forall 0} \frac{\Psi\left(P+\varepsilon /_{A} / \alpha\right)-\Psi(P)}{\varepsilon} \tag{6.23}
\end{equation*}
$$

where $\left(/_{A} /_{X}^{a}=/_{A}^{x} /_{X}^{a}\right.$ is to be distinguished from $f_{A}^{a} /{ }_{A}=$ $=\int_{d x}^{a} \int_{A}^{x}=\int_{A}^{a}$. In this paper we shall have to do with 6.21 only. Applying the operator $\nabla_{x}$ to the general stochastic process

$$
\begin{equation*}
C=(l-B) \sum_{0}^{c_{R}} B^{n} \iint \ldots \int_{d x_{0} \ldots d x_{n-1}, T^{x_{0}} \ldots T^{x_{n-1}}, ~}^{n}, \tag{6.24}
\end{equation*}
$$

from which the special case (6.2) is reobtained by the specialization (2.5) with a $P_{(n)}=P$ independent of $n$ and $P_{(0) X}=l_{x}^{a}$, we obtain:

$$
\begin{equation*}
\left(\nabla_{x} C\right)_{r=1}=\xi_{n x} \tag{6.25}
\end{equation*}
$$

where the random variable $-_{x}$ for any given $X$ is the number of times that the process passes through a state in $X$. For $\mathcal{X}=E$ $Q_{E}=\Omega \quad$ is the number of steps made until the process is stopped.

In the same way we find, as a generalization of 6.10

$$
\begin{equation*}
\left(\nabla_{Y} \nabla_{X} c\right)_{T=1}=\varepsilon\left(n_{x} n_{y}-n_{x_{n}}\right) \tag{6.26}
\end{equation*}
$$

In the case of continuous distributions of the jumps, the problem of loops becomes trivial: their probability then is zero. We can however consider related problems, e.g. the question, how often a path returns into states within a given distance from one of its previous states, without any pretention that this can be used for the solution of the generalized problem of loops ("almost loops"), which to give a precise form seems itself a rather hard problem.

We shall suppose here that $E$ is a Euclidean space, or, more generally, a metrical space, where any two states $x$ and $\mathscr{S}$ have a distance, denoted by $z^{x y}$. More generally we may take any two-state function $f^{x y}$ (apart from conditions of integrability), and form the operator

$$
\begin{equation*}
\nabla_{(f)} \stackrel{d f}{=} \iint f^{x y} \nabla_{\alpha x} \nabla_{d y} \tag{6.27}
\end{equation*}
$$

which passes for the case of a finite set $E$ into the generalized Laplacian

$$
\begin{equation*}
\square_{(f)}=\Sigma \Sigma f^{i j} \frac{\partial}{\partial T^{i}} \frac{\partial}{\partial T^{j}}, \tag{6.28}
\end{equation*}
$$

where the $f^{i j}$ are constants (independent of the $T^{i}$ ). Under sufficient regularity conditions the order of the derivations may be interchanged, so that 6.27 then vanishes identically for an antisymmetrical $f\left(f^{x y}=-f^{y x}\right)$. We shall therefore restrict ourselves to symmetrical $f \quad\left(f^{x y}=f^{y x}\right)$.

Provided the interchange of integrations is allowed, 6.26 gives:

$$
\begin{equation*}
\left(\frac{1}{2} \square_{(f)} C\right)_{T=1}=\frac{1}{2} \varepsilon \iint n_{\alpha x} n_{d y} f^{x y}-\frac{1}{2} \varepsilon \int \square_{\alpha x} f^{x x} . \tag{6.29}
\end{equation*}
$$

Here the integrals after the second and the first expectationsign respectively become for a path of length $n-1$, passing, $\underline{n}_{1}, \ldots, \underline{n}_{2}$ times respectively, through $r$ different points $x_{1}, \ldots, x_{r}$, (so that $\left.n_{x}=\sum_{i}^{r} n_{i} y_{x}^{x_{i}}\right)$

$$
\begin{equation*}
\int n_{\alpha x} f^{x x}=\sum_{T}^{r} n_{i} f^{x_{i} \underline{x}_{i}} \tag{6.30}
\end{equation*}
$$

$$
\begin{equation*}
\iint n_{\alpha x} n_{\alpha y} f^{x y}=\frac{\sum_{i}^{r}}{T} \frac{\sum_{j}^{j}}{\sum_{i}} n_{i} n_{j} f^{x_{i} \underline{x}_{j}} . \tag{6.31}
\end{equation*}
$$

Hence the righthand member of 6.29 is the expectation of

$$
\begin{equation*}
\underline{S}_{(f)} \stackrel{\alpha f}{=} \frac{1}{2} \sum_{i \neq j} n_{i} n_{j} f^{x_{i} \underline{x}_{j}}+\sum_{i} \frac{1}{2} n_{i}\left(n_{i}-1\right) f^{\underline{x}_{i} \underline{x}_{i}} . \tag{6.32}
\end{equation*}
$$

This quantity is the sum of the $f^{\underline{x}_{i} \underline{x}_{j}}(i, j=1,2, \ldots, n)$ over all pairs $i \neq j$, together with the sum of the $f^{\underline{x}_{i} \underline{x}_{i}}$ over all multiple
points, counted as multiple double points like before.
The second term vanishes identically
$y^{0}$ if $f^{x x}=0$ for all $x$, e.g. If $f^{x y}$ is the distance $z^{x y}$ of $x$ and $y, 2^{\circ}$ if $n_{i}$ takes the values 0 and 1 only (except for a probability 0 ).

In the latter case, which occurs always, if the transition probabilities have continuous distributions, we can omit the $x_{i}$ with $n_{i}=0$, so that $n_{i}=1$ for all $i$ and 6.32 becomes

$$
\begin{equation*}
\underline{S}_{(f)}=\frac{1}{2} \sum_{i \neq j} \sum_{f} \underline{x}_{i} \underline{x}_{j} \tag{6.33}
\end{equation*}
$$

where the $\underline{x}_{i}$ are the $g(=r)$ different points through which the path passes. Hence in this case the operator 6.29 gives the expectation of the sum of the values of $f$ for all pairs of different points of the path.

If in particular $f^{x y}$ is the distance $z^{x y}$ of $x$ and $y$, this is $\frac{1}{2} \Omega(\Omega-1)$ times the mean distance taken over the path of any two states through which the wandering point passes.

If, instead of $f^{x y}=\tau^{x y}$, we take for $f$ the characteristic function of any relation $R(x, y)$ between two states (e.g. $R(x, y)$ $\stackrel{d f}{\equiv}\left(r^{x y} \leqq a\right)$, where $a$ is a non-negative number), i.e.

$$
f^{x y}=\left\{\begin{array}{l}
1 \text { if } R(x, y) \text { holds }  \tag{6.34}\\
0 \text { if not, }
\end{array}\right.
$$

then 6.33 becomes half the number of ordered pairs of different states in a path for which $R(x, y)$ holds, (e.g. which have a distance $\leqq \alpha$ ). In the case of a symmetrical relation this is the number of unordered pairs.

In the stationary Markovian case we again can easily compute the left member of 6.29. Like before we obtain for a symmetrical $f^{x y}$

$$
\frac{1}{2} \square_{(f)} C=(1-B) \sum_{k, l, m} B^{k+l+m} \iint\left((T P)^{k}\right)_{d x}\left(P(T P)^{l-1}\right)_{d y}^{x} f^{x y}\left((P T)^{m}\right)^{y}
$$

For $T^{x}=1$ this becomes, as $(P T)^{y}$ then also equals 1,

$$
\begin{equation*}
\frac{1}{2}\left(\square_{(f)} C\right)_{T=1}=(1-B) \sum_{k, l, m} B^{k+l+m} \iint\left(P^{k}\right)_{d x}\left(P^{l}\right)_{d y}^{x} f^{x_{H}} . \tag{6.35}
\end{equation*}
$$

For the case of an invariant process, given by 2.8, this simplifies still further, if $f^{x, y}=f^{x-y}=f^{y-x}$.

We have then
$\iint\left(p^{k}\right)_{d x}\left(p^{l}\right)_{d y}^{x} f^{x, y}=\int p_{d z}^{(k)} \int p_{d v}^{(l)} \int_{d x}^{z} \int_{d y}^{x+v} f^{y-x}=\int p_{d v}^{(l)} f^{v}$,
( $p_{z}^{(p)}$ being the $l^{\text {th }}$ convolute of $p_{z}$ ), as $\int l_{d x}^{z}=1$ and $\int p_{d z}^{(t)}=1$. Hence the coefficient of ( $/-B$ ) $B^{n}$, becomes, as $l$ must be $\geqq \gamma$,

$$
\begin{equation*}
\varepsilon_{(n)} \frac{1}{2} \sum_{i \neq j} f^{\underline{x}_{i}, x_{j}}=\sum_{1}^{n}(n-l) \int p_{d v}^{(l)} f^{v} . \tag{6.36}
\end{equation*}
$$

Like before, this relation can easily be proved in an elementary way.

If $f^{v}$ has the Fourrier transform $\chi(t)$ :

$$
\begin{equation*}
f^{v}=\int e^{i v t} x(t) d t, \tag{6.37}
\end{equation*}
$$

6.36 becomesbecause of $\int p_{d v}^{(t)} e^{i v t}=(\varphi(t))^{l}$, where

$$
\varphi(t) \stackrel{\alpha f}{=} \int \rho_{d v} e^{i v t},
$$

$$
\begin{aligned}
& \varepsilon_{(n)} \frac{1}{2} \sum_{i \neq j} f^{x_{i}, x_{j}}=\sum_{i}^{n}(n-l) \int \varphi(t)^{l} x(t) \alpha t= \\
& =\int \frac{(n-1)-n \varphi(t)+\varphi(t)^{n}}{(1-\varphi(t))^{2}} \varphi(t) x(t) \alpha t .
\end{aligned}
$$

For a given $p$ and $f$, hence $\varphi$ and $\chi, 6.38$ gives the required expectation in the form of one integral.

## APPENDIX

## §7. Functions of the First and the Second Kind

According to Kolmogoroff a probability field on a set $E$ is given by a countably additive set function on $E$, defined and non-negative for all sets belonging to a $\sigma$-field $\sigma_{E}$ of subsets of $E$, and taking the value 1 on $E$.

More generally we shall, instead of a $\sigma$-field, consider a $\delta$-field (according to the terminology used in Hahn-Rosenthal), i.e. a system $\delta_{E}$ of sub-sets of $E$ which has the following properties:

1. $\delta_{E}$ is a field (i.e. contains with any two sets $X$ and $Y$ their union ("join") XUY, their difference(s) which we denote by $X--Y$ and $Y--X$ respectively, hence also their intersection ("meet") X $\cap Y$;
ii. $\delta_{E}$ contains the intersection $\bigcap_{T}^{\infty} X_{n}$ of any sequence $\left\{X_{n}\right\}$ of sets $X_{n}$ contained in 1 ;
iii. $E$ is the union of a sequence $\left\{E_{n}\right\}$ of sets belonging to $\delta_{E}$.
It follows by replacing $E_{n}$ by $\ddot{U}_{f} E_{k}$, that we can assume without restriction that

$$
\begin{equation*}
E_{n+1} \supset E_{n}, E_{n} \in \delta_{E} \text { for all } n \text {, } \tag{7.1}
\end{equation*}
$$

whereas i and ii imply that the union $X=\bigcup_{i}^{\infty} X_{n}$ of a sequence $\left\{X_{n}\right\}$ of sets belonging to $\delta_{E}$ belongs to $\delta_{E}$ if (and only if) all $X_{n}$ are contained in some $Y_{E} \delta_{E}$. For in that case $X \subset Y$ and

$$
X=Y-\cap\left(Y-X_{n}\right)
$$

Hence $\delta_{E}$ is a $\sigma$-field if and only if $E \in \delta_{E}$.
The use of a $\delta$-field instead of a $G$-field has the advantage that function-"values" $\pm \infty$ ( $c f . e . g$. Hahn-Rosenthal, Halmos, etc) may be avoided.

Generalizing a terminology introduced on a previous occasion (D.van Dantzig, 1935) we define a function of the second kind as a real function $F$, defined and countably additive on $\delta_{E}$. We denote the value which $F$ takes on a set $X$ by $F_{X}$. Calling a se. quence of sets $X_{n} \in \delta_{E}$ which are mutually exclusive and which have $\mathcal{X} \in \mathcal{J}_{E}$ as union a dissection of $\mathcal{X}$, and denoting this by $\left\{X_{n}\right\} \in D(X)$, hence

$$
\begin{equation*}
\left\{X_{n}\right\} \in D(X) \stackrel{\alpha f}{\equiv} \cup X_{n}=X \text {, and } X_{m} \cap X_{n}=0 \text { if } m \neq n \tag{7.2}
\end{equation*}
$$

(O being the vacuous set), we then have

$$
\begin{equation*}
\left\{X_{n}\right\} \in D(X) \rightarrow \sum n F_{x_{n}}=F_{x} \tag{7.3}
\end{equation*}
$$

The absolute-value function of $F$ which itself is a function of the second kind, is denoted by/F/, and defined by

$$
\begin{equation*}
/ F /_{x} \stackrel{\alpha f}{\left\{x_{n}\right\} \in D(x)} \sup ^{n} / F_{x_{n}} / \tag{7.4}
\end{equation*}
$$

On the other hand we define a function of the first kind as a real function $f$, defined for all $x \in E$, and bounded and $\delta$, -measurable on each $X \in \delta_{E}$. Hence, if we denote by $f^{x}$ (instead of the customary $f(x)$ ) the value which $f$ takes in $x$, and by Ens $\{x \in E / A(x)\}$ the set of all $x \in E$ for which the statement $A(x)$ holds, we have le.

$$
\begin{equation*}
x \in \delta_{E} \rightarrow\|f\|^{x}<\infty \tag{7.5}
\end{equation*}
$$

where

$$
\begin{equation*}
H f \|^{x} \stackrel{d f}{=} \sup _{x \in X} \mid f^{x} / \tag{7.6}
\end{equation*}
$$

and $2 e$.

$$
\begin{equation*}
E n s\left\{x \in X / f^{x} \leq c\right\} \in \delta_{E} \tag{7.7}
\end{equation*}
$$

for all real $c$ and $X \in \delta_{E}$.
The set functions $/ / f^{x}$ are in general not countably additive, hence not functions of the second kind.

We remark that $/\left.F\right|_{X}$ and $\|f\|^{x}$ are finite if $X \in \delta_{E}$ and can be considered as "norms" of $F$ and $f$ on $X$ if $X$ is fixed. In particular, if $/ F /_{E}$ and $/ / f^{E}$ are finite, they have the ordinary proper-. ties of norms of $F$ and $f$ on $E$. In the latter case we shall some. times omit the suffixes $E$.

More generally we may admit the values of $\mathcal{F}$ and $f$ to be complex numbers, and in some cases even to be taken from arbitrary dual Banach spaces.

The integral of $f$ with respect to $F$ exists on each subset $X \in \delta_{E}$ and will be denoted by

$$
\int_{x} F_{d x} f^{x}
$$

or shortly by $(F f)_{X}$. It is, according to well-known theorems, a function of the second kind, satisfying the inequality

$$
\begin{equation*}
/(F f))_{X} \leqq|F|_{X}\|f\|^{X} \tag{7.8}
\end{equation*}
$$

for any $X \in \delta_{E}$. Also according to known theorems we have:

$$
\begin{equation*}
|(F f)-(G g)|_{x} \equiv|F-G|_{x}\|f\|^{x}+|G|_{x}\left\|f_{-g}\right\|^{x}, \tag{7.9}
\end{equation*}
$$

an inequality which is often applied. In particular, denoting by $\operatorname{var}_{x} f$ the variation of $f$ on $X$, i.e.

$$
\begin{equation*}
\operatorname{var}_{X} f \stackrel{\alpha f}{=} \sup _{x \in X} f^{x}-\inf _{x \in X} f^{x}, \tag{7.10}
\end{equation*}
$$

and for any dissection $\left\{X_{n}\right\}$ of $X$ :

$$
\begin{equation*}
\operatorname{var}_{\left\{x_{n}\right\}} f \stackrel{\alpha f}{=} \sup _{n} \operatorname{var}_{x_{n}} f \tag{7.11}
\end{equation*}
$$

we have, if $\left\{X_{n}\right\} \in D(X), x_{n} \in X_{n}$ for all $n$ :

$$
\begin{equation*}
/(F f)_{X}-\sum_{n} F_{X_{n}} f^{x_{n}} / \leqq /\left.F\right|_{X} \operatorname{var}_{\left\{x_{n}\right\}} f . \tag{7.12}
\end{equation*}
$$

This follows from 7.9 with $G=F$ and $g^{x}=f^{x_{n}}$ if $x \in X_{n}$.

## §8. Matrices

Let $E$ and $E^{\prime}$ be two arbitrary sets, on each of which a $\delta$-field $\delta_{E}$ and $\delta_{E}$ of subsets is given, satisfying the conditions of § 7 .

We consider a function $P$ (to be called a --- generalized --.. "matrix", or more explicitly an ( $E_{0} E^{\prime}$ ) -matrix), determining a real (occasionally a complex) number $P_{X} y^{\prime}$ as a function of $l^{1}$. an element $y \in E^{\prime}$ and $2^{\circ}$. a subset $X \in \delta_{E}$, subject to the conditions: $1^{0}$. For fixed $X=A \in \delta_{E} \quad P_{A}^{y}$ determines a function (denoted by $P_{A}$ ) of the first kind on $E^{\prime}$;
$2^{0}$. For fixed $y=b \in E^{\prime} \quad P_{\chi}^{b}$ determines a function (denoted by $P^{b}$ ) of the second kind on $E$.

If in particular $E$ is countably(finite, or enumerably infinite), and if $\delta_{E}$ contains every set consisting of one element, we have

$$
\begin{equation*}
P_{X}^{y}=\sum_{x \in X} P_{x}^{y} \tag{8.1}
\end{equation*}
$$

and if $E^{\prime}$ also is enumerable, $P_{X}^{y}$ is determined by the ordinary rectangular finite or infinite matrix $P_{x}^{y}$.

The norm for fixed $y$ is given by

$$
\begin{equation*}
|P y|_{X} \stackrel{\alpha f}{=} \sup _{\left\{x_{n}\right\} \in D(x)} E\left|P \underline{x}_{n}\right| \tag{8.2}
\end{equation*}
$$

It is itself a matrix. Its norm for fixed $\mathcal{X}$ is given by

$$
\begin{equation*}
\|P\|_{x}^{Y} \stackrel{d f}{=} \sup _{y \in Y} / P y /_{X} \tag{8.3}
\end{equation*}
$$

and is not a matrix in the above sense, $Y$ being a set instead of an element of $E^{\prime}$, and $\|P\|_{X}^{Y}$ moreover not being completely additive in $X$. The matrix $P$ is called bounded if $/ / P \|_{X}^{Y}$ is bounded, i.e. if

$$
\begin{equation*}
\sup _{x, P}\|P\|_{X}^{Y}=\|P\|_{E}^{E^{\prime}}<\infty . \tag{8.4}
\end{equation*}
$$

If $E \notin \delta_{E}$, then $\|P /\|_{X}^{E^{\prime}}$ is not defined for $X=E$. In that case we take the equality 8.4 as a definition of $\| P / / E^{\prime}$. Instead of the symbol $/ / P \|_{E}^{E^{\prime}}$ we shall also use the symbol $\| P / /$.

In particular the sets $E$ and $E^{\prime}$ may coincide. In that case we shall suppose that the fields $\delta_{E}$ and $\delta_{E^{\prime}}$ also coincide. A special case here is the "unit-matrix", denoted by 1 (iota), and defined by

$$
l_{X}^{x} \stackrel{\alpha f}{=}\left\{\begin{array}{l}
1 \text { if } x \in X  \tag{8.5}\\
0 \text { if not }
\end{array}\right.
$$

For fixed $X=A \quad / A$ is the characteristic function of the set $A$; for fixeda $/^{a}$ might be called the "characteristic function of the second kind of the point $a$ "; it takes the value 1 on each set containing $a$ and 0 on each other one. Evidently / is bounded with $H / H=1$, and

$$
\begin{equation*}
\left.f_{x}^{x}\right|_{X_{2}} ^{x}=\prime_{X_{1} \cap x_{2}}^{x} \tag{8.6}
\end{equation*}
$$

More generally with every subset $A \in \delta_{E}$ corresponds a matrix, also denoted by $/ A$, and defined by

$$
\begin{equation*}
\left(I_{A}\right)_{X}^{x} \stackrel{d f}{=} I_{A n x}^{x} . \tag{8.7}
\end{equation*}
$$

In the case of finite $E=E^{\prime}$ it corresponds according to 8.1 with a matrix having, in all elements of the main diagonal, the suffixes of which belong to $A$, and 0 in all other places. Evidently $I_{A}$ also is bounded and $\left\|I_{A}\right\|=1 \quad$ unless $A$ is empty.

With every function $f$ of the first kind corresponds a matrix, to be denoted by $f /$, and defined by

$$
(f /)_{x}^{x} \stackrel{d f}{=} f^{x} /_{x}^{x}= \begin{cases}f^{x} & \text { if } x \in X,  \tag{8.8}\\ 0 & \text { if not } .\end{cases}
$$

In the case of an enumerable $E=E^{\prime}$ the matrix which corresponds to $f /$ according to 8.1 is a diagonal matrix, having the value $f^{x}$ in the element of the main diagonal which corresponds with $x$. Evidently $f /$ is bounded if and only if $f$ is, and $\|f /\|=|f|^{E}$.

We now return to the general case, where $E$ and $E^{\prime}$ may differ. Then let $P$ be a matrix like before, and $f$ a function of the first kind on $E$. Then for any $X \in \delta_{E}$ and for any fixed $y \in E^{\prime}$, writing Pf/ for $P(f /)$,

$$
\begin{equation*}
(P f \mid)_{x}^{y}=\int_{x} P_{d x}^{y} f^{x} \tag{8.9}
\end{equation*}
$$

exists and is countably additive in $X$ for $X \in \delta_{E}$ and measurable and bounded in $y$ on each $Y \in \delta_{E^{\prime}}$, as

$$
\begin{equation*}
\|P f\|_{x}^{Y} \leq\|P\|_{x}^{Y}\|f\|^{X} \tag{8.10}
\end{equation*}
$$

so that Pf/ is a matrix. In particular $(P f)^{Y}=(P f /)_{E}^{y}$, if it exists for all $y$, is a function of the first kind on $E^{\prime \prime}$, and is bounded if $p$ and $f$ are.

On the other hand, let $F$ be a function of the second kind
on $E^{\prime}$. Then
Lemma ${ }^{1}$. For any $X \in \delta_{E}, Y \in \delta_{E^{\prime}}$

$$
\begin{equation*}
\left(F P_{Y, X} \stackrel{\alpha f}{=} \int_{Y} F_{d y} P_{X}^{y}\right. \tag{8.11}
\end{equation*}
$$

exists and is a function of the second kind on $\delta_{E}$ and on $\delta_{E} \cdot$ Proof: The countable additivity with respect to $Y$ on $\delta_{F^{\prime}}$ for constant $X$ follows from that for $\int_{Y} F_{d y} f^{y}$. For constant $Y(F P)_{Y, X}$ is trivally additive in $X$. For the countable additivity on $\delta_{E}$ it is therefore sufficient to prove that $\lim _{n \rightarrow \infty}(F P)_{Y_{2} x_{n}}=0$ if $X_{n}$ is a decreasing sequence of sets $X_{n} \in \delta_{E}$ with empty intersection. We choose an $\varepsilon>0$ and define

$$
B_{n}=\operatorname{Ens}\left\{y \in Y / / P Y / x_{n} \geqq \varepsilon\right\} .
$$

Then, as $/ P 4 /$ is countably additive and $\geqq 0$ for each $y \in E^{\prime}$, and as $X_{n+1} \subset X_{n}$, we have also $B_{n+1} \subset B_{n}$. Moreover $\overparen{?} \mathcal{B}_{n}=0$, for if there existed an $y \in \overparen{P} B_{n}$, then for this $y / P y / x_{n} \geqq \varepsilon$ for all $n$, contradicting the countable additivity of $/ P y /$, as $\bigcap_{1} X_{n}=0$.

In the same way for all. sufficiently large $n,|F|_{B_{n}} \leqq \varepsilon$. Now, if $C_{n}$ is the complement $Y-B_{n}$ of $B_{n}$ with respect to $Y$ then

$$
(F P)_{Y, X_{n}}=(F P)_{B_{n}, X_{n}}+(F P)_{C_{n}}, X_{n}
$$

But

$$
/(F P)_{B_{n}}, x_{n} / \leqq \int_{B_{n}}|F|_{d y} / P \Psi / X_{n} \leqq|F|_{B_{n}}\|P\|_{X_{n}}^{B_{n}} \leqq \varepsilon C_{1}
$$

with $\quad C_{1}=\|P\|_{X_{n}}^{B_{n}}$. And

$$
/(F P)_{c_{n}, x_{n}} / \leqq \int_{C_{n}}|F|_{d y}\left|P Y / x_{n} \leqq|F|_{c_{n}}\|P\|_{x_{n}}^{c_{n}} \leqq C_{2} \varepsilon\right.
$$

with $C_{2}=/ F / Y$, as $C_{n} \subset Y$, and $/ / P \|_{X_{n}}^{C_{n}}=\sup _{y \in C_{n}} / P Y / X_{n} \leqq \varepsilon$ by definition of $B_{n}$ and $C_{n}$. Hence $/(F P)_{Y_{1} X_{n}} / \leqq\left(C_{1}+C_{2}\right) \varepsilon$ for all sufficiently large
$n, \varepsilon>0$ being given, i.e.

$$
\lim _{n \rightarrow \infty}(F P)_{Y, x_{n}}=0, Q E D .
$$

It follows easily that for all $X, Y$

$$
\begin{equation*}
/(F P)_{Y, X}\left|\leq|F|_{Y}\|P\|_{X}^{Y}\right. \tag{8.12}
\end{equation*}
$$

If, in particular, $F$ and $P$ are bounded, then also $F P$ is. By means of the inequalities 8.10 and 8.12 we have Lemma 2. A bounded matrix $p$ transforms the bounded functions $f$ of the first kind on $E$ into such ones on $E^{\prime}$ and the bounded functions of the second kind on $E^{\prime}$ into such ones on $E$ with

$$
\begin{align*}
& \|(P f)\| \leq\|P\|\|f\|  \tag{8.13}\\
& /(F P)\|\leq / F /\| P \| \tag{8.14}
\end{align*}
$$

(where the suffixes $E$ and $E^{\prime}$ have been omitted). Lemma 3. If $f$ and $F$ are functions of the first and second kind on $E$ and $E^{\prime}$ respectively, and $P$ is a matrix, then if $X \in \delta_{E}$ and $Y \in \delta_{E^{\prime}}$,

$$
\begin{equation*}
\int_{x}\left\{\int_{y} F_{d y} P_{d x}^{y}\right\} f^{x}=\int_{y} F_{d y} \int_{x} P_{d x}^{y} f^{x} \tag{8.15}
\end{equation*}
$$

i.e. the order of the integrations may be reversed.

Proof: If we put for arbitrary $U \in \delta_{F}, V \in \delta_{E^{\prime}}$,

$$
\begin{equation*}
F_{v}^{\prime} \stackrel{d f}{=} F_{y \cap v},\left.f^{\prime x} \stackrel{d f}{=} f^{x}\right|_{u} ^{x},\left.P_{u}^{y} \stackrel{\alpha f}{=}\right|_{Y} ^{y} P_{X \cap}^{y} u \tag{8.16}
\end{equation*}
$$

then $F^{\prime}, P^{\prime}$ and $f^{\prime}$ are bounded and 8.15 is equivalent with

$$
\begin{equation*}
\int_{E}\left\{\int_{E^{\prime}} F_{d y}^{\prime} P_{d x}^{\prime y}\right\} f^{\prime x}=\int_{E^{\prime}} F_{d y}^{\prime} \int_{E} P_{d x}^{\prime y} f^{\prime x} \tag{8.17}
\end{equation*}
$$

Hence it is sufficient, to prove the theorem for bounded functions and matrices with the integrations extended over the
whole sets $E$ and $E^{\prime}$ (which we shall then omit). We omit the primes and we may write 8.17 in the abbreviated form

$$
\begin{equation*}
(F P) f=F(P f) . \tag{8.18}
\end{equation*}
$$

We put then

$$
\begin{align*}
& \text { Pf } \stackrel{\alpha f}{=} g, \text { i.e. } g^{y} \stackrel{\alpha f}{=} \int_{E} P_{d x}^{y} f^{x}  \tag{8.19}\\
& F P \stackrel{\alpha f}{=} G, \text { i.e. } G_{x} \stackrel{\alpha f}{=} \int_{E}, F_{\alpha y} P_{x}^{y}, \tag{8.20}
\end{align*}
$$

and we have to prove

$$
\begin{equation*}
G f=F g \text {, i.e. } \int_{E} G d x f^{x}=\int_{E} F_{d y} g^{y} \tag{8.21}
\end{equation*}
$$

Let $\varepsilon>0$ be given. As $f$ is bounded, we can find a finite dissec$\operatorname{tion}\left\{X_{n}\right\} \in D(E)$ with $n \leqq N$ and $\operatorname{var}_{\left\{x_{n}\right\}} f \leqq \varepsilon$. (Divide e.g. the finite interval $\left(-/ f^{E},+/\left.f\right|^{E}\right)$ into $N$ exclusive subintervals $J_{n}$, and take $\left.X_{n} \stackrel{d f}{=} \operatorname{Ens}\left\{x \in E / f^{x} \in J_{n}\right\}\right)$. Hence choosing the $x_{n} \in X_{n}$ arbitrarily, by 7.12

$$
\begin{equation*}
/ \int G d x f^{x}-\sum n g x_{n} f^{x_{n}} / \equiv|G| \varepsilon \tag{8.22}
\end{equation*}
$$

As each of the $N$ functions $P_{X_{n}}$ is bounded, we can find a finite dissection of $E^{\prime}$ (obtained e.g. by intersecting the $N$ dissections belonging to the $P_{X_{n}}$ separately) $\left\{Y_{m}\right\} \in D\left(E^{\prime}\right)(m \in M)$ with $\operatorname{var}\left\{Y_{m}\right\} P_{X_{n}} \leqq \varepsilon / N$ for all $n \leqq N$. Hence, choosing the $y_{m} \in Y_{m}$ arbitrarily, again by 7.12:

$$
\begin{equation*}
\left|G_{x_{n}}-\sum F_{Y_{m}} P_{X_{n}}^{y_{m}} / \leqq\right| F / \varepsilon / N \tag{8.23}
\end{equation*}
$$

and with 8.22 and $/ G / \leq / F / / / P / /$

$$
\begin{equation*}
\int G_{\alpha x} f^{x}-\sum \sum F_{\gamma_{m}} P_{X_{n}}^{y_{m}} f^{x_{n}} / \leqq C_{1} \varepsilon \tag{8.24}
\end{equation*}
$$

with

$$
C_{1} \stackrel{d f}{=} / F /(\|P\|+\|f\|) .
$$

On the other hand

$$
\begin{equation*}
\iint P_{d x}^{y} f^{x}-\Sigma n P_{X_{n}}^{y} f^{x_{n}} \mid \equiv\|P\| \varepsilon \tag{8.25}
\end{equation*}
$$

for every $y \in E^{\prime}$, in particular for $y=y_{m}$.
Hence

$$
\begin{equation*}
\iint F_{d y} g^{y}-\sum n\left(\int F_{d y} P_{X_{n}}^{y}\right) f^{x_{n}} / \leq|F|\|P\| \varepsilon \tag{8.26}
\end{equation*}
$$

But

$$
\begin{equation*}
\int F_{d y} P_{X_{n}}^{y}-\sum_{m}^{m} F_{Y_{m}} P_{X_{n}}^{y_{m}} / \leqq / F / \varepsilon / N \tag{8.27}
\end{equation*}
$$

as $\operatorname{var}\left\{\left\{_{m}\right\} P_{X_{n}} \leqq \varepsilon / N\right.$. Hence, as $n \leqq N$ 8.25-8.27 give:

$$
\begin{equation*}
/ \int F_{\alpha_{y}} g^{y}-\Sigma n \sum_{m} F_{Y_{m}} P_{X_{n}}^{y_{m}} f^{x_{n}} / \leqq C_{1} \varepsilon . \tag{8.28}
\end{equation*}
$$

From 8.24 and 8.28 we obtain

$$
\begin{equation*}
\left|\int \mathcal{G}_{\alpha x} f^{x}-\int F_{d y} g^{y}\right| \leq 2 C_{1} \varepsilon \tag{8.29}
\end{equation*}
$$

Hence, as this holds for every $\varepsilon>0,8.21$, whence 8.17 and 8.15, QED.

We need a sufficient condition for 8.15 to hold over the whole sets $E$ and $E^{\prime}$ where $F, P$ and $f$ may be unbounded and prove therefore along well-known lines:

Lemma 4. If

$$
\begin{align*}
& H_{x}=\int_{F^{\prime}}|F| d y|P y| x  \tag{8.30}\\
& h^{y}=\int_{E}\left|P^{y}\right| d x\left|f^{x}\right| \tag{8.31}
\end{align*}
$$

exist for all $X$ and $y$ respectively, and if either

$$
\begin{equation*}
\int_{E} H_{d x} / f^{x} /<\infty, \tag{8.32}
\end{equation*}
$$

or

$$
\begin{equation*}
\int_{E^{\prime}}|F| \alpha y^{h}<\infty, \tag{8.33}
\end{equation*}
$$

then the other one of these two inequalities holds also, and

$$
\begin{equation*}
\int_{E}\left\{\int_{E^{\prime}} F_{d y} P_{d x}^{y}\right\} f^{x}=\int_{E^{\prime}} F_{d y} \int_{E} P_{d x}^{y} f^{x} \tag{8.34}
\end{equation*}
$$

Prof: It is sufficient to prove the theorem for non-negative $F$, $P$ and $f$, in which case $H=G$ and $h=g$. According to lemma 3, 8.15 holds for $X=E_{k}, Y=E_{l}^{\prime}$ with arbitrary $k$ and $\ell$ (cf. 7.1). Now, if 8.32 is satisfied, the left member of 8.34 is

$$
\begin{aligned}
\int_{F} G_{d x} f^{x} & \geqq \int_{E_{k}} \mathcal{S}_{d x} f^{x} \geqq \int_{E_{k}}\left\{\int_{E_{i}^{\prime}} F_{d y} P_{d x}^{y}\right\} f^{x}= \\
& =\int_{E_{i}^{\prime}} F_{d y} \int_{E_{k}} P_{d x}^{y} f^{x}
\end{aligned}
$$

As the latter expression is non-decreasing if $k \rightarrow \infty, l \rightarrow \infty$, and bounded, it has a limit, which is the second member of 8.34, so that its existence has been proved,i.e. 8.32 and $\int_{F} G_{\alpha x} f^{x} \geqq \int_{E}, F_{\alpha y} G^{y}$. In the same way it is proved that $\int_{E}, F_{d y} g^{y} \geqq \int_{E} \mathcal{G}_{d x} f^{x}$, whence 8.34. Analogously in the second case,i,e. if 8.33 is assumed.

Lemma 5. (Cf. R.G.Cooke (1950) page 29). If, $E_{1}, E_{2}, E_{3}, E_{4}$ are arbitrary sets with corresponding $\delta$-fields $\delta_{E_{1}}, \delta_{E_{2}}, \delta_{E_{3}}, \delta_{E_{4}}$, if $t, x, y, z$ and $T, X, Y, Z$ denote arbitrary elements and subsets of $E_{1}, E_{2}, E_{3}, E_{4}$, and $\delta_{E_{1}}, \delta_{E_{2}}, \delta_{E_{3}}, \delta_{E_{4}}$ respectively, and if $M$, $P$ and $Q$ are $\left(E_{1}, E_{2}\right)-,\left(E_{2}, E_{3}\right)-$, and $\left(E_{3}, E_{4}\right)$-matrices respectively, then

$$
\begin{equation*}
\int_{x}\left\{\int_{Y} Q_{d y}^{z} P_{\alpha x}^{y}\right\} M_{T}^{x}=\int_{X} Q_{d y}^{x} \int_{x} P_{\alpha x}^{y} M_{T}^{x} \tag{8.35}
\end{equation*}
$$

If, in particular, $M, P$ and $Q$ are bounded, or if

$$
\begin{align*}
& \int_{E} / P^{y} / d x / M^{x} / T=K_{T}^{y}, \int_{E^{\prime}} / Q^{x} / d y / P^{y} / X=L_{X}^{z},  \tag{8.36}\\
& \int_{E} L_{d x}^{x} / M^{x} /{ }_{T}<\infty \text { or } \int_{E^{\prime}} / Q^{z} / d y K_{T}^{y}<\infty,
\end{align*}
$$

$$
\begin{align*}
& (Q P)_{X}^{x}=\int_{E_{3}} Q_{d y}^{z} P_{X}^{y}  \tag{8.37}\\
& (P M)_{T}^{y}=\int_{E_{2}} P_{d x}^{y} M_{T}^{x} \tag{8.38}
\end{align*}
$$

is associative:

$$
\begin{equation*}
(Q P) M=Q(P M) \tag{8.39}
\end{equation*}
$$

i.e.

$$
\begin{equation*}
\int_{E_{2}}(Q P)_{d x}^{z} M_{T}^{x}=\int_{E_{3}} Q_{d y}^{z}(P M)_{T}^{y} . \tag{8.40}
\end{equation*}
$$

Proof: Follows immediately from lemmas 3 and 4 with, for constant $z$ and $T, F_{Y}=Q_{Y}^{z}$ and $f^{x}=M_{T}^{x}$.

From this lemma 5 it follows that the ordinary matrix-calculus, with Lebesgue-Stieltjes-Radon integration instead of summation can be applied as soon as all matrices and functions of either kind concerned are bounded, or, more generally, if they satisfy 8.36.

For simplicity we shall further omit (unless special notice is given) the first case, i.e. restrict ourselves to bounded matrices and function of either kind, unless the contrary is stated explicitly, and assume moreover that the sets $E, E^{\prime}, E_{1}, E_{2}$, etc. all coincide. In this case the increasing sequences $E_{k}$ also can be omitted, as we may take $E_{k}=E$ for all $k$.

If $P$, hence, is a "square" bounded matrix, i.e. $E=E^{\prime}$, and

$$
\begin{equation*}
\|P\|=\|P\|_{E}^{E}=\sup _{x \in E} \sup _{\left\{x_{n}\right\} \in D(E)} E n\left|P_{x_{n}}^{x}\right|<\infty, \tag{8.41}
\end{equation*}
$$

then powers of $P$ and polynomials in $P$ can be formed, and as long as the coefficients are constants ("scalars") these are commutable. From 8.13, 8.14, 8.37, 8.41 follows easily that

$$
\begin{equation*}
\|P Q\| \leqq\|P\|\|Q\| . \tag{8.42}
\end{equation*}
$$

We note for later use the following identities:

$$
\begin{equation*}
F^{\prime}=F \text {, i.e. }\left.\int F_{\alpha x}\right|_{x} ^{x}=F_{x} \text {; } \tag{8.43}
\end{equation*}
$$

i

$$
\begin{align*}
& 1 f=f \text {, i.e. } \int l_{d y}^{x} f^{y}=f^{x} ;  \tag{8.44}\\
& |P=P|=P \text {, i.e. } \iint_{d y}^{x} P_{x}^{y}=\left.\int P_{d y}^{x}\right|_{x} ^{y}=P_{x}^{x} . \tag{8.45}
\end{align*}
$$

Further we remark that any two diagonal matrices are commutable:

$$
\begin{equation*}
f(f \mid)_{d y}^{x}(g \mid)_{x}^{y}=\int(g \mid)_{d y}^{x}(f 1)_{x}^{y}=\left.f^{x} g^{x}\right|_{x} ^{x} . \tag{8.46}
\end{equation*}
$$

We can, however, not replace the symbol f/ for the diagonal matrix $f^{x} /_{x}^{x}$ by $/ f$, which denotes the function of the first kind 8.44. If fl is followed by another factor (matrix or function of the first kind) we may omit the / e.g.
$f / P=f P \quad$ with $(f P)_{x}^{x}=f^{x} P_{x}^{x}$, and also $(f g)^{x}=(f / g)^{x}=f^{x} g$. The integrals over subsets of $E$ can be expressed by means of the partial unit matrices $/ \mathrm{A}$ (cf. 8.7):

$$
\begin{equation*}
\int_{x} F_{d x} f^{x}=\left.\int_{E} F_{d y} \int_{E}\right|_{d x n} ^{y} x^{f^{x}}=F /_{x} f . \tag{8.47}
\end{equation*}
$$

The partial unit matrices also serve the purpose of truncating functions:

$$
\begin{align*}
& \left(l_{A} f\right)^{x}= \begin{cases}f^{x} & \text { if } x \in A \\
0 & \text { if not }\end{cases}  \tag{8.48}\\
& \left.(F /)_{A}\right)_{x}=F_{A \cap x}= \begin{cases}F_{X} & \text { if } x \in A \\
0 & \text { if } x \in E-A\end{cases} \tag{8.49}
\end{align*}
$$

and analogously $/ A P / B$.
A sufficient condition for the convergence of $\sum_{\lambda}^{\infty}\left(P_{n}\right)_{X}^{x}$ (where the $P_{n}$ are bounded matrices) for $a l l x$ and $X$ is the convergence of $\sum_{i}^{\infty}\left\|P_{n}\right\|$.

It follows in particular that if $\|P\|<1$, whence by 8.32 $\left\|P^{n}\right\| \leq\|P\|^{n}<1, P^{n}$ denoting the $n$-th matrix-power, $\sum_{0}^{\infty} P^{n}$ converges and is the (unique) left and right-handed inverse of $f P$ :

$$
\begin{equation*}
(\|-P)^{-1}=\sum_{0}^{\infty} P^{n}, \quad \text { if }\|P\|<1 \text {. } \tag{8.50}
\end{equation*}
$$

More generally, if a matrix $M$ can be brought in the form

$$
\begin{equation*}
M=R+Q \tag{8.51}
\end{equation*}
$$

where $R^{-1}$ exists (we use this expression only if $R X=X R=/$ has one and only one solution $X=R^{-1}$ ), whereas either $\left\|Q R^{-1}\right\|<1$ or $\left\|R^{-1} Q\right\|<1$, then $M^{-1}$ exists and

$$
\begin{equation*}
M^{-1}=R^{-1} \sum_{0}^{\infty}\left(-Q R^{-1}\right)^{n}=\sum_{0}^{\infty}\left(-R^{-1} Q\right)^{n} R^{-1} \tag{8.52}
\end{equation*}
$$

The proof that both series in 8.52 are identical, converge if one of the inequality conditions is satisfied, satisfy the equations for the inverse, and are their:only solution, are trivial.

A special and well-known case [6] occurs if $R=f /$ is a diagonal matrix, 8.51 and 8.52 become

$$
\begin{equation*}
M=f l+Q, \tag{8.53}
\end{equation*}
$$

$$
\begin{equation*}
M^{-1}=\sum_{0}^{\infty}\left(-f^{-1} Q\right)^{n} f^{-1} / \tag{8.54}
\end{equation*}
$$

provided $f^{x} \neq 0$ for all $x$ and e.g. $\| f^{-1} Q / /<1$, i.e.

$$
\begin{equation*}
/ Q^{x} /=\sup _{\left\{x_{n}\right\} \in D(E)} \sum / Q_{X_{n}}^{x} /</ f^{x} / \tag{8.55}
\end{equation*}
$$

for all $x$.

## § 9. Markoff processes invariant under a transitive group.

As a generalization of the invariant processes studied in § 2, we consider a Markoff process on a set $E$ such that a group $G$ of transformations $\tau$ of $E$ in itself exists, which is transitive over $E$. An important special case of this is the one in which $E$ is a sphere in any number of dimensions, $G$ being the group of all rotations of $E$ in itself. We consider then a matrix $P$ which is invariant under all transformations of $\mathcal{G}$ :

$$
\begin{equation*}
p_{x}^{x}=p_{\tau x}^{\tau x} \tag{9.1}
\end{equation*}
$$

for all $\tau \in \mathcal{G}$, where
[6] Cf. R.G.Cooke (1950, pag. 31, (2.4, II)) and for the case of finite matrices Olga Taussky (1949), and the older literature mentioned there.

$$
\begin{equation*}
\tau X \stackrel{\alpha f}{=} \operatorname{Ens}\{\tau x / x \in X\} \tag{9.2}
\end{equation*}
$$

We choose arbitrarily a point $a \in E$ and define $H$ as the subgroup consisting of all $\tau \in G$ which leave a invariant

$$
\begin{equation*}
H \stackrel{\alpha f}{=} \operatorname{Ens}\{\tau \in G / \tau a=a\} . \tag{9.3}
\end{equation*}
$$

Putting for any $\tau \in G$

$$
\begin{equation*}
F_{\tau} \stackrel{\alpha f}{=} H \tau H=E_{n s}\left\{\eta_{1} \tau \eta_{2} / \eta_{1} \in H, \eta_{2} \in H\right\} \tag{9.4}
\end{equation*}
$$

The sets $F_{\tau}$ are mutually exclusive and have $\mathcal{G}$ as their union. Evidently $\quad \tau \in F_{\tau} ; \tau \in H \neq F_{\tau}=H ; F_{\tau} n F_{\tau^{\prime}} \neq 0 \neq \tau^{\prime} \in F_{\tau} \not \tau \tau \in F_{\tau^{\prime}} \nRightarrow F_{\tau^{\prime}}=F_{\tau}$. Choosing arbitrarily in every $F_{\tau}$ a unique representative $\gamma_{\tau}$, let $\Delta$ be the set of all these representatives.

Now to each $x \in E$ exists a $\tau \in \mathcal{G}$ with $\tau a=x$, hence a $\gamma \in \Delta$ and $\eta, \eta^{\prime} \in H$ with $\tau=\eta \gamma \eta^{\prime}$, hence with $x=\eta^{\gamma} \eta^{\prime} a=\eta \gamma a$ as $\eta^{\prime} a=a$ because of $\eta^{\prime} \in H$. If also $x=\eta_{7} \gamma_{1} \alpha$ then $\eta^{\prime \prime}=\gamma^{-1} \eta^{-1} \eta_{1} \gamma_{1} \in H$, hence $\gamma_{1}=\eta_{1}^{-1} \eta^{\gamma} \eta^{\prime \prime} \in H \gamma H$, hence $\gamma_{1}=\gamma$ as the representatives are unique so that $\gamma$ is uniquely determined by $x=\eta \gamma a$ (in general $\eta$ is not). Then 9.1 entails, putting $P_{Y} \stackrel{\alpha f}{=} P_{Y}^{a}$ :

$$
\begin{equation*}
P_{X}^{x}=p_{X}^{\eta r a}=p_{Y} \text { with } Y=\gamma^{-1} \eta^{-1} X \tag{9.5}
\end{equation*}
$$

Here $p_{Y}$ also is countably additive, and $\geqq 0$ with $p_{E}=1$, and, alse by 9.1

$$
\begin{equation*}
p_{Y}=p_{\eta Y} \quad \text { for all } \quad \eta \in H \tag{9.6}
\end{equation*}
$$

For any $\Gamma c \Delta$ we put

$$
\begin{equation*}
q_{r} \stackrel{d f}{=} p_{H r a} \tag{9.7}
\end{equation*}
$$

so that $q_{r}$ is countably additive and $\geqq 0$ with $q_{\Delta}=1$.
Then for a given $Y$ and varying $\Gamma_{C} \Delta P_{Y n H}$ is oompletely
additive in $r_{1} \geqq 0$, and $\leqq q_{r}$, and can therefore be written in the form

$$
\begin{equation*}
p_{Y \cap H}{ }^{2}=\int_{r} q_{d r} l_{Y}^{r} . \tag{9.8}
\end{equation*}
$$

Here $\mathcal{l}_{\gamma}^{\gamma}$ can be chosen to be completely additive in $Y$ and to vanish unless ra $\quad H Y$. In fact $l_{Y}^{\gamma}$ is the conditional probability that $\underline{x} \in Y$ under the condition that $x \in$ Hra.

For every fixed $Y$ the functions $\mathcal{l}_{\gamma}^{\gamma}$ are defined as measurable functions on $\Delta$ except for a set of $q$-measure 0 .

We introduce now:
Assumption $A:$ The definition of the quantities $\ell_{Y}^{\gamma}$ can be extended in such a way that they are defined for all $\gamma$ and all $\gamma$ as univalent functions of their arguments, for fixed $Y$ measurable in $\gamma$ and for fixed $\gamma$ countably additive in $Y$.

According to Doob (1948) a sufficient condition for assumption A to be fulfilledis: $E$ is a Borel-set in a Euclidean space and the $\sigma$-field over $E$ consists of all Borel-subsets of $E$.

The equality 9.6 entails

$$
\begin{equation*}
l_{\eta}^{\gamma}=l_{Y}^{\gamma} \quad \text { for all } \quad \eta \in H \tag{9.9}
\end{equation*}
$$

Taking in 9.9 especially $Y=K \Gamma a$ with $K \subset H, \Gamma \subset \Delta, \gamma \in \Gamma$, $\ell_{K r a}^{\gamma}$ for variable $K$ is countably additive, $\supseteq 0$, bounded, and invariant under all $\eta \in H$, hence it has the properties of a Haar-measure.

We now introduce:
Assumption B: The Haar-measure on $H$ is uniquely determined except for a proportionality factor.

According to A.Haar (1933) (cf. also J.von Neumann (1934, 1930, L.H.Loomis (1945)) a sufficient condition for assumption $B$ to be
fulfilled is: $H$ is a locally compact topological group.
Assumptions $A$ and $B$ together are certainly satisfied e.g. if $E$ is a Euclidean sphere of any number of dimensions and $\mathcal{G}$ the group of all rotations of $E$ into itself. Hence, if $\mu_{k}$ is the Haar-measure, normalized to $\mu_{H}=1$, and $m_{r}^{\gamma}$ the proportionalityfactor,

$$
\begin{equation*}
l_{k r a}^{\delta}=m_{r}^{\gamma} \mu_{k}=m^{\gamma} / /_{r}^{\gamma} \mu_{k} \tag{9.10}
\end{equation*}
$$

as $m_{r}^{\gamma}=0$ unless $\partial \in \Gamma$. Moreover $\ell_{\text {Mra }}^{\gamma}=\mathcal{L}_{r}^{\gamma}$, whence $m^{\gamma}=1$. Extension of $l_{\text {Kra }}^{\gamma}$ to $l_{Y}^{\gamma}$ with arbitrary $Y$ gives

$$
\begin{equation*}
l_{y}^{\delta}=\int \mu_{\alpha_{y}} l_{y}^{\eta v a} \tag{9.11}
\end{equation*}
$$

and substitution into 9.8 with $r=\Delta$ gives

$$
\begin{equation*}
p_{Y}=\int_{\Delta} q_{d \gamma} \int_{H} \mu_{d y} /_{y}^{\eta r a} \tag{9.12}
\end{equation*}
$$

and finally by 9.5

$$
\begin{equation*}
p_{x}^{x}=\int_{\Delta} q_{d r} \int_{H} \mu_{\alpha d y} /_{x}^{r_{x} \eta r a}, \tag{9.13}
\end{equation*}
$$

where $\tau_{x}$ is any $\tau \in \mathcal{G}$ with $\tau_{x} a=x$. On the other hand it is clear that 9.13 satisfies our conditions.

If in particular $\mathcal{G}$ is simply transitive over $E$, i.e., if $H$ consists of the unit element only, $\Delta=G$ and 9.7 and 9.13 simplify to $q_{r}=p_{r a}$ and

$$
\begin{equation*}
p_{x}^{x}=\left.\int_{G} q d r\right|_{x} ^{\tau_{x} r a} \tag{9.14}
\end{equation*}
$$

If, more in particular, $E$ and $G$ are identical, we can take $a=1, \tau_{x}=x$, and we get $q_{r}=p_{r}$ and

$$
\begin{equation*}
p_{x}^{x}=\int_{E} p_{d y} \int_{x}^{x y} \tag{9.15}
\end{equation*}
$$

If $\mathcal{G}$ is commutative and additively written, this leads back
§10. Wald's fundamental identity for arbitrary stochastic processes.

Exactly the same argument, which leads to Wald's fundamental identity (5.17), holds if $E$ is an $r$-dimensional Euclidean space, $x$ and $y$ are real vectors and $\xi$ is a complex vector in $r$ dimensions, and $\xi x$ is the scalar product. It also holds in the more general case, where $E$ is an additive Abelian group and $\boldsymbol{\xi}=\boldsymbol{\xi}_{1}+i \boldsymbol{\xi}_{2}$, where $\xi_{1}$ and $\xi_{2}$ are homomorphisms on the set of real numbers, i.e. for all $x$ and $y$ in $E, \xi_{i} x$ is a real number such that $\xi_{i}(x+y)=$ $=\xi_{i} x+\xi_{i y} \quad(i=1,2)$.

We can resume our result in:
Theorem 4: If $E$ is an (additive) Abelian group, if $\xi_{0}, \xi_{1}$ and $\xi_{2}$ are homomorphisms in the additive group of real numbers; if
$\rho=\xi_{1}+\xi_{2}$ and $\varphi\left(\xi_{0}\right)<\infty$ and $\inf _{x \in B}\left(\xi_{0}-\xi_{1}\right) x>-\infty$ then the identity

$$
\begin{equation*}
\sum_{i}^{\infty} \varphi(\xi)^{-n} \int C_{(n)}{ }_{d y}^{x} e^{x y}=1 \tag{5.17}
\end{equation*}
$$

Is satisfied.
A partial generalization of this theorem to arbitrary stochastic processes, determined by the transition probabilities $P_{(n)}^{x_{0}, \ldots, x_{n-1}} x$ satisfying 2.1-2.4 is derived as follows.

We make the additional assumption, that when the wandering point arrives in the state $x_{n-1}(n \geqq 1)$ after having passed if $n \geqq 2$ through $x_{0}, \ldots, x_{n-2}$, there is a probability $A_{(n)}^{x_{0}, \ldots, x_{n-1}}$ that the point will be absorbed hence a probability

$$
B_{(n)}^{x_{0}, \ldots, x_{n-1}}=1-A_{(n)}^{x_{0}}, \ldots, x_{n-1}
$$

that it will not be absorbed.
Moreover we introduce the auxiliary quantities $U_{(n)}^{x_{0}, \ldots, x_{n-1}}$ and $T_{(n)}^{x_{0}, \ldots, x_{n-1}}$ interpreted as the conditional probabilities that the catastrophe $\mathcal{E}$ does not happen under the condition that the wandering pointhas passed through $x_{0}, \ldots, x_{n-1}$ and has (for $U$ ) or has not (for $T$ ) been absorbed in $x_{n-1}$. Finally we define $C_{(n)}^{x_{0}, \ldots, x_{n-1}}$ as the total conditional probability that $\mathcal{E}$ will not occur under' condition that the point has passed through $x_{0}, \ldots, x_{n-1}$.

In order to compute $C_{(n)}^{x_{0}, \ldots, x_{n-1}}$ for $n \geqq 1$, we remark that there are two complementary cases: either the point is absorbed in $x_{n-1}$ (probability $A_{(n)}^{x_{0}, \ldots, x_{n-1}}$ ), in which case non- $\mathcal{E}$ has probability $U_{(n)}^{x_{0}}, \ldots, x_{n-1}$, or it is not absorbed (probability $B_{(n)}^{\left.x_{0}, \ldots, x_{n-1}\right)}$ ) and $\mathcal{E}$ does not occur (probability $T_{(n)} x_{0}, \ldots, x_{n-1}$ ) and it jumps into some "small" set $\alpha y$ (probability $P_{(n)}^{x_{0}}, \ldots, x_{n-y} d y$ ), and it lives happily ever after (i.e. $\mathcal{E}$ does not occur further on; probability $C_{(n+1)}^{\left.x_{0}, \ldots, x_{n-7}, y\right)}$. Hence we have

$$
C_{(n)}^{x_{0}, \ldots, x_{n-1}}=A_{(n)}^{x_{0}, \ldots, x_{n-1}} U_{(n)}^{x_{0}, \ldots, x_{n-1}}+B_{(n)}^{x_{0}, \ldots, x_{n-1} T_{(n)}^{x_{0}}, \ldots, x_{n-1} / P_{(n)}^{x_{0}}, \ldots, x_{n-1}} C_{\alpha_{y}}^{x_{(n+1)}, \ldots, x_{n-1} y}(10.1)
$$

For $n=0$ we have a similar equation, with the only difference that the upper suffixes excepty fail.

In order to simplify the formulae we shall omit the lower suffixes ( $n$ ) and replace the sequence of upper suffixes $x_{0, \ldots, x_{n-1}}$ by a single symbol $\pi(=$ path $)$. Then 10.1 becomes:

$$
\begin{equation*}
C^{\pi}=A^{\pi} U^{\pi}+B^{\pi} T^{\pi} / P_{d y}^{\pi} C^{\pi y} \tag{10.2}
\end{equation*}
$$

By successive substitution we obtain a formal development is $C^{\pi}, \pi$ being given (in particular also if $\pi$ is "empty"):

$$
\begin{align*}
C^{\pi} & =A^{\pi} U^{\pi}+B^{\pi} T^{\pi} \int P_{\alpha y_{1}}^{\pi} A^{\pi y_{1}} U^{\pi y_{1}}+B^{\pi} T^{\pi} / P_{d y_{7}}^{\pi} B^{\pi y_{1}} T^{\pi y_{1}} / p_{d y_{2}}^{\pi y_{1}} A^{\pi y_{1} y_{2}} U^{\pi y_{1} y_{2}}+\ldots= \\
& =\sum_{0}^{\infty} B^{\pi} T^{\pi} / P_{d y_{r}}^{\pi} B^{\pi y_{1}} T^{\pi y_{1}} \int \ldots P^{\pi y_{1} \ldots y_{k-1}} A^{\pi y_{k}} \ldots y_{k \cdot i} U^{\pi y_{1}} \ldots y_{k-1} . \tag{10.3}
\end{align*}
$$

In order that this development be convergent and a solution of 10.2 it is necessary and sufficient, that

$$
\begin{equation*}
R_{k}^{\pi}=B^{\pi} T^{\pi} / P_{d y_{7}}^{\pi} B^{\pi y_{r}} T^{\pi y_{1}} / \ldots \int p^{\pi y_{2} \cdots y_{k-1}} d C^{\pi y_{k}} \cdots y_{k} \tag{10.4}
\end{equation*}
$$

tends to zero for $k \rightarrow \infty$.
In order to generalize theorem 2 we consider solutions of the system of equations 10.1 in the unknowns $C_{(m)}^{x_{0}, \ldots, x_{n-1}}$ where the $U$ and the $T$ need not be probabilities, but may be arbitrary real or complex sequences of (not necessarily bounded) functions. Theorem 5: If $A$, for all $n$ and all $n=x_{0}, \ldots, x_{n-1} \in E^{n}$ real numbers $U_{0}^{\pi}, T_{0}^{\pi}$ exist, such that
A.l $T_{0}^{\pi} \geqq 0$ for all $n$ and all $\pi$,
A. $2 \quad U_{0}^{\pi} \geqq 0$ for all $n$ and all $\pi$,
A. $3 \quad T_{0}^{\pi} / p_{d y}^{\pi} U_{0}^{\pi y} \leqq U_{0}^{\pi}$ for all $n$ and all $\pi$ with $B^{\pi} \neq 0$;

If $B$. the functions $T^{\pi}, U^{\pi}$ are defined for all $n$ and
all $\pi \in E^{n}$ if $\theta$ and $c$ are real numbers, and if
B. $10 \leqq \theta<1$,
B. $2 / T^{\pi /} \leq \theta T_{0}^{\pi}$ for all $n$ and all $\pi$,
$B .3 / U^{\pi} / \leq C U_{0}^{\pi}$ for all $n$ and all $\pi$,
then the equations 10.2 have solutions $C$, given by 10.3 , which
satisfy the equations

$$
\begin{equation*}
C^{\pi}=U^{\pi} \tag{10.5}
\end{equation*}
$$

for all $n$ and $a l l \pi$, if and only if

$$
\begin{equation*}
u^{\pi}=T^{\pi} \int P_{\alpha y}^{\pi} U^{\pi y} \tag{10.6}
\end{equation*}
$$

for all $n$ and all $\pi$ with $B^{\pi} \neq 0$.
Proof: Writing

$$
\begin{equation*}
Q_{x}^{\pi}=B^{\pi} T^{\pi} P_{x}^{\pi}, Q_{0}{ }_{x}^{\pi}=B^{\pi} T_{0}^{\pi} P_{x}^{\pi}, \tag{I0.7}
\end{equation*}
$$

A. 3 becomes

$$
\begin{equation*}
\int Q_{0} d_{y}^{\pi} U_{0}^{\pi y} \leqq B^{\pi} U_{0}^{\pi} \tag{.10.8}
\end{equation*}
$$

from which the existence of the left member follows. The terms of the sum 10.3 with $T_{0}, U_{0}$ instead of $T, U$ are $\geqq 0$. The ( $k+1$ ) st term of this sum is $\leqq$ the same expression with the factor $A^{\pi y_{1} \cdots y_{k}}$ (which is $\leqq 1$ ) omitted, hence by 10.8 with $\pi y_{1} \ldots y_{k-1}$ instead of $\pi$ and $y_{k}$ instead of $y \equiv$ the $k$-th term with $A^{\pi y_{7} \cdots y_{k-1}}$ replaced by $B^{\pi y_{1} \cdots y_{k-1}}$. Added to the $k$-th term itself the sum is $\leqq$ the $k-$ th term with the factor $A^{\pi s_{r} \cdots y_{k-1}}$ omitted. Continuing in this way we find that the sum of the first $k+1$ terms is $\leqq U_{0}^{\pi r}$, so that the series is bounded, hence convergent. Denoting its sum by $C_{0}^{\pi}$ we have then $0 \leqq C_{0}^{\pi} \leqq U_{0}^{\pi}$ and also $0 \leqq R_{0, k}^{\pi} \leqq U_{0}^{\pi}$, where $R_{0, k}^{\pi}$ is the expression 10.4 with $T$ and $C$ replaced by $T_{0}$ and $C_{0}$. From B.l-B. 3 it follows then that the integrals in 10.3 as well as the whole series, exist absolutely and that $/ R_{k}^{\pi} / \leq \theta^{k} R_{0, k}^{\pi} \leqq \theta^{k} U_{0}^{\pi}$, whence $\lim _{k \rightarrow \infty} R_{k}^{\pi}=0$, so that 10.3 satisfies 10.2 . Now, if a solution of 10.2 satisfies 10.5 , it is trivial (by 5.17 ) that also 10.6 holds. If, on the other hand, 10.6 holds together with 10.3, we have

$$
\begin{align*}
& U^{\pi}-C^{\pi}=\lim _{n \rightarrow \infty}\left\{B^{\pi} U^{\pi}-\frac{\sum_{i}^{k}}{i_{k}} \int Q_{d y_{2}}^{\pi} \int \cdots \int Q^{\pi y_{1} \cdots y_{k-1}} A_{d y_{k}}^{\pi y_{1} \cdots y_{k}} U^{\pi y_{1} \cdots y_{k}}\right\}= \\
& =\lim _{n \rightarrow \infty}\left[\sum _ { r } ^ { n - 1 } \int Q _ { d y _ { r } } ^ { \pi } \int \cdots \int Q ^ { \pi y _ { r } \cdots y _ { k - 1 } } \left\{B^{\pi y_{r} \cdots y_{k}}\left\{U^{\pi y_{r} \cdots y_{k}} \int Q_{d y_{k+1}}^{\pi y_{1} \cdots y_{k}} U^{\pi y_{r} \cdots y_{k+1}}\right\}+\right.\right. \\
& \left.+\int Q_{d y_{r}}^{\pi} \int \cdots \int Q^{\pi y_{1} \cdots y_{n_{-1}}} B^{\pi y_{1} \cdots y_{n}} U^{\pi y_{1} \cdots y_{m}}\right] . \tag{10.9}
\end{align*}
$$

The expressions between the curved brackets vanish because of 10.6, 10.7 (with $\pi y_{r}, \ldots, y_{k-7}$ instead of $\pi$ and $y_{t}$ instead of $y$ ), hence they remain zero after repeated integrations, and the first sum between the square brackets in the right member of 10.9 vanishes. The last term between the square brackets is absolutely $\leq \theta^{k} U_{0}^{\pi}$; hence it tends to zero, which proves 10.5 and the theorem.

In the proof of theorem 5 lemma 5 (Appendix § 8) has not been used. It is therefore to be expected that theorem 5 will not completely imply theorem 4. In fact, in the special case of theorem 2 we have

$$
\left.\begin{array}{c}
P_{(n)}^{x_{0}, \ldots, x_{n-1}}=P_{X}^{x_{n-1}}, A_{(n)}^{x_{0}, \ldots, x_{n-1}}=A^{x_{n-1}}, B_{(n)}^{x_{0}, \ldots, x_{n-1}}=B^{x_{n-1}}, \\
U_{(n)}^{x_{0}, \ldots, x_{n-1}}=f^{x_{n-1}}, T_{(n)}^{x_{0}, \ldots, x_{n-1}}=T^{x_{n-1}} .
\end{array}\right\}(10.10)
$$

Then the conditions of theorem 2 except 5.8 are satisfied, but 10.6 passes into

$$
\begin{equation*}
C_{(n)}^{x_{0}, \ldots, x_{n-1}}=f^{x_{n-1}} \tag{10.11}
\end{equation*}
$$

so that it remains to be proved that

$$
\begin{equation*}
C_{(n)}^{x_{0}, \ldots, x_{n-1}}=\int C^{x_{n-1}} d y f^{y} \tag{10.12}
\end{equation*}
$$

where $C_{X}^{x}$ is given by 5.10 , if 5.8 is satisfied. We shall not go

Into the question, under which precise conditions this latter relation is satisfied. In any case a generalization of lemma 2 with $f^{x, y}$ instead of $f^{y}$ is needed.
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