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This note contains a remark which, although an only slightly
less general remark has beenmade by P. Lévy 1), seems not to be
generally known, A few simple consequences concerning stochastic
 processes are also mentioned.

§ 1
As uvsual two random variables X

2) are sald to be sto-

chastically dependent if they have a common distribution. A parti-

and y

cular case is the one where they are functilonally dependent; e.g.
where ¢ is a function of % | gy =¢w) » ¢ (x) being a measurable
function. A more general case is the one where the ordinary func-
tion @x) of one variable is replaced by a random function, e.g.
a function %"X»GI,BL“‘) depending on one or more or even an
infinity of parameters for which random variables 4g,,%,--- which
are stochastically independent of X are substituted :

y = 1>(§,Sx,ﬂz,~- ),

At first sight one might assume this still to be a special case.
This, however, is not so, and, moreover, one parameter is suffi-~
cient,.

In fact, let X and 9 be stochastically dependent and let us
assume that the conditional distribution function chg‘x) ofg_g
given x , exists sprcﬁ), and 1s measurable wilth respect to x and y
separately as well as simultanuously. We take here the distribution

function continuous from the left:

(,‘) F(g\x) J:?:Cp{f_j_<ﬂ‘x} )4-)

We introduce the discontinuous function
def ’
(2) plylx)y = P {3=‘31x§

which vanishes everywhere, except :n a denumerable set. Moreover,
we put for o< a=x /

(3) ' LF(XIQ‘) Aég suP-ch\F(ﬂ\x)<dS

1) P. Lévy, Théorie de 1l'addition des variables aléatoires, 1e ed.,
Paris, 1937, p. 71-73, 122-123.

2) Random variables are denoted by underlined symbols.

3) spr « (salva probabilitate «) means: except for a probability «
Hence spr O is equivalent with: almost surely.

4y def genctes an equality defining the left hand member.
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Then, with A stochastically independent of X and gy and ™ (e,1)

(i.e, homogeneously distributed on (o,7) )3 putting
(%) ¢ ¥ Foglx) + Apcyix)

we have «
Plasclxli=c

for every ¢ with o=xcgsand almost every x, i,e. d4 is stochast-
ically independent of X and

(5) Yy = pix, 4

Spr o©

A _—

Hence we haves

I For any pair of stochastically dependent random variables X,4

a measurable function w4 of two variables c¢an be found such
that (5) holds with 4 Heor) and stochastically independent of x .

We notice that

a) the assumption that X 1is one-dimensional enters nowhere,

b) the case of stochastic independence of X and Y enters as the
speclal case where ¢ does not depend on its first argument,.

¢} the case of functional dependence of § on x enters as the
special case, where @ does not depend on its second argument,

d) the above proof is identical with the one (obtained by putting
x =0, spr o) for the known fact that any one-dimensional random
variable y 1s a function of a Heqn distributed random
variable,

Using these facts we obtain:

1T I X ) Am have a common distribution function and are

one-dimengional, then for every integer k (1€ k<gn) g

measurable function ¢, of k variables exists, such that for
all k e {1+, n}

(6) X = Py () spr o

where </, - ,4. are WHeo,n and (completely)stochastically in-

dependent,

§ 2

Let X (t) be a stochastic process on a set T of elements t .

If T is finite or enumerable the result II may be applied. In the
latter case, taking for 'T'the set of positive integers, we get
for each teT X (B = Plbd ., up ) s, the 4, being all

H te;1) and stochastically independent.,

Assume now, for an arbitrary | , that a topology is defined in T,
that T, ¥ v, 6, i is everywhere dense in T , and that
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the process is everywhere continuous spr o ., We again have for
every t. €T, a representation of the form (6) for atlt) . For any
te T there is 3 subsequence tw,b%,~- converging towards t , and
(7) Xtby= X Ey) 'Eg( 25,0 = 2 E00) spr o g0 that for every

teT a representation of the form
(8) KB = e, )

exists, the function ¢ being measurable with respect to the ua
but not necessarily so with respect to £ , A similar result holds
if the condition of absolute continuity is replaced by an other
one, admitting a representation spro of x (&) as a function of
the % (k) ,

In the most general case measure theoretic difficulties of
the customary type arise, If, however, X (t) for every teT has a
conditional probability distribution, given x<&,), Xtk -+, T
again can be applied, so that xt) for bteT-T,can be expressed
by means of the u (k,) {=u,)and new independent WNie,:) variables
ulk)., It seems therefore worthwhile to try to find out, under
exactly which conditions a representation of the form

(9) X (k) = ¢lF,atls))

exlists, where s runs through a set ScTand ucy are ¥4<%r) for all
seS, and independent in the sense that for any function %F¢s) on
S such that o< Py s/ and f)=, except for at most at

a countable number of elements S,,S5., -+ €5 ,

3

(37

plos \:\_CS)SQLS)?S = /7 Fwso.



