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process B . If the numbers of successes are o, and b; '/ respec-
tlvely, o, and b; both possess a binomial probabllity distribu-
tion with parameters m., p and m,, P respectively.

The following
8 blnomial probabllity distributlon with parameters m and b
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formation is then used: if ' pos
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the random variable
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and variance
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(1.3) g
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this transformation, these random variables will be denoted by
w., and a. respectively.

The transformation (1.1) is applied to o, and b, ; after

1) Random variables are denoted by underiined symbols; the same
ymbols, not underlined, are used to denote values sssumed
by these random variables.

given in {8‘iﬁmP
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with three poss
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. Sequential test for the
Known variance,

mean of a normal distribution with

2.1. Two possible declsions.

For the case that the successlive observ

ations o, o¢,,....... 8r€
ldependent observations of one random varlableox , possessing a
normal probability distribution with mean p and known variance

o, WALD's sequential test with two possible decisions for}x

in [6] (p. 117-124). This test will be des-
cribed here for the case that the variance is not constant. This
WALD's test; the proof of the vali-
dity of this test follows at once from WALD's own proofs.

has been described

results in a small change in

For the test a value p, of n must be chosen, the two poss-
lble decisions being: },L < Ha and }.L‘:w o where we may substitute
€ resp. =2 for < resp.> .

eoubipy

Furthermore two values P and Mo must be chosen with

P < Po < Ha
such that the decislon p>p, 1s considered an incorrect decision
11 ps i, and the declislon < He 18 consldered incorrect 1f

pap, 3 for values of m between Y, and p, 1t is not important
which decision is taken.

1

"incorrect decision" are

correct! and

concepts




defined as follows:
Table I

+

Correct and incorrect decisions

ct ncorrect
decislon

ivalue of o

The interval (P"’Fa) is called the indifference region.
If:
« = the provablility of acceptance of > He 1T o=
f = the probability of acceptance of B<pe 1f p=p,,
and 1f o« and ﬁ are chosen both < 5 the probability of an incor-
rect decision 1s £ o for W= p, and = > for H& sy s

The Value o is of no further importance for the perfor-
mance of the test.

The test is carried out as follows ( df 1s the known va-
riance of x, ):

Additional observations are taken as long as:

(2.1) 1%53*: x, - St < AR
Hz“‘*; A=\ S Fi }"'1"‘"“1 ?
where
R = —‘—iﬁ—— S
B-Er <

The test is terminated as soon as (2.1) does not hold and the
decision > M is Then taken if

ixi“tﬁw > [;"LR

ST P

and the decision K< o if

'th-- oc; s LD

A

A=} 01'2.; }'L‘-'L"" H-t

A




possible decisions for the
with known variance, developed
in [7] for the case that

sible decilsions
1. H(Hn
2. P > R

The intervals (w,,p,) and the indifference

gions.
The concepts "correct" and "incorrect decision" are defined

as follows:
Table II
Correct and incorrect decisions

K= < Mo t {.}lu = ‘A—& }-L;




does not hold,

to T 1if }-l-w&.kz

sequentlal

ads to a& deci-

(2.3)

does not hold, where

A = -p R - A

di » t _ ds %

o' = the probablility of accepting

P“PL according

[3‘ = the probabllity of accepting H = !—l; according

we introduce the following notation

(2.4)




(2'5) Ym > Ht“

If now the inequalities

b s b

at T cannot

as been

B < He before the decision p< p

In that case only the following

and T are possible
or a later step) the decision < pe Or the decision pxp. -
2. T glves the decision pa p. 2nd T

*®

gives the decision ps= He and T

gives (at the same or
later step) the decision P2, OT the decision wp» ul .

The three possible deci
defined as follows:

. _ is then

Additional observatlions are taken as long as not both tests
T and T have given a decision. As soon as both tests are ter-
minated a decision is taken according

to the following rules:

1. po< po if T  has given the decision psap, and T the
decision I < Mo s

2. p>yp, if T has given the decision pay, and T the
decision > H; ,

3. Pas p= ps 1fT has given the decision pa p, and T
the decision K € ..
If (2.6) does not hold there exists the possibility of
accepting P> }4; according to T and of afterwards accepting
< e ( < E.x‘; } according to V. This kind of contradictory result
is excluded by (2.6).

Iff the random vari

ables oc, all have the same variance

the graphically, cf. [7].

test may be carried out
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as follows. |
section 1) one of the




( 3 1 ) ';j ® A& QNCBiMm \ —_— -

# 2 Laneiin |} =

(3.2) Y= 2aneeim [\

where m' possesses a binomlial probablillity distribution with para-

meters m and b .
The transformation (3.1) is introduced by FISHER [4|, the
transformation (3.2) by BARTLETT [ﬂ and (3.3) 1is in {8] .
For further information about the Ttransformations we refer to
13] (p. 395-%16).
Denoting the variables o, and b, , after their transforma-
tion, by u, and & tThe sequential test of sectlon 2.2 1is applied

to the random variables

Ax o= Wy ~ Az (A=t 2,%..00)

which possess, for large :;m;_ and -..; , approximately a normal
probablility distribution with mean

and variance

A X | i : %
8 G’i o, — - —
(3*5) m 'rL::. w W\i

Two values p, and H and four values Fooo Paos Pa
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which is

(3.16)

four values for u

&

(‘317) W, < U, €« | < Wy < WUy

Choosing

one finds four values for & such that

(3,11
2. On the line E“*;;mi

(3.19) o =

holds.
Choosing four vs

) é;"iélﬂf}":cs&%éq;

lues for rzwj

that (3.7) holds.
will choose these

chosen such

Usually one
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-}] -

Pas -
(3.20)

H"L:’:« wf-‘-z
which 1is equivalent to

Sin =8,
(3.21)

Sp= =5,
and to
(3.22) W, U, = Wy Uy =t

If (3.20) holds, (3.7) 1s equivalent to

R = R
(3.23) { S

Remark
It is not necessary that F and F: are constants., We only
need a constant o .
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