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)DUCTION

In this paper a description will be given of a class of tests treated in chapter

g

4 of my thesis

[4]. By means of these tests the hypothesis H., that k parameters
015 ..., Oz satisly the inequalities

{1*1§ : g o s w

alue of i

may be tested against the alternative hypothesis that at least one v
exists with 8, > §;.,.

In the chapters 1-3 of my thesis a related problem is treated namely the
problem of estimating k& unknown parameters §,, ....

6x, known to satisfy

1. inequalities of the type : ¢;(8,) < ¢;(8;),

si(68)) < d,

where, for each i = 1, ..., k, ¢,(8;) is a given function of §,, whereas ¢, and d;
are given numbers. A special case of this problem is e.g. the estimation of k
parameters 0,, ..., 3, known to satisfy the equalities 8, < ... < 6,

(1.2)

2. 1nequalities of the type : ¢;

A description of this estimationproblem and its solution has been given

by J. HEMELRIJK [5]. The proofs may be found in [4].

A description of the class of tests for the hypothesis (1.1) will be given in
this paper in section 2. Section 3 contains the special cases where 8, is

1. the parameter of an exponential distribution.

2. the variance of a normal distribution,

3. the mean of a normal distribution with known variance,
4

1. the length of the interval of a rectangular distribution.
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4 STATISTIQUE MATHEMATIQUE

Further an analogous distributionfree test, based on WILCOXON’s two

sample test, will be deseribed.
In this paper no proofs will be given; these may be found in [4].

2. — DESCRIPTION OF THE TESTS

The situation to be considered may be described as follows. Let x,, ..., 2z *)
be k% independent random variables and let, for each i = 1, ..., k,
x. (y=1,...,n;) be n; independent observations of x;. Let further, for each

i=1,...,k 0; denote an unknown parameter of the distribution of x;.
The hypothesis

(2a1) HQ:91\<\... <9k
will be tested against the alternative hypothesis
(2.2) H : at least one value of 1 exists with 4; > 6,...

This test is performed as follows. Let, for each i = 1, ..., k— 1, T; denote a test
for the hypothesis

(23) HO i 2 0, <. 0 i1
against the alternative hypothesis

(2.4) H@ . 94; > 5.5,4.1,

Let, for each i =1, ..., k—1, t; denote the test statistic and Z, the critical
region of this test. Then ¢; is a function of x; 4, ..., Xim,s Xit1,1s -+-s Xisan,  and
H, ; is rejected if and only if ¢; ¢ Z;.

The test for the hypothesis H, then consists of rejecting H, if and only if a
value of i exists with ¢; £ Z,.

Now suppose that the tests T, ..., T}, possess the following properties. Let
a; 2o P{_Ei e Z; I 0; = 9i+1}, ?)

(2.5)
Ni g:ini T n;.
and let, for each i = 1,...,k— 1, the limit N; - o be taken under the con-

ditions

Iim n, — o,

Nti-;-c;g

(2.6)

lim n;, = o,
N,;_"m

then we suppose that, for each i=1,.. k—1

?

') Random variables are distinguished from numbers (e.g. from the values they take in an
experiment) by underlining their symbols.

*) P{A} denotes the probability of event A.
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1. P{Ez e 2L l 0; < 97';-!-1} < @i,

2. Iim P{LL £ Z';, ! 97, <C 51‘;.;.1} == 0,
(2.7) Ni-yoo

3. Iim P{E@ sZ?-, ' g, > 6-;.;.1} = ].

N o0
y

Now it may easily be proved (cf. [4]) that the test for the hypothesis
H, possesses the following properties. Let @, denote the size of the critical
region of the test for H, (i.e. let a, denote the probability, if H, is true,

of rejecting H,), let
(2.8) nget 3 n;

and let the limit n — o be taken under the conditions

(2.9) lim n; = «© foreachi=1, .., k,
n—r 00

then we have

2. the probability of rejecting H,, under the hypothesis
. < ... < 0y, tends to zero for n — oo,

(2.10)

3. the probability of rejecting H,, under the hypothesis H, tends
to 1 for n - .

If, moreover, we suppose that, for each pair of values (Z,j) with £ < j

(211) P{tieZiand tj ¢ Z;|60; = 6in1, 0; = 0.1} <
SP{tieZi|0:=106:.}. Plt; e Z;|0; = 054},

then we have also (cf. [3] and [4])

the probability of rejecting H,, under the hypothesis

(212) k-1 k-1
br = ... =0 is > 3 a; — 3 { 3 a;)*

=1 1=1

k-1
Thus if we take e.g. 3 a; = 0,05 then we have
3=1

1. the probability of rejecting H,, if H, is true, is < 0,05,
2. the probability of rejecting H,, under the hypothesis

f; = ... = b, is > 0,05 — } (0,05)2 = 0,04875.

Tests T'; satisfying the conditions (2.7) and (2.11) will be described in section 3.



MATHEMATIQUE

:XAMPLES

3.1, - An ex ;.m&mti&l distribution with parameter ¢,

first consider the case that x, possesses, for each 1 = 1, .., k, a

ial distribution with par

13.1.2)

then we take, f

~

and for Z, we take a critical region of the form t; > t, o where [cf. (2.5)]

t, o satisfies

g

(3.1.4)

Now (3.1.1} entails that for each i = 1, ..., k, 26;n,x; possesses a y-distribution
with 2n, degrees of freedom, thus t; possesses, for each i = 1, ..., k — 1, under
the hypothesis 4, = §,,,, an F-distribution with 2n,.,, and 2n, degrees of

freedom. Thus the critical values t ~may be found from a table of the F-
o

distribution.

It may easily be proved {(cf. [4]) that these tests T, ..., T, satisfy the

conditions (2.71 and 2.11).

3.2. — A normal distribution with variance 8,

Now let, for each i =1, ..., k, x; possess a normal distribution with

bl

nknown mean u; and variance 6;. Then, if

i
X, 9 v x,
o1 g2 (=1, ..., k)

(3.2.1)

$i© .
%31211;2} t% o m_::“m(z‘ - 1} * e km 1)-
t+1

(n; — 1)s;*
5 possesses, for each i = 1, ..., k, a y2-distribution with n; — 1
F

egrees of freedom ; thus, for each i =1, ..., k—1, t; possesses, under the
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We again take eritical regions of t he form ¢, 2> t, o . where t, » may
: . % §

§..,, an F-distribution with n;, —

~distribution.
and (2.11)

are identical with those of the foregoing

?%
| S

g . vl W : . xr 72 def ‘ ?
 then s is replaced by 77 2 —— 3 (x, y — 1, )%, where

71

J

ssesses a y -distribution with n, degrees of freedom.

mean 4, and known variance

23 - 4 normal distribution with

norma.

We now consider the case that, for each i = 1, ..., &, x, possesses a
and known variance ¢;%. Let, for each i =1, ..., k,

i 3.3.1.1

then we take
(3.3.2) t, =% .,—x; (2=1,..,k—1).

P’Iﬁ h o gi 3

with zero mean and variance

tistic 1; possesses, under the hypothesis §; = 8,.,, a normal distribution

ake a critical region of the form ¢ >t ; then

T— T s ——r Ty s e B g Mak f e e g Pkt L T e AN SR

| o* as
| i 141

3.3.4 t = I B T

i ;.

where ¢, is defined by

(3.3.5

Thus ¢, . may be found by means of a table of the normal distribution. It

may easily be seen that this test satisfies (2.7). Further t; and t; are, for

J > 1+ 1, independently distributed, i.e. (2.11} holds for each pair of values
.

(2, j) with j > i+ 1. For j =i+ 1, t; and t; possess a two-dimensional normal
distribution with negative correlationcoefficient and it may easily be proved

(cf. [2]) that (2.11) holds in this case.

3.4. — A rectangular distribution between 0 and 4,

Finally, let, for each i =1, ..., k, x; possess a rectangular distribution
between 0 and §; > 0. Let, for eachi= 1, ..., k,
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(3.4.1} z; % max x;y,
1<y,
then ief. [4]. chapter 2) z; is the maximum likelihood estimate of 6;. In this
case we take, fori =1, ..., bk — 1,
_ <3
%_ zén”%mgé t& —
Zi4+1

with critical regions of the form ¢; > t; a..

Now we have (cf. [4]}

The proof of 12.7) and (2.11) may be found in [4].

analogous distributionfree test

In this section an analogous distributionfree test based on WILCOXON’s
test will be described. Let x,, ..., xx be independent random

n "
3 141

iff E@ E Sgn (."rgjy = X} 1 A ) " 3}
"}5‘::?:;?1 Eiﬁl

where

i 3.5.2

In the sequel of this section a test will be described for the hypothesis H’
that x;, ..., x; possess the same probability distribution. This test is based on
., ... B, . and is performed as follows. Let, for i =1, ..., k—1, H"; . denote

the hypothesis that x;, and x;,; possess the same probability distribution and

let Z” denote a critical region of the form W ;= W . where
_ | ok ,
%

(3.5.3) PIW 27 H 1}

0,14

QH;J } — i

‘g ” %Eaﬁ
¥

18 the test statistic of WILCOXON's two sample test, according to H.B. MANN

RN
DR WHITNEY (6] then W, = 2U; — ning,,.

[
and

gty
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Then the hypothesis H’ is rejected if and only if a value of i exists with
W eZ'.

For small values of n; and n,;., the critical values Wi,&; may be found from a
table of the exact probability distribution of W, under the hypothesis H o
(cf. e.g. [6] and [7]). For large values of n; and n;,,, W, is under the

hypothesis H’ approximately normally distributed with zero mean and
variance

(3..5.4‘) Uz(zi ] H;’i) - %"niniﬂ(Ni + 1).

Thus in this case an approximation to W ; s, may be found from a table of the
normal distribution.
Now let a, denote the size of the critical region of the test for H; , 1.e. let

(3.5.5) oo L P{W Z/ for at least on value of i| H’ }
then it may be proved (cf. [4]) that
k-1 k-1 k-1
(3-5~6) 2 @a; — % { 3 }2 < Qo *#<\ 2 i
1=1 i=1 1=1
Lot Further the test for the hypothesis H’ possesses the following properties.
(3.5.7) 074! P{x; > i1} i=1,..,k—1),

let the limit n — o0 be taken under the conditions

(3.5.8) lim n; = « foreachi =1, ..., k

N> 00

and let H’, H’ and H’ denote the hypotheses
1 2 3

1. H’ : for each value of z : ¢ < ¥

2. H"'2 : at least one value of i exists with 0. > 3,

(3.5.9)
3. H’ : ( for each values of z : 0 < 3,

at least one values of i exists with 9; = 3.

Then we have, (cf. [4]), for n > o

1. the probability of rejecting H’ under the hypothesis H’ tends

to zero,

2. the probability of rejecting H’ under the hypothesis H’ tends
(3.5.10) to 1,

3. if «; is sufficiently small for each value of i with §, = {, the
probability of rejecting H’ under the hypothesis H tends to
a limit < 1.
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RESUME

Des tests pour Chypothése 6, < ... < i concernant k parameétres
§; tnconnus.

Soient #,, . , 8; des paramétres inconnus de k lois de distributions.
dont une solution est donnée 1ci, est de tester 'hypothése

s alternatives qu'il y a au moins un pair (8;, €;) avec i < j et
g, > 6.

Le test se compose d'une série de tests de deux échantillons pour 'hypothése §; < 6.
(¢ = 1. ., h—1). Le type de ces tests pour deux échantillons dépend de l'information
disponible sur la forme des lois de distribution dont les échantillons ont été prélevés.

probléme,

COnNntre




