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1. Introduction

In statistical practice often the situation is met with, that
one wants to draw conclusions from data, which have not all been
cathered under the same conditions. When these conditlons may af-
fect the observed quantitles, the data must be divided into groups
that are homogeneous with respect to the conditions and the ef-
fects under consideration have to be ftested wifthin each group.

The groups seperately often are too small to draw a conclusion.
Then it is tried to draw an over-all-conclusion, applying a com-
biration technigue on the results of the individual tests. A

well known technique 1is that of R.A. FISHER (1932) based on the
probability integral transformation, The underlying 1idea of
Fisher's technique is to use the logarithm of the product of the
tailerrors (or probabilities of exceedance) of the individual
tests as a test statistic. This statistic multiplied by -2 has
“_distribution with 2k degrees of freedom, k being the number
of the tests, provided the hypothesis tested is true for all com-
bined tests. This simple technigque can be applied fnr a large
nurber of tects but has the following disadvantages:

1. It is only oxact, if the statistics of the combined tests have
continuous dictributions (cf. W,A. WALLIS (1942)). '
2. Lttemps to change the weights of the individual tests make the
techniques much more complicated,

For these reasons, the statistical department of the Mathema-
tical Centre often used ancther easy combination method. It 18
based on a linear combination of the statistics of the indiviau-
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a2l tests. The obfTained over-all statistic is in most cases appro-
ximately normally distributed under the hypothesis tested, as
either the individual statlstics have approximately normal disftri-
butions or the number of the combined tests is so large, that the
Central Limit Theorem &applies. The method can be used for many
tests with symmetrically distributed statistics, and has a one-
sided and a two-slded version, By an adequate choice of tThe com-
bination coefficients the method can obtain speclal consistency

or effeciency properties.
In the present paper the qualities of this combination method

will be illustrated on Wilcoxcn's two sample test. Wilcoxon him-
self has recommended the use of the sum of the statistlcs 1f a
conclusion has to be drawn on k pairs of samples (cf. F. WILCOXON
(1946)). Two linear combinations, in certain special cases equil-
valent with the sum, will be treated here. One of them yields =
test, with a region of consistency that is independent of the pro-
portion of the sample sizes and the other has in an important spe-

cial case The largest effliciency.

Wilcoxon's two sample test can be applied on samples of Two
random variables x and y (c¢f. F. WILCOXON (1945), H.B. MANN and
D.R. WHITNEY (1947)). In the present paper k pairs of random varil-
ables X., ¥, (1=1,2, ...,k) are considered with distribution Tunc-
tions denoted by F,(x) and Gi(x) respectively. Samples of indepen-
dent observations of these variables are assumed to be available.
The sample sizes will be denoted by m, (for x,) end n, (for y,) -

The hypothesis H_ to be tested states that Fi(x)zz Gi(x) for
1=1,2, .4,K

Let x; . (r=1,2,.. ”mi)tind vi g (8=1,2,...,70;) be the L
servation of ﬁi and the s observaltion of N respectively. LetT

sgn(z) be defined by

Z, if z<0
(2.1) sgn(z) det if 2z =0
if z 50

then Wilcoxon's statistic for the ith pair of samples is a linear

function of



T

Ty 0y
def
(2.2) W, == 2. 2 sgn(
=17 8=

§i1= Mis)

(cf. D. VAN DANTZIG and J. HEMELRIJK (1953)).

As mentioned 1n sectlion 1, the statistics considered in this paper
are of the tType:

def
(2.3) WL 5 o
1 =1

The numbers ¢, are called the "weights". They have to be real and
can depend on the sample sizes.

Only the right-sided test will be considered here, where hypo=-

thesis HO 1s rejected 1if the observed value of W is equal to W.

or larger. W_, 1s defined as the smallest value that can be at-

tained by W for which:

SRR

(2.4) PW; W, | Hclg_od }

where o 18 the level of significance.

If the dlistribution of W under hypothesis Ho is symmetric with
respect to 0, which is true if the distributions Fi(x) and Gi(x)
(1=1,2,...,k) are continuous, then the corresponding left sided

test will have a critical region: W< W, and the two-slded test

a critical region |W| > Wee s, s POth at the level of signiflcance
ol . The properties of these tests can easily be derived from the
properties of the right sided test +treated below.

In this paper each test based on a statistic of the type (2.3),

with critical reglon defined by W>W_, will be called a W-test.

General properties of the distribution of W

il

In this and the next section the following assumptions are as-
sumed to be wvalid.

A 3.7 The random variables XA KnssessXy 5 YaseoesYy are 1indepen-
dent,

A 3,2 The distribution functions Fi(x) and Gi(x) are continuous
(1=1,2,...,k).

Assumption A 3.2 1s not necessary for all results to be treated,

but 1t is introduced for convenience in order to avoid the compli-
cations due to ties.
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Well known properties of Wilcoxon's statistic in the case of
one pair of samples yield immediately the following results:

(3.1) B, SR E

—_—= J = aanim
(3.2) CYO var {%) } ZZ; C m.n, mi+ni+1)

(cf. H.B. MANN and D.R. WHITNEY (1947)) and under alternative
hypotheses:

K
def
(3.3) M= £ W = ié_/} clml!llbi
where
+ 6O
(3.4) o, - U/" ¢y (%) OF, (x)
— O

For the variance & of W a more complicated expression in the dis-

tribution functions Fi(x) and Gi(x) is found (cf. D. VAN DANTZIG
(1951)) .

If the sample sizes m. and n. (i=1,2,...,K) are large, the dis-
tribution of W will be approximately normal. This can be concluded

ity

from a limit theorem by E.L. LEHMANN {1951) for the case of large
sample sizes and from the Central Limit Theorem for the case of
large k. These theorems are valid under very general conditlions,

not only under hypothesils Hog but also under alternative hypo-

theses if the }bi] are smaller than 1.

It follows that the critical value W_, , defined in section 2,
is approximately equal to

£ e ——y
v oA R gt I . E

Al

Ik /1
Y B /I i‘% A
(3a5) w&m *é“uo(i% Ci 3 l (m 11 . *l"/}) 3
%; —
where u 18 glven by

(3.0)

The power of the W-test with respect to a given alternative (given

set of distribution functions F, {(x) ;ndGi(x) will be “dpproximately
equal to




D 1 _ G;
(3*7) PM(FTG],_) - /t"ql)((umc T é‘%) ?) 3
where @(x) denotes the distribution function of a N(0,1)-variable.

A test 18 consistent against an alternative hypothesis H and
with respect to a parameter N if the power of the test against
hypothesis H tends to 1 for j —oo. In this section the classes
of' alternatives, against which the W-test is consistent, are in-

vestigated. The numbers k, m., and n, are supposed To be non-de-

creasing functions of a natural number N that tends to infinity.
The dependence on N 1is denoted, if necessary, by writing k(N),

mi(N)j ni(N)ﬁ }L(N) etc.
The following special cases will be considered:
Case I: k(N)=k for each N, and mi(N) and ni(N) tend to infinity

for N—ao but mi(N) /N and ni(N) /N remain bounded and larger than
a positive number.

Case II: k(N) tends to infinilty for N -—.0 and mi(N) and ni(N) re -
main bounded. For convenience it is assumed that k(N)=N and that
m. (N) and n,(N) are constants (denoted by m; and n,) for 1g N,

An argument similar to that given by D. VAN DANTZIG (1951)

shows that the power of the W-test tends to 1 if j&(N)/CTO(N)
—> o0, This ylelds the following theorem:

ihe W-test 1s consistent with respect to N againgt all alter-

EE R PNV ey <ot ST s NI AIE P - W I eI ol S

_hypotheses for which

1 N
= 5 e (N)mynb, —s +co if N-—co
1="

In both cases the test 1s for sufficiently small of not consis-
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According to theorem 4.1 the consistency conditions depend on
the sample sizes. Given the bi and the weilghts Ci(N) the test can
be made consistent by an appropriate choice of the sample sizes.

his can be avoided by a special choice of the welghts:

. q C ( N) e ———
) 1 1 N) n

where ¢ is an arbitrary constant not equal to 0. If This constant
is positive the test will be consistent against all alternatives

for N —» 6O in case 1

1=

and, for sufficiently small o , against no other alternatives.

As the consistency conditlons of the W-test based on (4.1) do
not depend on the sample design (1.e. on the numbers m N and ni) ;
1t will be Cal“aiiﬁm?“dﬁﬁifnffﬁﬁmW“tegtﬁa The use of designiree
tests has been recommended by C., VAN EEDEN and J. HEMELRIJK ( 1955) .

The statistic of the designfree W-test is egual to the sum of
the individual statistiCS'wi if mqmmzm,ummk and nﬁmhgmq.,mmm,

In practice the set of pairs of distribution functions Fi(x)
Gi(x) (i=1,2,...,k) often can be considered as a random sample
from a population of such palrs. Alternative hypotheses with tThis
praperty will be called "randomized alternatives'. If a randomized |
alternative 1is true the bi are observations of a random variable Db.
It can be shown that the W-test with positive weights 1is in case 11
consistent against all randomized alternatives for which & b 18 po-

gitive. In case I the situation 1s more complicated.

In this section not only the numbers of observations but also
the distribution functions Fi(x) and Gi(x) and thus the quantities
bi are supposed to depend on N. This will be denoted by writing
Fy(x3N), G;(x3N) and b, (N).

further the following assumption 1is made:
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