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J. HEMELRIJK 

DAVID VAN DANTZIG'S STATISTICAL WORK 

1. HISTORICAL NOTES 

Originally a pure mathematician, professor at the Technical University, 
Delft, David van Dantzig (1900-1959) started his work in the field of 
probability theory about 1940 with his first publication on this subject [l]. 
Afterwards, during the war, being dismissed by the Germans from his 
professorship, he continued to study probability and statistics. He at 
once understood the eminent importance of this branch of applied 
mathematics for other sciences, industry and society in general and his 
conscientious nature drove him to further study and to thinking about 
ways and means to propagate and develop research and application of 
mathematics in general and statistics in particular after the war. 
Before the war Holland was decidedly an underdeveloped country as far 
as mathematical statistics was concerned. Good work had already been 
done by several pioneers in the application of statistics and at the Agricul
tural University of Wageningen, where courses in mathematical statistics 
were given by Prof. M. J. van Uven, but these activities were isolated and 
uncoordinated. Some more names and details can be found in [28]. 
What was really needed was a bridge between mathematicians on one 
hand and other scientists, engineers and technicians on the other hand. 
Also study and research in the domain of applied mathematics (including 
physical mathematics and statistics) would have to be stimulated and 
coordinated with similar activities in the field of pure mathematics and 
numerical methods. 
All this and especially the possibility of consultation on a large scale 
could not be realized by the universities alone and this led to the idea of 
establishing a mathematical organization, harbouring all of the activities 
mentioned - and some more - in one institution. This idea, shared by 
Prof. J. G. van der Corput and Prof. J. F. Koksma reached its definite 
form in the Mathematical Centre, founded in Amsterdam in February 1946 
by the triumvirate mentioned. The importance of this joint initiative can 
hardly be overestimated. The Mathematical Centre flourished and grew 
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rapidly and is now a unique institution helping to give drive to the devel
opment and application of mathematics in wide fields of scientific 
research, technics and industry. 
Having studied probability and statistics during the war, Van Dantzig 
was then - as he was when he died - our foremost statistician. He set 
himself the task to realise his ideas on consultation and research as head 
of the Department of Mathematical Statistics of the Mathematical 
Centre, a tas~ which could exceedingly well be combined with his new 
professorship (in the 'Theory of Collective Phenomena', a chair created 
especially for him) at the municipal University of Amsterdam. 
From then on he has been more than busy with courses and statistical 
consultation, working with pupils, visiting congresses, delivering lectures, 
working in committees and boards and, besides all these activities, 
producing papers and working out new theories up till the very day of his 
untimely death. His powers of thought and work were amazing and it 
was largely due to his stimulating activities that Holland reached an 
international level in statistics after a few years. 
His theoretical work on probability and statistics also found international 
recognition. His personal relations with many outstanding mathematicians 
and statisticians were excellent and he was a well known visitor of and 
speaker at international congresses. In 1950 he lectured for half a year 
at Berkeley, U.S.A., as visiting professor of California University. He 
was elected member of the International Statistical Institute, fellow of the 
Royal Statistical Society, the Institute of Mathematical Statistics and the 
American Statistical Association. He also was a member of the Dutch 
Royal Academy of Sciences ( Koninklijke Nederlandse Akademie van 
Wetenschappen) and one of the first members of the Dutch Statistical 
Society (Vereniging voor Statistiek). His five lectures for the yearly 
congress of this society are rightly famous for their wit and their clarity 
of thought and expression. 
During all these activities a strong nostalgia for pure mathematics 
never left him. 'Applied mathematics seems to be like wine: it becomes pure 
just in course of time' 1) is one of many of his expressions of this nostalgia; 
his (unfinished) endeavour to find a new basis for probability in topology 
(one of his 'old loves') is another. He did not succeed, however, in 

1) 'The function of Mathematics in Modern Society and its consequences for the teaching • 
of Mathematics', Euclides 31 (1955) 88-102. 
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disentangling himself from his applied work. Some of the subjects on 
which he worked were of too great importance for that. The most 
important one was the statistical and hydrodynamical research concerning 
the high water levels at the Dutch coast and the movements of the North 
Sea, on which he worked for years after the disastrous flood of 1953. 
This subject is too large to be treated extensively here. A final version of 
the report of the Departments of Mathematical Statistics and Applied 
Mathematics of the Mathematical Centre, written under his supervision 
and for a large part by himself for the Delta Commission of the Dutch 
Government, was lying on his desk on the day of his death. For weeks he 
had been putting the final touches to this large document, which will 
appear as a book - one volume of a very voluminous report of the Delta 
Commission to the Government - and which will constitute a monument 
for his tireless efforts to further the interests of mathematics and its 
application to subjects important for society. 

2. HIS VIEWS ON FOUNDATIONS OF PROBABILITY AND STATISTICS 

Van Dantzig's extensive interest in and knowledge of signifies destined 
him to take part in the discussions on the foundations of his new domain 
of research. It is well known that several very divergent views exist on the 
foundations of probability. Although the theory of probability may be 
seen - following Kolmogorov - as an axiomatic mathematical theory, 
part of measure theory, the application in the form of statistics and the 
practical interpretation of a numerical probability have given and still 
give rise to controversies between scientists working in this field. Two 
main branches of interpretation .may be distinguished: the objective 
(frequentist) and the subjective (or personal) interpretation. 
The frequentists see a probability as an approximation of a frequency 
in the long run and this was also van Dantzig's standpoint. He com
plemented this interpretation - as others have done - by the observation 
that the practical behaviour of mankind indicates that possible events 
with a very small probability are not expected to occur in isolated 
observations and that these probabilities are therefore treated in the same 
way as zero probability. His further analysis of this interpretation, of the 
role of the mathematical model in a scientific investigation and of the 
method of its choice, its 'switching on' and 'switching off' constitute a 
real contribution to a better comprehension of the mechanism of the 
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statistical method, leading to a sharper and more critical distinction of its 
different phases and improving the exactness of its applications. 
Although not quite satisfied with the frequency interpretation he could 
never agree with the ideas of the subjectivists, who interpret probability 
as a degree of belief, a degree of confidence or something like this. His 
criticism of these ideas was sharp and to the point. In one of his papers 
on this subject [31], 'Statistical priesthood (Savage on personal probabil
ities)', he launched a heavy attack on L. J. Savage's book 'The foundations 
of statistics', 1954. The following is a quotation from this paper which 
neatly summarizes his views: 
(1) 'Statistical work has value only insofar as its results are independent 
of the preferences of the individual statistician who performs it. Although 
such an independence in any absolute sense cannot be reached, it can be 
obtained to a practically sufficient degree, which is not essentially less than 
one obtainable in other sciences. 
(2) Strictly speaking statistics needs as a mathematical tool no calculus of 
probabilities, but only a calculus of (finite) frequency quotients. The 
concepts of probability and of infinity are introduced for mathematical 
convenience only. 
(3) Statistics uses the empirical hypothesis that apparatus ('lotteries') 
exist, admitting random choices of one among any given number of ele
ments. Such apparatus do not exist in absolute perfection and their degree 
of perfection can only be defined after development of their theory. Their 
role is analogous to that of rigid bodies in euclidean geometry and of 
perfect clocks in dynamics. Empirical interpretation of probability statements 
is only possible with reference to such random apparatus or to natural 
phenomena empirically found to behave statistically sufficiently like these. 
(4) Because of imperfection of random apparatus and of simplifying 
mathematical assumptions probability statements of very great precision 
have no empirical correlate. In particular the distinction between very 
small probabilities and zero has none. In accordance with this, actual 
human behaviour is only understandable on the assumption that possible 
events having theoretically extremely small probabilities are actually 
neglected. 
(5) Subjective expectations, valuations and preferences and their changes 
from person to person or in the course of time can and should be investiga
ted by means of 'objective' statistical methods. Trying to use them as a 
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basis of statistics is like trying to gauge a fever thermometer by means of 
the patient's shivers.' 
This statement of his views contains in a nutshell the basis of his attack 
on subjectivistic theory, which is worked out further in the rest of the 
paper. 
A second paper called 'Statistical priesthood II (Sir Ronald on fiducial 
inference)' [33] is a critique of R. A. Fisher's book 'Statistical methods 
and scientifi,c inference', 1956. This paper also combines sharp criticism 
with excellent wit and it contains an analysis of Fisher's method of 
fiducial inference. Although searching for positive points in this method, 
Van Dantzig finally finds that he must reject it. The method of his analysis 
may be illustrated by means of a very simple example, mentioned in the 
first part of the paper. 
Let x be a random variable, normally distributed with unknown mean µ. 
Then everybody agrees that 

(1) P(x<µ) = ½, 

Fisher now writes 

(2) P(µ> x) = ½, 

which is equivalent to (1) and if an observation of x yields the value 1.37 
he substitutes this value into (2), getting 

(3) P(µ > 1.37) = ½. 

This statement is - for a frequentist - meaningless, µ not being a random 
variable but an unknown constant. If µ > 1.37 is in fact true, then the 
value of P(µ > 1.37) is 1 and ifµ < 1.37 then its value is 0. Now Fisher 
himself adheres to the frequency interpretation and he does not consider 
(3) as a probability statement but as a new kind of statement, derived 
from a 'fiducial distribution' attributed toµ; this fiducial distribution is 
also normal, with the same variance as the probability distribution of x 
and with x itself as mean. Considering (2) as a fiducial statement derived 
from this fiducial distribution and then substituting x = 1.37 (3) is 
obtained. 
It is of course a quite legitimate procedure to introduce a new notion 
called 'fiducial distribution', with substitution of a number for x admitted. 
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It is, on the other hand, very confusing to use the same symbol P for this 
distribution. And furthermore, increasing the confusion to the point of 
incorrectness, Fisher insists that (2) allows of a frequency interpretation. 
This is true as long as P means 'probability' and as long as no substitution 
for x is allowed. Van Dantzig makes this clear by rewriting (2) in the 
form 

µ 
I (x-µ)• 

1 f e 

_2_a_•_ 

(2a) 
aV2n 

dx=½. 

-oo 

It is clear that in this formula, which is equivalent to (2) and the datum 
that x is normally distributed, no substitution of 1.37 ( or any other 
number) for x can be allowed. Therefore (2), considered as a fiducial 
statement with substitution admitted, cannot be equivalent to (2a). 
But then the meaning of the fiducial statement is totally in the dark. 
Van Dantzig himself never wrote x for a random variable, but he indicated 
the random character of a variable by underlining its symbol. The distinc
tion between random variables and algebraic ones - neglected by Fisher -
was of course made consistently at the time by several authors, but they 
used different symbolisms, e.g. capitals for random variables and small 
symbols for algebraic ones or greek versus roman type. The method of 
underlining is, however, a very practical one which in our opinion is to be 
preferred. In this notation (1) becomes 

(1') P(~ <µ) = ½ 

and (2), in its probability sense, becomes 

(2') P(µ> ~ = ½, 

clearly equivalent to (l ') .But in its fiducial sense it seems to be something 
like 
(2") P(µ > x) = ½, 

at least if one insists on a frequency interpretation with substitution for x 
admitted. For in this form x is an algebraic variable and substitution is 
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possible. However, (2") does not in any way follow from (2') by means 
of the axioms of probability theory. It should therefore be based on a 
definition of µ, which Fisher does not give explicitly. Defining 

def 

(3') !!:_=µ-~+x, 

where µ is the unknown value of the mean of ~ and x the value as
sumed by ~ in the observation, (2'') can indeed be proved. 
It is not clear whether Fisher would agree with this view on his method. 
The further analysis, along these lines, of more complicated cases led 
to rather disappointing conclusions, the most important one being that 
the Behrens-Fisher two sample test cannot be justified in this way and 
is incorrect from the frequentist point of view. 
This analysis clearly shows the importance and the power of a system
atic and clear notation. 

3. HIS WORK IN STATISTICAL CONSULTATION 

During the first years of the Mathematical Centre Van Dantzig did most 
of the consultational work himself. Most instructing were his talks with 
research workers in other fields of science, who were always compelled in 
the course of the interview to sharply define the means and the aim of 
their investigation. He always started the discussion by asking for a 
formulation of the aim of the experiments and the discussion of this 
point alone was always of great value to the experimenters already and 
often led to a change in the experimental design, at least if the experiments 
had not already been performed. This made him an ardent propagandist 
for consultation before the actual start of the experiments. He also 
insisted on building up an adequate mathematical model together with 
the consultees and, if necessary, on an adaptation of the experimental 
design in order to bring it closer to the mathematical model. Another 
point, which in experiments is too often overlooked, is always to investi
gate the accuracy (or lack of it) of the observations. Then the statistical 
methods to be used in the analysis had to be chosen beforehand. Time and 
money should be allotted to this phase of the project, a phase which he 
emphatically included in the investigation as a whole. The analysis 

1) ~ indicates that the left hand member is defined by the right hand one. 
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should not be considered a trifling work to be executed by statistical 
sourcerers after the experiment has been completed. 
As for the conclusions to be drawn from the analysis, these were obtained 
by 'switching off' the 11?:athematical model and they were painstakingly 
formulated in an exact statistical language. Their final practical or 
scientific interpretation was then discussed with the consultees and help 
was given to 'translate' them in the language pertinent to the particular 
domain of the experiment, but the responsibility of these final inter
pretations always remained with the experimenters themselves. 
In this way he not only succeeded in forming a group of statistical pupils 
who were well schooled in statistical consultation but he also taught 
many scientists in other fields to think more clearly and to realise the 
importance of paying due attention to the theoretical preparations and 
the possibility of well founded statistical analysis which are necessary 
for experiments on a high scientific level. 

4. HIS THEORY OF COLLECTIVE MARKS 

Space does not allow us to give a complete survey of Van Dantzig's 
research work in probability and statistics. Interested readers should 
consult his own papers, listed as references at the end of this paper. 
We have selected one topic, the theory of collective marks, which was his 
pet theoretical subject. This theory in itself is already too large for com
plete description [4] [5] [22] [27] [34] [37]. Only the principles are stated 
and two examples, not extensively published before, are given. 
The basic idea of collective marks is extremely simple; it can be dem
onstrated with the following example. 
On December 31st; 1939, the number of registrated inhabitants of 
Amsterdam was 757386; 365512 were men and 391874 women. A very 
simple way to summarize these data is 

(4) 757386 A = 365512 M + 391874 W, 

where A = 'inhabitant of Amsterdam', M 'man' and W _ 'woman'. 
Regarding (4) as an equation it may also be written 

(5) A= 0.4826 M + 0.5174 W; 

the coefficients are now relative frequencies. 
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Generally, let I' be an arbitrary finite collection with n elements and let 
A1, ... ,Ak be a set of properties such that each element of I' has exactly 
one of these properties. Let the frequencies of A1, ... ,Ak be ni, ... ,n,c 
(Lni = n) and let 
(6) fi, = ni/n, 
then 

(7) def 

C= IfiAt 

is, by definition, the collective mark of I' with respect to the 'category' of 
properties (or 'marks') A1 ... . ,Ak. 
Regarding At (i = 1, ... k,) in (7) as abstract symbols C becomes an 
abstract symbol too. 
Several kinds of substitutions may now be considered. If e.g. E is an 
arbitrary property on I', with relative frequency at on the subset of I' 
consisting of all elements having property At (i = 1, ... ,k), then 

(8) 

is the relative frequency of E on I'. Taking e.g. for E the property of 
having red hair and form and w respectively the fractions of red-haired 
men and women in Amsterdam, (5) gives 

a= 0.4826 m + 0.5174 w, 

the fraction of red-haired inhabitants of Amsterdam at the end of 1939. 
This notion of a collective mark applies analogously to a probability 
distribution. We consider only the discrete numerical case of a random 
variable~ assuming values x1,x2, ... with probabilities p1,p2, ... (LPi = 
1). The extension to other cases is evident. The collective mark of the 
probability distribution is then defined by 

(9) 

where A1, (i = 1,2, ... ) and C are abstract symbols. 
If now E is an arbitrary possible event and P(.Ejx1,) is the conditional 
probability, given ~ = Xi, that E does not occur, then substituting 
P(EJxt) for Ai gives 
(10) P(.E) = L p1,P(Ejxi), 
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the unconditional probability of E. This is the fundamental property of a 
collective mark. 
A collective mark is a functional: substituting a function A(xi) for Ai, 
C becomes a number. Functionals like this have been introduced by 
several authors, but Van Dantzig's method contains new elements which 
enlarge its scope beyond previous methods. 
The most interesting substitution for Ai is Ai, giving 

def 

C(A) = 2, PiAi, 
(11) 

a polynomial in the abstract symbol A. The probabilities Pi are still 
uniquely determined by means of the formal differentiation 

(12) = _!_ [ diC(A) ] A = 0. 
Pi i ! dAi 

Taking for A a complex number, C(A) is the generating function; with 
Ai= etx, the moment-generating function is obtained and A1 = eitx1 with 
real t gives the characteristic function. All these cases have been consid
ered extensively by Laplace, De Moivre, Cauchy, Levy a.o. 
Van Dantzig gives a new turn to his generalisation of these functions by 
introducing an imaginary event E ('a catastrophe; e.g. the ignition of a 
red light') which may or may not take place together with a realisation 
of the random variable~- With every possible value Xi of~ is associated a 
probability 

(13) 

that E will not occur. According to (10) substitution of this probability 
for Ai transforms C into P(E), the probability that a realisation of ~ 
will not result in the catastrophe E. Sometimes an adroit choice of the 
chance mechanism ('lottery') represented by (13) makes it possible to 
compute P(E) directly; and to derive the collective mark, the characteristic 
function etc. at once from P(E). This leads to beautiful short cut deriva
tions illustrated in the following sections. 
For the further elaboration of the theory itself, e.g. the generalisation to 
more dimensions, we refer to the original papers. 
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5. DERIVATION OF THE BINOMIAL DISTRIBUTION 

Consider n independent experiments each having probability p of a 
success and q = 1-p of a failure. Let :?£_ be the total number of successes, 
then the well known probability distribution of :?E. may be derived as 
follows. The collective mark (11) of x is given by 

n 

(14) C(A)= 2 PxAx 
x=O 

and for (13) we now use a lottery L from which x tickets are drawn 
independently and with replacement if :?E_ assumes the value x. The lottery 
L is such that in each drawing the probability that the ticket indicates E 
(the catastrophe) is equal to 1-A (0 <A< I). Thus P(Ejx) = Ax and 
according to (10) and (14) 

(15) C(A) = P(E). 

The x drawings from L may be executed one after each success. The 
probability that one experiment, with a drawing from L if the experiment 
gives a success, does not lead to Eis then: 

pA + q 

and for the series of n experiments this gives 

(16) C(A) = P(E) = (pA + q)n. 

Expansion of the right hand member according to Newton's binomium 
leads together with (14) to 

(17) Px = P(:?E. = x) = (;) pxqn-x. 

6. APPLICATION TO RANK CORRELATION [34] 

Let 

(18) 

:?f_l,1, • • •,.:!),n1 

:?f.2,1, ••• ,:?E_2,n2 

:?E_m,l, • • • ,:?E_m,nm 
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be m independent random samples S1, ... ,Sm from continuous probability 
distributions, then the following statistic I is fundamental in rank 
correlation theory: 

def 
(19) T.. = the number of pairs ~i.i.~µ,i) with 

A < µ and ~i.i > ~µ,i 

(A,µ= 1, .. . ,m; i = 1, .. . ,n;i,;j = 1, .. . ,n). 

(In words: the number of times a member of an 'earlier' sample exceeds a 
member of a 'later' sample.) 
It is clear that T can assume integral values between O and 

and that small values tend to indicate the presence of an increasing 
trend of the samples in the given order and large values of I a decreasing 
trend. For purposes of statistical testing it is important to know the 
probability distribution of I under the hypothesis H 0 that all samples 
come from the same population, i.e. that all :!.i,i (A = 1, ... ,m; i = 
1, ... ,n;i,) are independent with the same probability distribution. (Van 
Dantzig expressed this by: all ~J,i are 'isomorous'.) 
This probability distribution can be derived by means of recurrence 
methods and its characteristic function can be found and proved by 
complete induction. Far more simple and elegant, however, is the deriva
tion of the characteristic function by means of the method of collective 
marks. 
Let h marbles, numbered 1, ... ,h, roll along the real (x-) axis starting 
from + oo and coming to rest independently according to the probability 
distribution of:!.· Each endpoint is thus a realisation of:!. and these are 
independent. The probability that two marbles come to rest at the same 
point is zero. The result of this experiment is a permutation of the 
numbers 1, ... ,h as read from the marbles along the real axis. It is easy 
to see that all h! permutations have the same probability (h!)- 1 and that 
for any given subgroup of marbles all permutations of their numbers 
are equally probable and stochastically independent from the pennuta
tions within other subgroups not containing any marbles of the former. 
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Also all possible situations of two subgroups (without common elements) 
with respect to each other are equally probable. 
The marbles are rolled one at a time in the order of their numbers, no two 
being in motion at the same time. When a rolling marble on its way 
passes another one (which has been rolled already) a ticket is drawn from 
a lottery L with a probability 1-A of a catastrophe. The ticket is then 
put back for the following independent random drawing. Consider now 
the conduct of the kth marble. The k! permutations of the first k marbles 
all have equal probability, thus the probability that the kth one passes 
0, 1, ... k - 1 marbles is k - 1 for each of these possibilities, independently 
of the history of the first k - 1 marbles. This means that the probability 
that the kth marble does not cause a catastrophe is 

(20) k - 1(1 + A + A2 + ... + Ak - 1) = (1 - Ak)/k(l - A). 

This holds for every k ( = 1, ... ,h) independently of past history and thus 
we have for all h marbles 

h h 

(21) P11,(.E)=(l-A)-h TT (l-Ak)/k={h!(l-A)h}-1 TT (1-Ak). 
k=l k=l 

But, as in (15), this is also the collective mark of the total number of 
passings during the whole process: 

(22) 

Now rolling one marble for every ~i.i of (18) starting with n1 marbles 
for S1, then n2 for S2, etc., (21) and (22) hold for h = n = In,i with 
regard to the total number of passings. These may, however, be split up 
into two classes: 
1. 'Same sample passings', occurring when a marble passes another 
(earlier) marble from the same sample; 
2. 'Different sample passings', occurring when a marble passes another 
one from an earlier sample. 
The statistic Tis exactly the total number of different sample passings. 
For the same sample passings of S,i we have 

(23) P;.,,sam/E) = CniA) (A = 1, ... ,m) 

and, the numbers of same sample passings being stochastically independ-
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ent for different samples, the probability that the same sample passings 
all together do not cause the catastrophe E to happen is 

(24) 
m 

Psame(E) = IT Cn,. (A). 
).= l 

The total number of passings is equal to the sum of the numbers of 
passings of both kinds and these numbers are again independent. Thus 
we have 

(25) Ptotal (E) = Psame (E). Pamerent (E), 

or according to (22) and (24) 

(26) 

where 

(27) 

m 

Cn(A) = IT Cn,. (A). CT(A), 
).=l 

N 

CT(A) = I PT. AT= Pamerent (E) 
T=O 

is the collective mark of'[__. Substituting (21) the result is 

CT(A) = Ti/T. AT= Cn(A) / }] Cn,. (A) = 
n 

(28) ITU -Ak) 
n1!.., nm! k= 1 ------

n! m n). 

TT fl(l -Ai) 
).=li=l 

Substituting A = eit the characteristic function is obtained. For n,. = 
= 1 (,1, = 1, ... ,m), i.e. for samples of 1, 2'[__ - m is equal to Kendall's 
ranking statistic §_; the characteristic function then reduces to 

(29) 
m sinkt c eit~ = TT -.-, 

k=l ksmt 

a formula earlier derived by Kendall by means of recurrence relations. 
The method of collective marks has also been successfully applied to 
more complicated problems by Van Dantzig himself and by some of his 
pupils. It certainly deserves further consideration and development. 
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