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1. Introduction. The death of David van Dantzig on July 22nd 1959 bereaved 
Holland of its foremost mathematical statistician and put an untimely end to 
his work. His importance for the development of research in and application of 
probability and statistics in Holland has been large; we lose not only an out­
standing mathematician but also a pioneer. A short outline of his life and of his 
statistical work is given in the following sections. One topic is discussed in some 
detail: an application of his theory of "collective marks" to rank correlation. The 
theory of collective marks is perhaps his most interesting and most promising 
contribution to the theory of probability and statistics. The example mentioned 
bas as yet only been published in mimeographed form [34]; it is a nice demon­
stration of the power of the method used and it may show the way to further 
applications. 

A bibliography of probabilistic and statistical papers is given; a bibliography 
of all van Dantzig's writings can be found at the end of [40] and a more extensive 
discussion of van Dantzig's statistical work in [41]. 

2. His life. van Dantzig started his mathematical career as a pure mathe­
matician: his ma.in subjects before the war were topology, differential geom­
etry, philosophy (in particular signifi.cs-"significa"-and the foundations of 
mathematics and physics) and mathematical physics. From 1932 onward he 
lectured at the Technical University at Delft, first as a Lecturer and later (1938) 
3,s Professor. 

During the war he was discharged by the Germans and studied probability 
:1,nd statistics. Holland was at that moment decidedly an underdeveloped coun­
~ry as far as these subjects were concerned and he put himself to the task of 
3hanging this. He emerged from the war as an outstanding statistician and was 
:1,t once given a central place as such at the municipal University of Amsterdam 
:1.s Professor in the Theory of Collective Phenomena. Together with Prof. J. G. 
Van der Corput and Prof. J. F. Koksma he founded the "Mathematical Centre" 
n Amsterdam, an institution, subsidised by government and industry, which 
mites all branches of pure and applied mathematics in one organisation. As 
1ead of the Department of Mathematical Statistics he was able to stimulate 
·esearch and consultation to such a degree that general recognition nationally 
~nd internationally soon followed. He was appointed Fellow of the Institute of 
v.Iathematical Statistics, the American Statistical Association and the Royal 
;tatistical Society. He was a member of the International Statistical Institute 
.nd, in Holla.nd, of the Royal Academy of Sciences (Koninklijke Akademie van 
Vetenschappen) and, of course, an outstanding member of the Dutch Statistical 
lssociation (Vereniging voor Statistiek). He was Visiting Professor at the Uni-
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versity of California (Berkeley) in 1951 and worked for some time at the National 
Bureau of Standards in Washington, D. C. 

His impact on statistics in Holland was formidable. He instilled his pupils with 
his sharp and critical way of thinking, which is manifest in his mathematical 
work as well as in his views on foundations and consultation. As an objectivist 
and frequentist he was apt to be sharp in his criticism of other views, [311, [331, 
and in consultation he adhered strictly to high standards of exactness and 
precision. 

During the last years of his life he supervised a group of mathematicians in 
the departments of Mathematical Statistics and of Applied Mathematics at the 
Mathematical Centre, who worked on the problem of the high water levels of 
the North Sea. This work was initiated by the Dutch government's "Delta 
Commission" following the disastrous flood of 1953. Partial publications on this 
subject are [25], [29], [35] and [361. A final version of a report of several hundreds 
of pages was lying on his desk on the day of his death. He had been putting final 
touches to the manuscript, which will be published as a book, one volume of the 
report of the Delta Commission to the government. 

3. His theory of collective marks. The theory of collective marks has been 
extensively described and applied in [4], [5], [22], [27], [34] and [37]. Here only the 
fundamental ideas will be given and one example of their application. For sim­
plicity, we only consider the case of a discrete random variable assuming the 
values 

(1) X1, X2, · · · with probabilities p1, p2, · · · (L Pi = 1). 

Generalisation to other cases is straightforward, although sometimes compli­
cated. 

The collective mark of the probability distribution is defined by 

(2) C def L piAi ,1 

= i 

where the Ai (i = 1, 2, · · · ) and C are abstract symbols, for which all kinds of 
substitutions can be considered. 

If Eis an arbitrary possible event and P(E I x;) is the conditional probability, 
given Xi, that E will not occur, then substitution of P(E I Xi) for A; leads to 

(3) L p; P(E IX;) = P(E); 
i 

i.e. this substitution transforms C into P(E). 2 This simple property is funda­
mental for the application of the theory. 

Another interesting substitution is Ai for A; , where the As. are numbers of 
some kind, giving 

(4) 

1 def indicates that the left hand member is defined by the right hand one. 
2 The use of E instead of E in this formula turns out later to be convenient for applica­

tion, so it is introduced from the start. 
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The p; are uniquely determined if C(A) is known. Taking A as a complex 
number this is the generating function of the p; ; with A; = exp rx; (2) yields 
the moment generating function and with Ai = exp [itxi] (real t) the characteristic 
function is obtained. Thus the collective mark is a generalisation of these func­
tions. 

Van Dantzig was not the only one considering this kind of general functional, 
but he gave a new turn to the theory by introducing an imaginary event E 
(which he called "a catastrophe; e.g. the ignition of a red light") which was 
associated with a realization of the random variable by means of a random 
experiment ("lottery") in the following way: if x; occurred then E (non-E) 
occurs with a prescribed probability 

(5) P(E IX;). 

According to (3), the unconditional probability P(E) that no catastrophe 
occurs is then identical with the collective mark if (5) is substituted for A;. 
However, the probabilities (5) can be chosen arbitrarily, giving ample latitude 
for manipulation. An adroit choice of (5) may make it easy to compute P(E) 
directly and then C, so that e.g., the characteristic function follows at once. 

Thus the collective mark can be given an interpretation as a probability and 
the way to short-cut derivations of important results is opened. This method 
has been applied successfully by van Dantzig and some of his pupils, and it cer­
tainly deserves further consideration. 

4. Application to rank correlation. [34] To illustrate this method consider 
m independent random samples 81 , , S,,. from the same continuous popu-
lation 

(6) (>-. = 1, · · · , m; i = 1, · · ·, n>.. ; I: n;... = n). 

The statistic 

(7) T def the number of pairs (x;...,; , Xµ,J with A < µ and X>..,i > Xµ,i 

(>,., µ = 1, · · ·, m; i = 1, · · ·, n>,. ; j = 1, · · ·, nµ) 

is fundamental in rank correlation, and its distribution is known. T can assume 
integer values from O to N = I:>..<µ n>..nµ . The method of collective marks allows 
of a straightforward derivation of the collective mark and the characteristic 
function of T. 

Let h marbles, numbered 1, · · ·, h, roll along the x-axis starting from + oo 

and coming to rest according to independent random drawings from the con­
tinuous population considered. The probability that two marbles come to rest 
at the same point is then zero, and all permutations of the numbers 1, · · ·, h 
as read from the marbles along the x-axis have the same probability, (h!)-1• 

Also, for any given subgroup of marbles all permutations are equally probable 
and independent of the permutations in other subgroups having no marbles in 
common with the former. For any two or more subgroups without common 
elements all possible situations with respect to each other are equally probable. 
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All this remains valid if the marbles are rolled one at a time in the order of 
their numbers, no two being in motion at the same time. Now each time a rolling 
marble on its way passes an "earlier" marble which has come to rest already, 
let a ticket be drawn at random and with replacement from a lottery L with 
probability 1 - A of a catastrophe. Consider the conduct of the kth marble. All 
permutations of the first k marbles have equal probability and therefore the 
probability that the kth marble passes 0, 1, · · ·, k - 1 marbles is k-1 for each 
of these possibilities, independent of the number of passings realised by the first 
k - 1 marbles. The marginal probability that the kth marble does not cause a 
catastrophe is therefore 

(8) k-1(1 + A + A 2 + · · · + A 1c-1) = (1 - Ak)/[k(l - A)]. 

For all h marbles together we thus find, because of the independence men­
tioned already, that the probability of no catastrophe is 

h h 

(9) Ph(E) = (1 - A)-h II (1 - Ak)/k = I h!(l - A/1-1 II (1 - Ak), 
k=l k-1 

According to Section 3 this is also the collective mark of the total number of 
passings during the whole process of rolling h marbles, 

(10) 

Rolling n marbles consecutively for the m samples S1 , • • •, Sm , starting with 
n1 marbles for sample S1 and ending with nm for Sm , this also holds for all pass­
ings. In order to link this up with the statistic T we consider two kinds of pass­
ings, 

1. "Same sample passings" of marbles passing earlier marbles of the same 
sample; 

2. "Different sample passings" of marbles of a sample S,. passing marbles 
81. with µ > >... 
Tis the total number of different sample passings. 

For the same sample passings of S'>- we have, according to (9), in an obvious 
notation, 

(11) A, same (E) = Cn1.(A) (>.. = 1, · · ·, m), 

and, again using the independence of passings within different samples, we find 
for all same sample passings: 

m 

(12) Psame (E) = II Cn,(A). 
'--1 

The total number of passings is equal to the sum of the numbers of both kinds 
and these two numbers are again stochastically independent. Thus we find 

(13) P total (E) = P same (E) · P different (E), 
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where the last factor may also be written P T(E). Therefore 

" 
(14) C,.(A) = II C,.x(A)·CT(A), 

>-=l 

where 
N 

(15) GT(A) = L PT·A T = Pdifferent (E) 
T=O 

is the collective mark of T. 
From (9), (14), and (15) we obtain 

N Im GiA) = L PT·AT = C,.(A) IT C,.x(A) 
T=O X=l 

= [(nil · · · nm!)/n!] [(fr (1 - Ak))/ (fr TI (1 - A;))]. 
k=l >--1 J=l 

(16) 

Substituting A = i 1 the characteristic function is obtained. For nx = 1 
(A = 1, • • •, m), i.e. for samples of one element each, n = m and 2T - N is 
equal to M. G. Kendall's ranking statistic S; the characteristic function can then 
be reduced to 

m 

(17) ei15 = II = (sin kt)/(k sin t), 
k=l 

a formula derived earlier by Kendall by means of recurrence relations. For 
ni. > 1 the method pertains to a test for trend in the several-sample problem. 

The rest of van Dantzig's statistical and probabilistic work is here presented 
by title only in the bibliography. 
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