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Summary

This paper describes a method for determining the power functions of the
distribution-free two-sample tests of WILCOXON, VAN DER WAERDEN and TERRY
by a simulation technique, and for comparing these tests with each other and

with parametric tests. For samples of size 6 and normal shift alternatives the
numerical results are reproduced.

Samenvatting

In dit artikel wordt een methode beschreven voor het bepalen van de onder-
scheidingsvermogens van de verdelingsvrije twee-steekproeven toetsen van
WILCOXON, VAN DER WAERDEN en TERRY door middel van een Monte Carlo
techniek en voor het vergelijken van deze toetsen onderling en met parame-
trische toetsen. Voor normale verschuivingsalternatieven en twee steekproeven
teder van 6 waarnemingen worden numerieke resultaten gegeven.

1. Introduction

Assume two independent random samples

:?..511): X25 " Xm and Y1s Y25 " "5 Yn (m ~ n) (1)

are given from populations with continuous cumulative distribution functions
F(x) and G(y) respectively. One wishes to test the null-hypothesis:

H,: F(x) = G(x) (2)
against the alternative hypothesis:
H,: F # G, (3)

spemﬁcally “location” alternatives.

*) Presented at the ‘‘Statistische Dag 1965 of the V.V.S. (Mathematical section) at
Amsterdam.

Report S 349 (SP 81) of the Stat. Dept., Mathematical Centre, Amsterdam.
**) N.V. Philips Research Laboratories, Eindhoven.
***) Mathematical Centre, Amsterdam.

1) Random variables will be distinguished from fixed numbers (e.g. from values they
assume in an experiment) by underlining their symbols.
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Three important distribution-free tests for this two-sample problem are:

a. The two-sample test of WILCOXON (MANN-WHITNEY)
b. The two-sample test of VAN DER WAERDEN (X-test)
Cc. The two-sample test of TERRY (FISHER-YATES, HOEFFDING).

Let the N =m + n observations be ranked, ry < r, <... <F, being

the set of ranks of the x-observations. The three test statistics are then defined as
follows:

a. WILCOXON: W= > g (4)
i=1

b. VAN DER WAERDEN: — V| —=t 5

x - o (5%) 2

c. TERRY: T = 5 &%, . (6)

P=1

where ¥(.) is the inverse of the standard normal distribution function and
x, n is the r; —th order statistic of a sample of size NV from a population with
a standard normal distribution.

Various investigations concerning efficiencies and power functions of these
three tests have been made. In the case of an underlying normal distribution it
iIs important to compare the power functions with the power of STUDENT’S
two-sample test, which is the uniformly most powerful unbiased test against
normal shift alternatives (for short: under STUDENT’s conditions). We shall
give a brief, and far from complete, survey of the literature on this subject.

PiTMAN proved in [27] that the PiITMAN asymptotic relative (local) efficiency
of WILCOXON'’s test against STUDENT’s test for the shifted normal distribution
is equal to 3/zn. In [17], HODGES and LEHMANN showed that for all distributions
this efficiency for shift alternatives i1s greater than or equal to .845. VAN DER
VAART [33] found in 1950 that under STUDENT’s conditions for one- and two-
sided testing with m + n <C5 and m + n <6, respectively, the difference 1n
power of WiLCcOXON’s and STUDENT’s tests is small in the neighbourhood of the
null-hypothesis, and he made it plausible that for large sample sizes the dif-
ference is not large either: for two-sided testing he has shown that the ratio of
the second derivatives of the power functions in H, 1s about 3/n. Using PITMAN'S
formula for the variance of WILCOXON’S test statistic, SUNDRUM [29] determined
the power of the test against normal and rectangular shift alternatives for large
samples and compared this test with certain parametric tests. Numerical cal-
culations of the power of WILCOXON’s test for normal shift alternatives, and
for m = n = 3, 4, 5 and various significance levels have been carried out by
DixoN [7]. JEAN D. GIBBONS [12] also gives, besides other investigations, some
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numerical results for the powers of WiLCOXON’s and TERRY’s tests for small
sample sizes against normal alternatives differing only in location.

The asymptotic equivalence of VAN DER WAERDEN’s and TERRY’s test was
established for a wide class of cases by CHERNOFF and SAVAGE [3]. They proved
that if the underlying distribution has a density and a finite second moment
the PITMAN asymptotic relative efficiency of the test for translation based on
TERRY’S statistic relative to the r-test i1s not smaller than 1, and PITMAN’S
efficiency i1s 1 only if the underlying distribution is normal. The test of VAN DER
WAERDEN has under STUDENT’s conditions for m fixed and n— oo asymtotically
the same power function as the test of STUDENT [39]. See for further information
concerning VAN DER WAERDEN'S test the papers [37, 38, 39].

For various underlying distributions HODGES and LEHMANN [18] determined
the PITMAN asymptotic relative efficiencies against shifts of WILCOXON’s test as
compared to the normal scores test, of which VAN DER WAERDEN’s and TERRY’S

tests are asymptotically equivalent versions. Their results are reproduced in
Table 1.
TABLE 1

PirMAN-efficiencies of WILCOXON’s test
against the normal scores test.

F en N (F)
Rectangular 0
Exponential 0

3
Normal — = 955
I 7
Logistic ; ;- ~ 1.05
3
Double exponential --83 ~ 1.18
Cauchy - 1.413

They stated that for bell-shaped densities ey, y(F) seems to increase as the
tails of the underlying distributions increase in importance. This result was
made precise by a theorem due to VAN ZWET [44]. Computations of exact power
for the three tests for small sample sizes in the case of exponential and homo-

geneous shift alternatives (one- and two-sided) have been made by VAN DER
LAAN [20].

2. Estimation of power functions with Monte Carlo methods

There are great mathematical difficulties determining the power functions of
the three tests, mentioned in section 1, for small sample sizes. With Monte
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Carlo methods one can try to find estimates of these powers. The simulation

technique we used is as follows.
To get the power function of a test against shift alternatives the test statistic

for pairs of samples of sizes m and n, respectively, from a certain distribution
is computed after applying different shifts to the second sample of each pair.
The numbers of rejections of H, for this test divided by A, the total number of
pairs of samples, are unbiased estimates of the powers.

Several problems connected with such a simulation experiment are discussed
in the following sections. But first we review some similar experiments made by
other investigators.

DixoN and TeiCHROEW [8] determined in 1953 for various sample sizes
(m=n=2>5,10,20; m = 5, n = 10; m = 10, n = 20 a.o.) the powers of some
distribution-free two-sample tests (WILCOXON, KOLMOGOROV-SMIRNOV, etc.)
against normal shift alternatives. The significance levels were .01, .05 and .10.
They also made experiments with alternative hypotheses for which o # 1.
The estimates are based on 100 or 150 pairs of samples (one exception).

In 1961 HEMELRUK [16] made experiments in order to estimate and compare
the power functions of WiLcoxoN’s and STUDENT’s tests. He used 50 pairs of
samples with m2 = n = 10 and with normal shift alternatives and significance
level « = .025. He also considered outlyers and the exponential distribution,
in which case the alternative hypotheses were not chosen in the form of shifts
but of multiplication factors (G(x) = F (x/k)).

Extensive experiments were made by Doksum [9], THoMPSON [32] 1n 1964.
Some of THOMPSON’s results for exponential and uniform shifts can be com-
pared with the exact results obtained by VAN DER LAAN [20].

3. Generation of pseudo-random numbers

We used pseudo-random numbers, generated with the mixed congruential
method. A sequence of integers ?,, 7,, ... 1s generated, defined by

tk-i"l —_ ltk + ad (I’Il()d ZP), (7)

After dividing by 2% one can consider this sequence of numbers as a sequence
of pseudo-random numbers between O and 1. If A = 1 (mod 4) the period of this
sequence is equal to 2¥; for a suitable choice of 1 the serial correlation is parti-
cularly small. This method is a modification of the multiplicative congruential
method (@ = 0) of LEHMER [21]. CovEYou [4], GREENBERGER [13] and ROTEN-
BERG [23] have proposed and investigated this method.

This generator with parameters a = 1, 1 = 26353589 and P = 26 is a
function procedure of the ELECTROLOGICA X — 1 computer at the Mathematical
Centre, so that one can get very rapidly successive pseudo-random deviates.
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A sequence of 1000000 successive numbers was tested at length [1]. A perfunctory
inspection of the test results gave the impression that this sequence was ac-
ceptable.

To obtain pseudo-random normal deviates these numbers are transtormed
by an approximation formula for the inverse of the standard normal distribu-

tion function, for example the formula (HASTINGs [15]):

2
g + A,z + a,z

U = z— ——

1 -t blz -+~ bszz -+ b323

where q; (i = 0, 1, 2) and b; (i = 1, 2, 3) are given constants (see [15]) and

z=./—2Inh 0<h<-5 (8)

h being an observation from a homogeneous distribution on (0,1). If .5 < A < 1,
then one must take 1 — /4 and —u instead of 4 and u, respectively.

The difference between this approximation and the true value of u is in
absolute value smaller than about .0004. For practical applications this is
sufficiently accurate, while this 1s a relatively fast procedure.

We use for an underlying normal distribution a y2-test for goodness of fit to
compare the empirical power function of STUDENT’s test with the theoretical
one. This i1s another check whether the pseudo-random numbers used are more
or less random.

4. Determination of the number of pairs of samples

To choose M, the number of pairs of samples for certain /# and » and a fixed
alternative we use two criteria.
a. The expected length of a confidence interval for the probability of rejecting
Hy 1if H, 1s true for a fixed test must be sufficiently small.
b. We want to test the equality of powers of a pair of tests at a certain con-
fidence level. The power of such a test must be sufficiently large (see section 6).

Ad a. For a fixed test one can construct a central two-sided confidence interval
with confidence level 2« for p, the probability of rejecting H,, on the basis of

the normal approximation with continuity correction (p not too close to 0 or 1).
The left and right limit are

CEIDM—x+3 .
P,y = Y —12‘ {(x F )+ tu, Fu V(x T 2) (A;J —x £ 3) + %;ui} 9)
uar.
where u, 1s defined by
00 12
J;;fuezdt“a O <ax<?d) (10)

and x denotes the number of rejections of H,,.
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[t is easy to show that an upper bound for the expected length of this con-
fidence interval is given by

1

SRR S = i, \x’;M + 2 + u“;) (11)
M 4+ u’,

/

If one chooses x = .01, as we do, we obtain for M = 2000:
E {px) — pp(x)} =< - 0525

which we considered an acceptable value.

S. Determination of the distributions of the test statistics

In order to determine power functions at various significance levels, we have
computed the distributions of the three test statistics under H, for m = n = 6,
8, 10, m =8, n=12and m = 5, n = 15.

For the test of WiLcoxoN we used the generating function of the test statistic
|22, vol II; p. 10] to compute the distribution of W. For m, n << 10 one can
use the tables in [36]. It is also possible (for m, n < 20) to use the tables deter-
mined by AUBLE [2]. The distributions of X and 7 were determined by com-
puting all possible positive values of X and T, respectively, using properties of
symmetry of the problem. For this method we are indebted to Dr. VAN ZWET
of the Mathematical Centre, Amsterdam, who proposed it to us. Later we came
across a recent paper of KLotrz [19] in which he also used properties of sym-
metry to compute critical values of 7.

We determined critical values of the non-central ¢ for certain significance
levels using an approximation formula ([10, p. 13, formula IIa] with one extra
term for 7 (f, o, o), which can be found in [35]). With this approximation formula
we determined tail probabilities of the non-central £ applying an iterative method.
Using these values we determined shift alternatives in such a way that the power
values covered more or less the whole range.

6. Testing the equality of power functions

To test the equality of power functions of a pair of tests 4 and B, one cannot
use the well-known hypergeometrical test in a 2 < 2-table, because the rejection

of H, for both tests depends on the same observations, so the two sequences
of observations are strongly dependent.

In fact one has observations from a multinomial distribution with four
classes.

Class 1: Both tests reject. Probability p; and number of occurences n,
Class 2: Both tests don’t reject. Probability p, and number of occurences 7,
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Class 3: A rejects, B doesn’t reject. Probability p, and number of occurences N3
Class 4: A doesn’t reject, B rejects. Probability p, and number of occurences 7,
with #y + #; 4+ 03 + gy = M.

One wants to test the hypothesis: p, + p; = p, + p,. So it is sufficient to
test the null-hypothesis:

Gy 1 p3s = pq (13)

[t is possible to test G, a.0. in one of the following two ways:

a. With a binomial test applied to n; and n,, given that ny + n, = #(=ny-+ny)

b. With a likelihood ratio test using the fact that —2 In A is asymptotically
distributed as y?2.

Both tests are aSyI;lptOtiC&“y (M — o) equivalent. The method given under a.
is uniformly most powerful unbiased and is more simple, so we shall apply this
method.

To get an impression of the power, we considered the following two alter-
natives:

‘p3——-p4!=.02 and lp3--p4l:*04 (14)

For a number of values of p(=p; -+ p,) between .04 and .4 we determined values
of n such that Pln > n|p, M] =~ .9. For every p considered one can compute
the power of the test with this value of »n. This value will be a lower bound for
the actual power, which may be assumed, because n will be usually larger than
the value of n, determined in the way mentioned above. With M = 2000 and
a one-sided significance level of .0l the results run something like this:

. P |
“' S~ - .04 .05 066... .10 125 166... 2 25 A4
popl _
.02 97 92 81 .64 53 42 33 29 A7
.04 ~ ] ~ ] 995 .99 98 .94 .89 .67

The test statistics are positively correlated, so p will probably be small. For
small values of p (p < .25) the power for | p; — p, | = .04 is very large and for
p < .10 the power for | p; — p, | = .02 1s reasonably good. This was also an
argument to take M = 2000. One must take M very much larger to get an
appreciably larger power.

7. Results for m = n = 6

In this paper we shall only give a part of our results for m = n = 6. Further
research is still in progress. In the tables below one can find estimated power
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TABLE 2

Monte Carlo estimates. m = n = 6, one-sided, sign. level .01. Randomisation was used.
Normal shift alternatives.

Shift STUDENT STUDENT WILCOXON VAN DER TERRY
exact WAERDEN
2 0215 0205 0210 0220 0210
4 0425 0380 0390 0410 .0400
6 0777 0740 .0740 0775 0765
8 1312 1420 1330 1315 11295
1.0 2057 2040 1875 11920 .1895
1.2 .3004 2990 2740 2800 2780
1.4 4107 4040 3765 3785 3755
1.6 5286 5160 4770 4830 4800
1.8 6437 6375 .5965 .5960 .5985
2.0 | 7469 7415 7085 7020 .7030
2.2 8318 8360 7970 7985 7930
25 9204 9215 .8885 8850 .8825
TABLE 3

Monte Carlo estimates. m = n = 6, one-sided, sign. level .05. Radomisation was used.
Normal shift alternatives.

Shift | STUDENT STUDENT WILCOXON VAN DER TERRY
s exact WAERDEN

2 0931 .0890 0880 0845 0845
4 1590 .1590 .1490 .1535 .1545
.6 2495 2535 2425 2460 2450
8 3617 3670 3415 3555 .3540
1.0 4874 4890 4660 4715 4715
1.2 6143 6165 5860 5890 5855
1.4 1297 1125 6820 6830 6825
1.6 8245 8130 7815 7870 7815
1.8 .8949 .8930 8705 8745 8745
2.0 9422 9380 9255 9275 9265
2.2 9685 9605 9620 9620
2.5 9880 9835 9830 9830

values for one-sided normal shift alternatives with significance levels .01, .05
and .046 537 respectively. Randomisation was used. However in the last case
.046 537 1s an exact significance level for WILCOXON’s test, so in this case no
randomisation for WILCOXON’s test was necessary. For a« = .01, o = .05 and

.046 537 the rejection regions of the tests of VAN DER WAERDEN and TERRY
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TABLE 4.

Monte Carlo estimates. m1 = n = 6, one-sided, sign. level .046 537 was chosen such that no
randomisation for the test of WiLcoxoN was necessary.

| STUDENT VAN DER

Shift | STUDENT WILCOXON , TERRY
exact W AERDEN
2 0874 0840 0805 0785 0780
4 1503 1480 1415 1450 1440
.6 2377 2405 2335 2350 2350
3 3474 .3500 3315 .3370 3385
1.0 4717 4675 4505 4555 43545
1.2 5988 .6040 5720 5735 5695
1.4 7158 6915 6700 6735 6725
1.6 8133 7995 715 7745 7740
1.8 8868 8850 .8640 8680 8680
2.0 9369 9350 9215 8205 9220
2.2 9677 9665 9585 9590 9595
2.5 9899

9870 9830 9820 9825

are 1dentical. Possible differences for the pairs in these cases are due to
randomisation.

Comparing the power of STUDENT’s test with the distribution-free tests for
not too small shifts we found strongly significant results (significance level .01).
Differences between the powers of WILCOXON’s test and the test of VAN DER
WAERDEN and TERRY, respectively, were rarely significant (significance level .01).
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