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The connection between one-parameter mixtures and generalizations 

is used to derive some simple properties of both 9 partly found with 
• 

different proofs in TEICHER (1960). The possible types of a-mixture of 
4 •. 0. continuous singular components are discussedo The general. one-parameter 

mixt.ure is compared with a representative component, and the generali­

zation with a representative fixed convolutiono Examples of mixtures 

and generalizations are listed in Appendix 1o Appendix 2 is a specifica­

tion of the distributions used in the papero 

2o Definitions 
• 

A ra.naom variable has a ~ompound ~oisso,~ distri,;t>utiop._ if it has a. 

Poisson distribution with a paramP.ter that is not a positive constant 

but a random variable ass11ming positive real valueso A generalized 
V I Pi I A 

Poisson distribution is then-fold convolution of a.n arbitrary distri-

bution5 where n has a Poisson distributiona These definitions introdu­

ced by F'.e:I,l,E:R ( 1943) have been extended by GURLAND ( 1957) and TEICHER 

(1960) to the Definitions 1 and 2 given below0 As some authors. eog. 

FET,IiE'R ( 1957), use ••compoundtt for what is here called ''generalized'', 

we shall henceforth replace ''compound'' by the less ambiguous ''mixed''. 

Definition lo If F8( 0 ) is a distribution f'unction for each parameter 

T 
, . 

on> x R, and H 1s 

a distribution function which assigns probability 1 to T, then the 

given bji 

( 1 ) 

We shal.l denote by ,!e the random variable with distribution function F 8 

1 ) Random variables are underlinedo 
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-
This is a special case of TEICHER 9 s definition o~ m-paremeter 

• 

m.ixtureso In this report the distribution f'\1nction H is al.ways one-
• • 

• 

d:i.mensional
9 

though F8 may have more than one pa.ramatero The extra 8 

under the sign '' /l'' is convenient in this caseo Sometimes we shall 

'Write F 
8

~ H1 though we could have incl.uded the constant c in the 

distribution f:.mction Ho The symbol 8 is also used between nam~s of 

distributionso Several well-known mixtures are listed in Appendix 1e 

Two examples of' mixtures are 
• 

Binomi~ · (n,p) ./} Poisson ( ll) a: Poisson ( l!p); 

Poisson (kP) Poisson (A)• Neyman A(A,P)o · 

We shall call a mixture non-trivial if neither H nor a11. F 8 
are degenerate distribution f'tJnetionso For degenerate H the mixt11re 

is just one F8 ; any distribution H could be written as a mixture by 

It is obvious that for example the chare.cteristic f'1;inction and 

the moments about zero ( if existing) are mix-l.inear with respect to 

(wQrot•) F8 ~ H, ioeo i:f" ♦8 is the characteristic :f'l.;anction o:f" F 8 and 

'P of F8 /J H1 then 

♦ (t) • J +8(t) d.H(e); 

(3) 
k E.:a. 

Definition 2o If theJ ran~om variable x has distribution fl1nction F 

and the non-negative integer-valued· J;"andom. vari.ab1e z.. has distribution 

t\mction G, the 9-seneral;ilz,ed :f-q.is~r~b"4-ti,?n, with a.istribution 

f\lnction denoted by F0-9 is the distribution of 

2) GURLAND uses F.AH and xJ.80 We have preferred to use another notation, 
more suggestive of the \. ... .:..derlying idea and avoiding the possibly 
confusing suggestion of syr1011etry0 

3) . 
c denotes the unit stepfunctiono 
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(4) x1 + ,:e + o o o + .!z. , def -

where the xi are independent and have co1rtmon distribution :f,Jnetion Fo 

If the characteristic function ♦ of Fis such that { ♦ (t)}Y is a 

functions G with G(O-) • 0 and define_ and FG* by their characteris­
tic f"unction 

(5) g( ♦ (t)) di~ f { ♦ (t)}Y dG{y). 

This clearly includes the def'inition by (4)o GURLAND (1957) uses 
' 

the notation ,l.V
2
~,• and GVF, and defines it~ for non-negative x and z, 

by stating that its g~
1
ner~~.fl;li

2 
func~io~ is g(f(z)) 1 where f( :t) • e z?:_ 

and g( z) 1111 C il'-o In G 's examples, where F is infinitely divisible, 

g(f(z)) is al.ways a generating function 9 but this is not correct in a.ll 
' 

cases with F(O-) • O and G(O-) • Oo A co11nterexample is f'(z) • pz + q 
and g(z) • za~ C01npared :with GURLAND's.definition, our definition admits 

negative values for x but excludes the cases where { ♦ (t)}Y is not a 

characteristic f'Unction for some yin the carrier of Go In the list of 
' 

exa,mp1ea in Appendix 1 we have always a non-negative integer-valued z 
or an infinitely divisible x vith a non-negative IJ in both cases_ 

is def'inedo 

1ogarithmo In every zero of ♦ one may switch from one branch to· 
anothero If one such selection gives a characteristic .runetion. 
this selection is unique when ♦ is infinitely divisible and also 
when ♦ is regul.ar on an open interval containing O (use {~(0)}1 • 1 
and the extension theorem 1 LO!VE (1963) Po 212)Q Whether the 
sel.ection is unique under other circ1mstances seems to be ,1.nknown. 

S) The 

for 

.. 
carrier 
which£ 

of a distribution function G is 
> 0 implies G(y + e) - G(y - c) 
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Definition 3o The family {F8 I 6& T} of distribution .f'tlnctions is 

closed (voroto 8) if" ve have, for all 8 1 fl I&. T: 
,_",lljg 11 L f 

(6) 

It is ,st,r.onalz ,addit,ively <?lose<:! if there exists a distribution f"l1nction 

F1 vith characteristic function~, independent of 8 such that for each 

If T consists of the positive integers or rationals the two notions 

coincide9 if T • (O,•) an additively closed family is strongly additively 

closed if ♦6 (t) is a continuous function of e or if ♦ 8 (t) is real-va1ued 

for real t (see TEICHB:R ( 1954), where also additively closed f'amil-ies in 
. 

more than one parameter are investigated}. PYKE (1960) has ahovn for 

where the real-valued tun ct i . .()n c ( e) on [o • •) has c ( e) • O for all rat iona.l 

e and c(8) + c(n) • c(8 + n) for a11 8 ! 0 and n > Oo For a strongl.y 

additively closed f'amlly with for T the positive reals or rational.e• ♦ 1 
is of course infinitely divisibleo • 

If ♦ 1 is not degenerat~,. the parm:n~ter ot a strongly additively 

closed ~amily can aasnm~ only non-negative values, otherwise 1 ♦8 (t)I • 

A few examples o~ strongly additively closed families are 6): 
No.t•mal. (o,a2 ) Yoroto a2 (a > 0); 

Normd.l. (pe,a2e) Voroto 8 (8 > O); 

Poisson (8) Woroto 8 (8 > O); 

Binomial (n 9p) WorQto n (integer n > O); 

Pascal (y 9p) Yoroto y (y > O, or integer y > O); 
• 

0 . 

in al.l cases the parameter value O corresponds to the degenerate 
• 

distribution in O and may be includedo 

6 ) A specification ot the distributions is given in Appendix 2. 
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Lemma 1o Generalizing and mixing are associative operations, iaeo 

(7) 

in all cases where the distributions are de~inedo 

Proo:f' o I:f both sides of the :first f'o1"D1u1a are meaningful. 1 then 

F(O-) • 0 and G(O-) • 0 and f(g(z)) must be a generating f'unction 

(corresponding to oF•)o Now if $(t) is the characteristic !'unction 

of H, then by (5) both sides have characteristic f'i,inction :f(g(.p(t))). 

For the second formul.a, one finds from TULCEA's theorem (LOtvE (1963), 

P• 137) 

(8) ff F6(x) dGn(e) dH(n) • f ~
8
(x) d8 f Gn(e) dH{n)• 

Rettta,rko It is trivial that for a two-parameter f•mily 

(9) 

{F } ve have e,n 

This might be extended by splitting any two-dimensional distribution 

of e and n in the two possible ways in conditional and ~arginal dis­

tributionsc 

The :following basic 1 

by GURI,A.ND ( 1957) ~ 

. t l•t l a is a slightly modified ro1m of a theorem 

L a 2a If' {F 6 f e eT} is strongly additivel.y c1osed and H assign.a pro­

bability 1 to T1 then 

Proof0 On both sides the characteristic function is 

It ia not necesea.i-.r to aa91,1,ne 1 QT, as 4> 1 and F 1 are de:rined by 

Definition 3a 
• 

Severa1 relations of th~ type (10) are f'Ound in Appendix 1~ 

- s . 
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As an example we mention 

L 
(}N- e 

and o may be intercha.ngedo 

Proof o By lemmas 1 and 2 we have 

GM-
( 1, ) F" II (HG*) F (H )* e 'a"" = 1 = 

( 1) }Gan®& 
_, .... 

(pq ,y) 

also 

{p .. ( 1) }H* • • d" .b • 0Poisson* .._ oisson o Some generalized Poisson 1str1 utions ere a~ 

the sam~ time mixed Poisson (eoga Neyman A and Pascal)o MACEDA (1948} 
proves that all distributions of the fc.,1-m (Poisson H)Poisson* arli! both 

generalized Poisson a.nd mixed Poissono This is now a consequence of 

l er11111a 3 • as we · have 

( 12) (Poisson H)Poisson* • • Poisson 

_L __ a_4o One-sided distributivity of generalizing and mixing with respect 

to convolution holds in the :f"olloving sense: whenever both sides are 

defined ve have 

( 13) 

and 

(14) 

if {F8} is strongly additively closedo 

Proofo I:f" H has characteristic t'Un.ction ♦ 9 both sides of (13) have 

characteristic function :f"( ♦ (t)) g( ♦(t))o From (13) a,nd 1 a 2 :f"ol1ows (14). 

( 14} vas a.lready proved by TEICHF:R ( 1960) • by writing out the 
• 

integralso For F8 • Poisson (e) it is mentioned by FP!IrI,P!F ( 1943) and 

MACEDA ( 1948) o The last author proves also 
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(15) 

Only the special form of the Poisson cbaracteristic function makes this 

extension of (13) to different H. possible. 
l. 

One can easily see that the other two distributive laws 

( FM- ~ ~ fl H ) * ( G ) = ( H ... G) and ( Fa * F ) H - ( F /\ H) - ( F I\ H) 
11 e n 

hold onl.y in the trivial cases where at least one of the distributions 
is degenerate. 

~~p1;rn,~ ~o If G is infinitely divisible, then so is HG* for each He and 

., 

Proofo For each positive integer n there is a distribution function G 
n • n* such that G • n Go Thus· by l ,. 1¥111 as 4 and 2 

(16) HO-= 

and 

(17) 

The second half of 1 

different proof(> 

4o ""'pe of a mixt,1re c:.L_ I Si I P A El I 

. ,.,,. a 5 is stated by TEICHER (1960), 
• 

• with a 

As stated by TEICHER ( 1960}, any mixture of absolutely contin,ious 
• 

distributions is absolutely continuous" while a m.ixt,1re of discrete 

'distributions ca.n have any type (take F8(x) • c(x - 8) 1 where£~• the 

unit stepf'Unct ion) o Fran .TEICHF;R' ~ .remark that F 8 /J. H is discontinuous 
• 

in x0 if and only if the 8-set for which F8 is discontinuous in x0 has 

• 

positive H-measure, we see l.mmediate1y that a mixture of continuous 

distributions has no discrete pa1•to The proble.xn for a mixture of conti­

nuoue singular distributions, suggested by Dro Maitra1 is settled in the 

~oll't>wing 1 t:1Jt111A o 
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Len1,11a 6c ( i) A m1xt1Jre of" continuous singl.11 ar distributions is again 

continuous sing,1la.r i£ the mixture is countable (ioeo if the mixing 

distribution H is discrete) o {ii) It ca,n be continuous sirigt:iJ a.r or 

absolutel.y continuous or a mixture of both if the. mixture is non­

counta.bl.e c 

,f!pif.o ( i) If 1 denotes Lebesque measure, and Uk the measure corres­

ponding to a continuous singular distribution Fk, then there exists 

a set with A(~)= 0 and. pk(~)= 11 while µk({x}) = 0 for all Xo 

Now the countable mixture tpkFk is continuous singular, since 

X( V ~) = O, EpkJJk{ U ~) =; 1 and 1:pkµk( {x}) = 0 for a.11 Xo 

(ii) Let F~ denote any continuous singular distribution with 

carri~r contained in [o 1 1] 1 and let F 8 denote the same dii\tribution 
' 

shifted over a positive distance a to the right but modulo,, ioeo 

F8(x) = F0(1 + x - a) - F0(1 - e) if o < x < e and F8(x) = F0(x - e) + 

+ 1 - F 0 (1 - 8) if 8 < x ! 1o If for fixed p (0 < p < 1) we choose 

H(8) = p c(e) + (1 - p) U(6), where U denotes the unifo1m distribution 

on [ 0 • 1] • then 
• 

( 18) f F8(x) d.H(8} = PF0(x) + (1 - p) U(x)o 

If" F8 does not modify the 1ocation of F o• but distributes the 

mass 1 in a vay depending on 8 over the same set A with F
0 

measure 1 

and ).(A) • o, one obtains a non-countable mixt1ire that is a.gain 
• 0 

continuous s1ngular0 

• 

5o Moments or mixt1,res 

For the investigation of the mo11ients of the random variable ,!.a 
"(with distribution function F 8 {). H) we introduce 

def 
= 

(19) 
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we shall ass1J1tte that all moments mentioned exist o By well-known 

formtJ.1ae we have 

(20) 

Let us a.ss1Jme that F8 has expectation m8• = e , then £.~ = €, 8 
2 2 C 2 

and a (!,e) = a (8) + c.s 8 0 If F8 is non-degenerate for some set of 

8-values ass11med with positive probability I then the variance of .!a 
is Jerger than the variance of 80 In the specia1 case Fe= Poisson (8) 

2 we have also s e = e and, as proved by FEIJ~R (1943}, 
2 2 C a (.!a)= a (8) + ~.!.a: the variance of a non-trivial mixture of 

Poisson distributions is always larger than its expectationo 

Another special case is F 8 1a', Poisson ( A) o Here it is not very 

real.istic to ass11rne m8 = e,. as in most mixt1ires the eXpectation of 

F 8 will not be integer-val.ued for aJ.l 8 o If m8 = k8 :for sozrie constant 

k and integer e, then 

(21) 2 2 a (.!_a) = k X + 
•• 

provided we have k > 1 o This proviso is not necessa.1·y for a Poisson­

mi.xt11re of distributions F 6 with expectation k8 to have larger 

variance than e.xpectationo The Poisson Pascal distribution 

and varie.nce 

yApq-2 (YP + 1)i here the varianee always exceeds the expectation _, 
even if the constant k = yPq is !. 1 o 

60 ,C:,QIDP~rison petween a miX1-~,e ~nd one o,,f ,.i~,s. c,omponent,s 

If e • J 8 d.H(8) exists and is an admissib1e parameter value, 

it is interesting to compare the mixture F 8 fJ. H with the single 

ca1lponent Ff 8 0 When the expectation m8 · of F 8 is proportional to e, 
1• 

-9-



this am,0,.1.nta to a comparison of the mixt,1re to the component with the 

sam~ expectationc Stai·ting-point is the result of FF.IJ,E:R ( 194·3) that 

P{x • o} and smaller P{x = 1} /P{x = o} tban for the Poisson 

distribution with the· same expectationo Two possibJ.e extensions are 

stated in the following l S.S.:: 

Lemma 1;) For a non-trivial mixt11re _ is an admissible 

parameter value 1 each o-r the :foll.Owing conditions is suf'f'icient f'or 

f'\1nct ion of' 8 ; 

(b) F8 is Binomial {n,8) for :fixed.no 

2 • s 81 or 1.:f 
def' 

(b) holds with n > 19 or if we add to (a) that m8 = J x dF8 (x) has 

Proofo In case {a) we have 

(22) 

by Jensen's inequality and the 

negative. In case (b) m8 •.~8• 

:ract that 
2 . 

s
8 

• n8(1 

the first tex"Dl is non-
• 

- a), and 

(23) 2 2 2 
a .(!e) • n a (e) + n e - n£ e2 ! n €. e - n ( f e) 2 

• 

2 2 because (n - n)a (8) ! Oo The statements on strict inequal.ity follow 

directlyo 
' . ' 

Rt:.1narko The lE:111ma holds for Binomial (n,8) though its variance is a 
• 

strictly concave function of SQ Cases (a) and (b) together cover aJl 

mixt11res listed in Appendix 1 o 

' 

7) As usual "convex'' 'includes ''linear'';· a f11nction f is called ''strictly 
convex" when f(Ax + (1 - X)y) < Af(x) + (1 - ~)f(y)· for ail x and.y 
in the interval where f is defined and all A •< O • 1 ) o 

• 
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De~in,it.ion 4o A functional v mapping a class of distribution function■ 

if it is defined 
at least 

(24) 

It is ,~=trictJ:Y ~iX-CC?,P..c.~ve_ if' we have strict inequality and mix-linear 

i£ we have equa.l.ity in (24)o The definition of ,P1:f.o-:S:RPYft3 is analogous. 

' 

~am]?l;~~.,o For a.11 mixtures and alJ. real a and b functionals like v(F) • 

• P{x • a IF} and v(F) =Pia< x ! b IF} are mix-1inearo The expecta-

variance is always mix-concave, and for any non-trivial mixt•Jre it is 

strictly mix-concave unless m8 has zero varianceo 

inequality is strict as soon as vis strictly mjx-concave or strictly 

convex in 80 

Proofo v(F8 .lj H) 

the var-lance yPq - 2 -ror Pascal. ( y 1p) is larger than the varia,nce ot 
Poisson ( £ 8) 1 which is E.. e • yPq-1 

o 

so 1 ,a 8 is applicab1eo In fact Pl!,• o} • qy for Pasca1 ·(y.p); thia 

is larger than exp (-YPq-1 ) Tor Poisson (£8) as ve have y log (1 - p) > 

> - yp(1 - p)-1
0 

v(F) • P{!. • 1 IF}/ P{!. • O IF} can be shown to be strictly mix­
convex and v(F8) • 8 is lin~ar 1 so by an obvious modi~ication of 

le•1•1ata 8 

(25) 

namely 

(26) 
• 

. -1 
ypq 

• 

- > 
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By 1~11,rna 7 • the variance of the Polya distribution must exceed for 

n > 1 that of Binanial ( n ,r /.( r+s) ) o In fact ve. have 

(27) 
nrs(n+r+s) 

2 (r+s) ( r+s+1) 

nrs > ....:::.::.~. 0 

2 {r+s) 

v(F) 
p • P{x • 0 IF}• (1 - p)n is convex in p 

p 
( strictly so for 

n > 1) 1 

(28) 

and mix-linearo In fact P{x • o} equal.a 

s+n-1 s+n-2) ------"!!"' r+s+n-1 r+s+n-2 
000 5 --
000 · r+s and ( s )n 

r+s 

:for Pol.ya (n 1r 9 s) and Binomi.al. (n,r/(r+s)) respectivelyo They are 

clearly equal for n • 1 and for n > 1 the Poiya distribution has 

larger P l:!_ • o) o 

We sb,al 1 eorcspare .the s111c1 _ of a randon1 n1unber of independent 

x. vith the s11n: x( £.Z.)* o-r a :fixed (not necessaril.y integer) nimber 
·1. 

of x.; we ass,1a1t! that a11 moments. mentioned in the :following exist. 
1 ...... . 

Let x have characteristic f'11.nction ♦, and suppos~ that• for so1oe real 

a ! 0 1 ♦a is a characteristic f12nctiono Fro,,1 the ex:pa.nsion o:f 

log ♦8(t) in powers oft it is c1ear that, also for non-integer '-t 

(29) &* C 
X • &oc X and _2(xa•) 2( ) ..., • 800 X o •= 711 

In anal.ogy to (20) we have 

I z> • Ez o £ x; 

{30) I z> > • 

-
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L a 9o If both generalizations are.defined, · 
· CE T* expect at ion and no smaller variance than _!, Z ; 

2 is larger unless o (z.) = 0 or Ex= Oo 

L ;;,; itl I I 

has the same 

the variance 

< 1, and. the 

distribution of z. is non-degenerate, then if both 

are defined we have 

.. . generalizations 

(31) 

Proofso L a 9 follows from (29) and (30)o For l a 10 note that 
• 

p
0
7 is a strictly convex .f'iinct ion of y and apply Jensen 11 s inequal.ity 

_ ==-~.:.1 o We have equa1ity in (31) if" Po • o. 
degenerate o 

p == 1 
0 

• or z is 

;;..1.,,,. a 2 we could translate ler111,&c1.JJ 9 

for strongly additively closed {F8}, requiring P x 

and 10 into resu1t s 

> o} • 1 in the 

·;..,11111 

• • .. .. } ( r_ })e . var1.ance 1s mix-concave, while P x. • O • P1.!_1 • O is convex 
.. variance 

0 < 

strictly convex P{.:.e • O}o 
Thus the resu1ts fol.low aJready fro111 the (stronger) 1e1n1ua 8; lenxrriaa 9 

and 10 cou1d also have been derived in this we.yo 

I want to thank Professor Heme1rijk and Dro Van Zvet tor some helpful 

suggestionso 

• 

• 
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Appendix 1 

List o~ mixtures and generalizations 

For the definitions of the distributions see Appendix 2o 

This list gives some well-known e:iramples; it is far f"ro1n being 

completeo 

As usual, q denotes 1 - pc 

Neym.an A(A 9U) • Poisson 

• Binomial n,p Poisson up n 

Pascal (r.p) • Poisson 

• [Poisson 

Poisson Pascal (A 1 y,p) (X) = 

rp al ( )] Poisson (A)* • L. asc y,p 

Poisson Binomial (A 1 n 1p) • Binomial (kn,p) k Poisson (A)• 

[B . . 1 ( )] Poisson (A)• = 1nom1.a n.p 

Pasc&l. 

== [Pascal (c,p)JGarn,rie. ( e,y)• 
• Poisson 

Polya (n 1 r 9 s) = Binomial (n,p) L\ Beta (r,,s) 
p 

Ga1,,r,1a. ( 1 , Y) • Oa.ir,o,a ( a - 1 • y+ j) J1 Pa.seal ( y, 1-a. - 1 ) 

Ga11i 

, 

Gurland (0 1 81µ) • Poisson (~p) Beta (a,a) = Polya (n,n,B) Poisson(~)• 
P n 

• (Binomial (n 1p) .fJ. Beta (a 9 B)) /\.Poisson {u) 
.P n 

Laplace ( 1 ) • No1 mal ~a,,,rna ( 1 , 1 ) 
ia 
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Appendix 2 

List of distributions 

It wi1l. be obvious vbat is meant by Bin011xial (n,p) • Degenerate in a.
1 

Nor.,,,al (·l! •a
2

) or Poisson ( l) o The other distributions used are listed 
he:reo 

NAME 

RESTRICTIONS 

Beta (r,s) 

r > 0 9 s > o 

DENSITY OR PROB.ABILITIES B) EXPECTATION; VARIANCE; 

r-1( 1 X -x --B_r,s 
s-1 

(0 < X < 1) -

• 

CHARACTERISTIC FUNCTION 

r 
r+s 

rs • • 
' (r+s.+:·1·}'(.r+s)2 • 

• 
r{ +·)(it J r -

G a (B,y) 
S > o, Y > 0 

• 

Glir1and ( a I a.u) 

Q > o. B > 0 1 u > o 

La.pl.ace ( B) 

B > 0 

Log (p) 

0 < p < 1 

Neyman A(>.. 1 ll) 

A > 0 lJ > 0 
• • 

Pascal (y 1p) 10) 

Y > o. 0 < p < 1 

9) (x == 

1 21 exp 

X 

X l.og q 

(x ! 0) 

O, 1, coo) 

• x,k -l-lk 
t k "' e 
L k' k=O ;, 

(x= o, ,. ooo) 

r(y+x) x y ( 
f(iJx: p q X • 0 • 

r p+q+J r J+1 

• J>(E++qfi s> 
q og q 

"t 1os (1-pe1 )/1og q 

-1 -2 YPq ; YPq ; 

qy(1-peit)-'Y 
• 

S) For argl>•1lrctnts not mentioned the value is zeroo 

9) :Recurrence relations for P · • x] are given by GUBI,AliD ( 1958) o 

1o)Th.is is the negative binor11ia1 9 but we prefer the shorter name. For 
inte&eh y it is the distribution or the n-ut,tber of successes preceding 
they failure. 
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NAME 

RESTRICTIONS 

Poisson Binomial (X 9n 9p) 

> o, integer n > 0 9 

0 < p < 1 

Poisson Pascal (X.y 9p) 

A> 0 1 y > 0 1 0 < p < 1 

Poly-a (n,r,s) 

References 

DENSITY OR · PROBABl:LITIES B) :EXPJ!!CTATION; VARIAN CE; 

CHARACTERISTIC FUNCTION 

CID k. 
t A (n k) X nk-x Lkf xpq-

k•O 

(x • o, 1, ooo) 

1 1 ) 

(~) 
J 

(x • O, 1 9 000) 

nr 
0 

r+s' 
nrs(n+r+s) 

2 
(r+s) {r+s+1) 

Wo FELLER ( 1943) 1 On a general class of v•contagious'' distributions• 

Anno Matho stato 14 9 389-4000 
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RESUME 

• 

• 

Co111,1le 1 'a d~montr, GURIAND (1957),. i 1 
. 

existe une relation entre le 

m,lange de fonctions de r,partition l un .param\tre~ et la g,n3ral:1sation 

d'une distribution (c'est l dire la convolution de z facteurs id1,,;1•\.tiques~ 

ob zest une variable al3atoire). Avec cette relation, quelques 

propri,t~s simples du m~lange et de la ggngralisation sont d3rivles. 

Une partie de ces r,sul tats a 3t' obtenue d'jl. par TEICBR8. (1960),. avec 

une d&ionstration diff,rente. Quelques observations sont faites sur le 

type d'un mllange dont toutes les composantes sont singuli\res. 

Le m~lange g~n,ral l. un param~tre est compar~ avec une composante 

repr,sentative~ et la g3n,ralisation est eompar,e avec une convolution 

d'un nombre fixe de facteurs. Dens deux appendices on trouve des exemples 

et une liste des distributions mentionnies. 
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