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1. Introduction 

Let F0 be a family of probability distribution functions on R 1 with parameter 
fJ ET c R 1

, and let X denote the union of the supports of these distributions. For 
k 2 0, let {g 0 , g 1 , ••• , Bk+ 1 } be a set of real-valued finite functions on X that are 
integrable with respect to F0 for all 0 E T and define 

Xi(0) = Bi(x) dF6(x), i = 0, 1, ... , k+ 1. (1.1) 

Following S. KARLIN and W. J. STUDDEN in [3] with a minor modification, we shall 
say that {Bo, B 1 , ••• , Bk+ 1 } constitute a weak complete Tchebycheff system (WCT­
system) if for each O ~ n1 ~ k+ 1 and all x 0 < x 1 < ... < xm EX the determinant 

(1.2) 

the system is called a complete Tchebycheff system (CT-system) if the inequality .is 
always strict. The difference between this definition of a WCT-system and the one 
given in [3] is that we retain the case where g 0 , g 1 , •.• , Bm are linearly dependent 
on X for some m ~ k+ 1; in that case any choice of B m+ 1, ••• , Bk+ 1 will trivially 
satisfy definition (1.2). We shall also express inequalities ( 1.2) by saying that g k + 1 is 
generalized convex with respect to the WCT-system {g 0 , ••• , Bk}. 

Our discussion of WCT-systems will involve the related concept of total positivity 
(cf. [1]). A function/(x, 0) on Xx Tis said to be totally positive of order n (TPn) if for 
every 1 ::;:m ~n, all x 1 < x 2 < ... < XmEX and all 0 1 < 02 < ... < 0mET, 

det[f(xi,0i)]i,i=t, ... ,m 2:0. (1.3) 

The first question that comes to mind in this context is whether one can find condi-
• 

tions on the family F0 that ensure that { Xo, x 1 , ••• , Xk + 1 } will be a WCT-system on T 
whenever {g 0 , g 1 , .•• , Bk+ 1 } constitutes a WCT-system on X. If the family F0 possesses 
densities p(x, 0) .with respect to a a-finite measure µ with spectrum X and hence 

B i(x) p(x, 0) d1"(x), 

this question is easily answered. We have for each O ~ m < k+ 1 (cf. [I]) 

• • • • 

where in each deter1ninant i and j run from O to m. It follows that the condition that 
p is TPk+ 2 is certainly sufficient; since we require that {Xo, ... , Xk+ 1 } will inherit the 
WCT-property for every WCT-system {g 0 , ••• , g k+ 1 }, the condition is essentially also 
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necessary (by ''essentially'' is meant that for any 01 < ... < ()m the defining inequal­
ity ( I .3) need not hold on a set of product-meast1re 0). We note that the fact that F0 

are probability distribution functions is not used in establishing the condition. 
In view of this general result it is hardly surprising that recent discussions of con­

vexity preserving properties (cf. [I] and [2]) have been confined to families of den­
sities that are totally positive of the appropriate order. However, one usually does 
not discuss the class of all WCT-systems of a given order but restricts attention to a 
relatively s1nall subclass ( e.g. the case where g i = g 1 for i = 0,. 1, ... , k ). Also one 
often imposes additional restrictions on the family F0 to ensure that for those systems 
{ g 0 , .•• , g k + 1 } that are considered, {Xo, •.. , Xk + 1 } will also belong to some restricted 
class. 

In sections 3 and 4 of this paper we investigate how far the TPk+ 2 conditior1 for p 

can be relaxed in two such restricted cases that seem to be important in practice. 
Like section 1, the second section is of an expository character. 

2. Convexity of order k 

Let f be a real-valued finite function defined on an arbitrary set Y c R 1 • For k 2 O 
we shall say that/is convex o.f order k (Ck) if /is generalized convex with respect to 
the CT-system { 1, y, y 2

, •• • , yk}, i.e. if for all y 1 < y 2 < ... < Yk+ 2 

I Y1 Yi k 
· · · Y1 f(Y1) 

1 Y2 y~ k f(Y2) · · · Y2 
D 1(Y 1, · · ·, Yk + 2) z 0. (2.1) • • --

• • 

• • 

1 Yk+2 
2 k 

Yk+2 · • · ) 7k+2 f (Yk+2) 

For k = 0, I, (2.1) reduces to the ordinary definitions of non-decreasing or (measur­
able) convex functions. Generally speaking (2.1) is an extension of the concept of 
non-negative (k+ 1)-th derivative. Ck functions were extensively studied by T. PoPo-

• 

v1c1u in [6]. We note that S. KARLIN [I] refers to Ck functions as convex of order 
(k+ I). 

If Pm denotes a polynomial of degree at most m, the11 equivalent definitions of the 
Ck property are obviously: 

(A) (cf. [I]). For every Pk,f. Pk changes sign at most (k-1--1) times on Y. If it does 
have(k+ I) sign-changes, the signs occur in the order (-)k+ 1, (-)k, .. . , +, -, + 
for increasing values of the argument. 

(B) F or every Yi< y 2 < ... < Yk+ 2 E Y, the Pk+l having Pk+ 1(yi) =f(yi), 
i = 1, 2, ... , k+2, has non-negative coefficient for its (k+ 1)-th degree term. 

There is also a close connection with differences. Let 

Llif(y) =f(y+h)-f(y) 
m 

il~f(y) = t1!L1;;'- 1 f (y) = (- l)m-j(j)f (y+jh) 
j=O 

(2.2) 
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and generally 
m 

j=O 

Furthermore let 

(2.4) 

1 ~i<j~k+2 

since the denominator is positive for y 1 < y 2 < ... < Yk+ 2 , D f may be replaced by 
n; in definition ( 1.1 ). The following relation between n; and differences may be 
proved by induction on k. 

Lemma 2.1 

If II denotes the set of permutations n = [n(1 ), n(2), ... , n(k+ I)] of the numbers 
1, 2, ... , k +I, then 

k+l 

Y, Y : /1~< 1 ), • · -, Y+ h7{<v> • 
i= 1 v= 1 

We note that for h 1 = h2 = ... == hk+ 1 = h, (2.5) reduces to 

il~+ 1 f (y) (k+ l)! hk+ 1 n;[y, y+h, ... , y+(k+ l)h]. 

It follows from lemma 2.1 that iffis Ck on Y, then for all h 1, h2 , ••• , hk+t > 0, 

Llt~.~-,hk+l f (y) ~ 0 
• 

J 

whenever defined, i.e. whenever ally + L h;v E Y. 
ii= 1 

(2.5) 

(2.6) 

(2.7) 

In the special case that Y is an interval there is also a converse result and the foil ow-
ing definition of the Ck property is equivalent to (2.1) in this case: 

(C) f is (Lebesgue)-measurable and for h > 0, y E Y, y+(k+ 1)h E Y, 
k+l Ah f (y) >: 0. (2.8) 

' 

In this case, however, the Ck property is hardly a generalization of non-negative 
(k ; I )-th derivative at all. In fact, if Y is an open interval and k ~ I, definition (2.1) 
ensures continuity off on Y and is equivalent to 

(D) f is (k-1) times continuously differentiable andf (k- 1 > is convex on Y. 

Finally we consider the special case where Y is a set of consecutive integers. For 
integer h > 0 

h-1 h-1 k+1 

A:+ 1 f (y) = . . . LI~+ 1 f y + hi . (2.9) 
h 1 = 0 hk + 1 = 0 , j = 1 , 

Combining (2.6) and (2.9) we find that the Ck property may be defined in this case by 

(E) For ally, y+k+ I E Y 

A~+ 1 f(y) 2 0. (2.10) 
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For further details concerning the definitions given above the reader is referred to [6]. 
Let f 1 and .f2 be real-valued finite functions on Y. We shall say that / 2 is Ck with 

respect to f 1 on Y if there exists a Ck function f on / 1 ( Y) such that /2 = f( /1) on Y. 
If / 1 is non-decreasing on Y and f 2 is constant on any set where f 1 is constant, this 
reduces to 

I .f1 <~vi) /~(}'1) • • • f t(Y1) /2CY1) 
I f1(Y2) I 7(~r'2) • • • f ~(Y2) f2(Y2) 

~o (2.11) 
• • 

• • 

• • 

I f1(Yk+2) f ~(}'k + 2) • • • f f(Yk+2) f2(Yk+2) 

for ally 1 <y2 < ... <Yk+ 2 E Y. 

3. Preserving convexity of order k 

Returning to the setup of section I, we let g be a real-valued finite function on X that 
is integrable with respect to F0 for all e E T and define 

x(O) == g(x) dF6(x). 

We shall say that the family F0 preserves convexity of order kif xis Ck on T whenever 
g is Ck on X, i.e. whenever g is generalized convex with respect to { 1, x, ... , x1'} then x 
is generalized convex with respect to { 1, 6, ... , ()k }. In [1] S. KARLIN has shown that 
if densities p(x, 0) with respect to 11, exist, then a sufficient condition for F0 to preserve 
convexity of order k is that p is TPk + 2 and that whenever g is a polynomial of exact 
degree m ~ k, then x is also a polynomial of exact degree m. According to the result 
of section 1 the first part of this condition ensures that x is generalized convex with 
respect to the W CT-system 

i = 0, 1, ... , k, 

whereas the second part ensures that this is equivalent to generalized convexity with 
respect to { 1, 0, ... , t)k }. 

However, this condition is not necessary. Fork = 0 a condition that is necessary as 
well as sufficient was given by J. KRZYZ in [4]: 

Lemma 3.1 

x is non-decreasing on T whenever g is non-decreasing on X if and only if the family 
F9 is stochastically increasing (i.e. F0 (x) is non-increasing in () for every fixed x). 

Since the TP2 property of p is equivalent to monotone likelihood ratio, KRZYZ's 

condition is weaker than KARLIN's for k = 0 ( cf. [5]). 
For general k it is also easy to find a necessary and sufficient condition, provided 

that we restrict attention to those Ck functions g that can be extended to a Ck function 
on an open interval containing X. Since the convex functions constitute a convex cone 
spanned by the linear functions and functions of the form 
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h(x) = 0 
X-Xo 

for 
for 

X ~Xo 

X > Xo, 

we find from definition D of section 2 that the convex cone of Ck functions is spanned 
by the polynomials Pk of degree at most k and functions of the form 

0 for x ~ x 0 

for X > x 0 .. 

Fork = 0 this is obviously also true. It follows that it is sufficient as well as necessary 
to require that x be Ck whenever g is of one of the forms mentioned above. However, 
if g is a polynomial of degree at most k, then so is -g and as a result both x and -x 

• 

are required to be Ck, which implies that x is also a polynomial of degree at most k. 
Hence we have proved 

Lemma 3.2 

x is Ck on T whenever g is Ck on an open interval containing X, if and only if for 
every x0 

(x-x0 )k dF8(x) 

is Ck on T and whenever g is a polynomial of degree at most k the same holds for X· 
We note that fork ~ I the condition that the Ck function g can be extended to a 

Ck function on an open interval containing Xis always satisfied. For/<, = 0 the lemma 
reduces to lemma 3.1. 

· Although for k z I lemma 3.2 seems to be fairly useless for practical purposes, the 
results obtained so far do seem to indicate that there exists a large class of Ck pre­
serving families that do not possess any total positivity properties. The results in the 
remainder of this section exhibit a number of these f amities. 

Theorem 3.1 

Let F0 and F be distribution functions with characteristic functions cp0 and cp respec­
tively, and suppose that F is infinitely divisible and has F(-0) = 0. If for t ~ 0, F, 
denotes the distribution function corresponding to cp0 .cpt, then the family Fr, 
0 ~ t < oo, preserves convexity of all orders. 

Proof 

Let Gt denote the distribution function corresponding to cpt and let X
1 

(t ~ 0) be a 
stochastic process with non-negative stationary independent increments for which 
X 0 , Xs+t-Xs and Xt (s, t ~ 0) have distribution functions F0 , Gt and Ft respectively. 

For fixed t ~ 0 and h > 0 define 

i = 1, 2, ... , k + 1 . 

Z 1 , Z 2 , ••• , Zk+ 1 are independent and identically distributed random variables that 
are also independent of Xi. Hence, because of the exchangeability of Z 1 , ••• , Zk + 1 , 
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E 

-- E 

k+1 

- < .. I )k+ i - j <k~ i) g(X, + jh) xt == x 
j=O 

k+l 

.,__,, (- } )k + I - j (k ~ 1 ) g ( X + Z l + ... + Z j) 
.i= 0 

k+ I 

= £ ...., (-l)k+ l -j "---" g(x+zi1 + .. . +Z;J) 
.i=O l~i1< ... <i1~k+1 

= E [LJ k + i (x)] Z1, ...• Zk+tg • 

Since Z 1 , ••• , Zk+ 1 ~ 0 with probability I, the last expression is non-negative for 
every Ck function g and all x by (2. 7). As a result 

k+ 1 

.1:+1 x(t)= E I(-l)k+1-j(k~1)g(Xt+Jh) 20 
j=O 

for all t ~ 0 and h > 0. As x is a measurable function defined on the interval [O, CX) ), 

it is Ck by definition C of section 2. 
If we consider only integer values oft in theorem 3.1, we may drop the assumption 

that Fis infinitely divisible without affecting the proof. The Ck character of x on the 
integers now follows from LI~+ 1 x 2 0 by definition E of section 2. Specializing to the 
case where F0 is degenerate at Owe obtain 

Corollary 3.1 

Every family Fn, 11 = l, 2, ... , of n-fold convolutions of a distribution function F 1 

having F 1(-0) = 0 preserves convexity of every order. 
We note that the fact that Fn preserves convexity or order k was proved by S. KAR­

LIN and F. PROSCHAN in [2] under the additional assumption that F 1 possesses a 

density p that is a Polya frequency density of order k+2 (i.e. p(x-y) is TPk+i in x 
and y). 

Another special case of theorem 3.1 is obtained by assuming F to be degenerate at 
1, in which case the theorem reduces to: 

Every location parameter family F0(x) = G(x- 0), - oo < 0 < oo, preserves 
convexity of every order. 

This result is of course rather trivial. Without invoking theorem 3.1, it follows at 
once from 

.1~+ 1 x(0) = LI!+ 1 g(x+0) dG(x) = J LI:+ 1 g(x+O) dG(x). 

In the same manner one easily verifies: 
Every scale parameter family F6(x) = G(x/0), 0 < () < oo, preserves convexity of 

every odd order. If moreover G (-0) 0, then the family preserves convexity of all 
orders. 

4. Invariant convexity preserving families 

Let g 1, g 2, x 1 and X2 be defined as in section I. We shall say that the family F0 is 
invariant convexity preserving if, whenever g 1 is non-decreasing and g 2 is convex with 
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respect tog 1 on X, then x 1. is non-decreasing and Xi is convex with respect to x 1 on T. 
In terms of WCT-systems we may express this property by requiring that for every 
WCT-system of the form {l,g 1,g 2 } the corresponding system {I,x 1,x2 } is also a 
WCT-system. 

In the first place this definition asserts that the family F0 preserves the monotonicity 
of g 1 and hence by lem.ma I the family is stochastically increasing; F8 also preserves 
convexity ( of order I) provided. that the parameter is subjected to a suitable non-
decreasing transformation ' 

rJ == r1(0) = x dF0(x). 

Moreover, this convexity preserving property is invariant under non-decreasing trans­
formations g 1 of the random variable, the appropriate monotone transformation of 

,. 

0 then becoming x 1 . It is precisely because of this invariance that we do not require 
that F0 be convexity preserving with respect to 0 itself ,i.e. that 17 be linear in 0. This 
property would be destroyed by non-linear transformations g 1 anyway and would 
only result in fixing a possibly awkward parametrization. . 

From the general result of section 1 it follows that F0 is invariant convexity pre­
serving if the density p is TP3 • The following theorem provides a necessary and 
sufficient condition. 

Theorem 4.1 

Define F0(x) = 1-F0(x). The family F8 is invariant convexity preserving if and only 
• 

if {I, F0(x1), F8(x2 )} is a WCT-system on Tfor every fixed pair x 1 < x 2 • 

Proof 

The condition asserts that for x 1 < x 2 and 00 < fJ 1 < 02 ., 

I 
I 

-
Foo(x1) 

Fo1Cx1) 
~ 0, 

I 
l 
1 

Foo(X1) 
Fa1(x1) 
Fe2(x1) 

F0o(x2) 
Fo1Cx2) 
Fo2Cx2) 

(4.1) 

The first inequality means that F0 is stochastically increasing and we have already 
remarked that this is necessary and sufficient for x 1 to be non-decreasing whenever g 1 

is. We may therefore assume that F0(x) is non-decreasing in 0 for every fixed x and 
restrict attention to the second inequality. 

Let g 1 be non-decreasing and let g 2 = f (g 1) where f is convex on g 1 (X). Since a 
convex function can be extended to a convex function on an interval, the same rea­
soning that we used in the proof of lemma 3.2 shows that we need only be concerned 
with functions f that are linear and functions f of the form 

0 for y ~Yo 
f(y) = 

Y Yo for Y > Yo• 
(4.2) 

Withot1t loss of generality we may assume that Yo = g 1 (x0 ) E g 1 (X). For linear f, x2 

is linear and hence convex with respect to Xi· Only functions f of the form (4.2) 
' 

STATISTICA NEERLANDICA 22 (1968) NR. 1 29 



rem,1ir1 t(1 be considered 11nd a.s a result we have the following necessary and sufficient 
conditi()n t~(1r a stochastically increasing tamily F6 to be invariant convexity pre-

a 

serv111g; 
f:<)•r every ntln-decreasing g 1 and every x 0 E 4¥, 

X :z( fJ) .:,,:,; [g 1 ( X) ··- g 1 ( ,xo) 1 dF'1(.:,:) 

is C<}nvex with respect to Xi (fJ). 
By an approximation argument one shows that it is sufficient to consider only 

th()SC t"unctions g 1 that ,ire left-continuous, non-decrea.sing step-functions assuming 
finitely many values. But then the above condition beco,mes: 
For all m :::= I, 2, ... , all x 1 < x 2 < ... < x., all al > 0, i .· 1, 2, ... , m, all 
I ,.c ' / f d .. II 
1 :;~ 10 ~ m an .. &l1 c, 

(4.3) 

is convex with respect to 

(4.4) 

Since (4.4) is nt1n-decreasing in fJ and (4.3) is constant on any set where (4.4) is con­
stant, the determinantal convexity definition (2.11) f"'or k - 1 applies. By subtracting 
from the second column in this determinant we find that convexity of (4.3) with 

respect to (4.4) is equivalent to 

t()- 1 m 

1 
. 

a1F tAo(xi) a,'F ,a(xi) 
i = l i =io 

• • (4.5) • • 

• • 
io- l m 

! 1 aiF,,
2
(x1) aiF,2(xi) 

t= 1 i • io 

1 F~(x,) Feo(x1) 
lo- l m 

I 
• • 

FM '"' a,a i > 0. • • ~,.,~ 
I= l J • fo • • 

l F,2Cxt) F,2(x1) 

By choosing i0 ·· ·- 111 -·- 2 we find that condition ( 4.1) is necessary; since every term 
in (4.5) has x, < x1 it is also sufficient. This completes the proof of the theorem. 

It may be of interest to compare the sufficient condition that F6 possesses a TP 3 

density p(x, 0) with the necessary and sufficient condition of the theorem. One easily 
sht)ws that the TP 3 assumption for p implies that F 6(x) is TP 3 , or 
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' 

F3o(x0 ) F ~·(.'( t > F &o(X2) 
I l 

' ' 
F8o(X1) 

" ' ' F &o(x0 ) I ' j ' ' ' I i 0, 
I 

.F,1(Xo) F,i< .. ~.> F 11 (X2) (4.6) 
• •. , 
' I . 0 ' '''\> .,,,~~ ' 

i F,
1 
(x0 ) F,1(x t) ' ~ l I 

-,:,..,., 

l 
I 

"""-' , 
! ' F ti(Xo) F,l(X1) F,1(X2) 

j 

' , 

l 

for Xo < -~1 < X2 and Bo < 0 1 «< 82• By letting .. '(0 tend to ---·oo w·e see that (4.6) 
implies (4.1 ). Hence the condition that F ,,(x) be TP3 is also sufficient for F, to be in­
variant convexity preser\>1ing. 

lf we restrict ourselves to the special case where the parameter set T is an interval 
and F 6(x) is differentiabl,e with respect to 0, it turns out that theorem 4.1 involves a 
TP2 inst.cad of a TP3 condition. 

·rem 4.2 

Let T be an interval a·nd let q(x, 0) ~.,~';; ·(o/ofJ)F ,(.x) be defined on T for all x. Then the 
family F, is invariant convexity preserving if and only if q is TP 2 • 

Proof 

The first inequality in ( 4.1) is equivalent to q ;:;;;; 0. Since F ,(x2 ) is constant on any set 
where 'F 6(x 1 ) + F 8(x2 ) is constant and the latter is non-decreasing in 0, the second in~ 
equality of (4.1) asserts that F0(..\· 2 ) is convex with respect to Fe(x1 )+F6(x2 ). This in 
turn is equivalent to q(x 1 ,0 1 )q(x2 ,02 )-q(x1 ,02 )q(x2 ,0 1) ~;:: 0 for x 1 < .,x-2 and 8 1 < 62 • 

It is tempting to ask whether theorem 4.2 can be generalized. One conceivable 
generalization would deal with invariant Ck preserving families Fe, i.e. families for 
which x 1 is non-decreasing and z2 is C1c with r'espect to x 1 whenever g 1 is non-de­
creasing and g 2 is Ck with respect to g 1• However~ even a cursory insp,ection shows 
that only trivial examples of such families exist. The necessary requirement that Xi 
be a polynomial in x 1 of degree at most k whenever g 2 is a polynomial in g 1 of 
degree at most k, can not be satisfied for every non-decreasing g 1 except in a trivial 
manner. 

A more promising generalization is to consider families F6 that transform WCT­
systems { 1, g 1 , • •• , Uk+ 1 } into WCT-systems { 1, Xi, ... , Xk+ 1 }. If one restricts atten­
tion to the case where X and Tare intervals and g, and F8 satisfy certain regularity 
c,onditiions .. one shows in a fairly straightforward manner that a necessary and suffi­
cient condition on F0 is that q be TPk + 1 , thus generalizing lemma 3.1 and theorem 
4.2 to the case where k 2 2. We may conclude that although something may be lost 
for k :2: 2, the basic reason that theorems 4.1 and 4.2 work is not the fact that k = I 
in that case, but that g 0 == I and that F0 are probability distribution functions. 

' 
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