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NOTE ON A PAPER BY H. G. TUCKER1 

BY LAURENS DE HAAN 

M athematisch Cent rum 

O. S11mmary. The purpose of this note is to indicate a direct and natural way of 
proving theorems stated in [4] by using an explicit expression for the sequence of 
normalizing constants belonging to a distribution function attracted to a stable 
law. This results in a remark concerning a counter example given by Tucker and a 
slightly sharpened version of his Lemma 5. 

1. Deter111ination of normalizing constants. For a positive function f on the real 
line with f( oo) oo we define 

(1) f*(x) = inf {y f(y) > x} fo1· X > 0. 

This is an extension of the concept of the inverse function. We mention the follow
ing property. 

LEMMA 1. Let <p 1 and </> 2 be measurable regularly varying functions ( see definition 
in [4]) with exponent p > 0, then ¢ 1 * and </> 2 * are regularly varying with exponent 
p - 1 . For any c with O < c < oo we have 

(2) 

if and only if 
(3) 

for x ► oo 

for x ► oo. 

Following Tucker we write Fe D(a) when the distribution function Fis in the 
domain of attraction of a stable law Ga of characteristic exponent ex, i.e. if for 
suitably chosen constants Bn > 0 and An the n-f old convolutions Fn* of F satisfy 
limn_«> pn*(Bn{x+An}) = G«(x) for every x. The numbers Bn are called normalizing 
coefficients. 

LEMMA 2.2 

(a) If Fe D(a) (0 < a < 2) then 

(4) Bn ,.."' ci11f{x 1-F(x)+F(- for n ► oo. 

(b) If Fe D(cx) (0 <a< 2) then 

(5) for n • oo. 

PROOF. As 

(6) ,,.J..( ) = 2{ s ti dF''t)}- i o/ X SUPa<s~xS -s ' -
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2 Relation (4) is identical with (12) Chapter 7 Section 25 of [2]. 
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which is a nondecreasing function for sufficiently large a and x > a, satisfies 
(slightly generalizing the argument in [3]) 

(7) </J(x) 1',/ x2
{ :.xt2 dF(t)}- 1 fo1· x ➔ oo, 

<f> is regularly varying with exponent et. From this it follows 

(8) 

It is easy to verify that 

(9) 

<f>(x-0)/</>(x + 0) ➔ 1 

</>(</>*(x)-0) < x < ¢(¢*(x)1·0). 

for x ➔ oo. 

Combining (8) and (9) we obtain ¢(¢*(x)) _, x for x > oo. From this it follows 
using (7) 

(10) nan - 2 
~a.n t2 dF(t) ➔ 1 for n ➔ oo, with 

ct,. = inf { x x- 2 :.x t2 dF(t) < 1/n }. 

Relation ( 10) is identical with (8 .14) page 304 of [I] and so the Ctn are normalizing 
constants for F. As two sequences of normalizing coefficients are asymptotically 
equal except for a multiplicative constant we have proved (5). The first part of the 
lemma is an immediate consequence of Theorem 2 page 275 of [I] and Lemma 1. 

2. Correspondence between F and {Bn}. Lemma 5 of [4] states that a sequence of 
positive numbers is a sequence of normalizing constants for an FE D(a) (0 <a< 2) 
iff 

(11) for n ► oo 

where </J(x) is a regularly varying function with exponent et- 1 . Clearly (11) implies 

(12) B - 1 B ► m 1 /r,. 
n nm for n ► oo and m 1, 2, 3 · · · . 

Tucker gives an example of a sequence { Bn} satisfying ( 12) and not ( 11 ). This 
example might be somewhat misleading as becomes apparent from the fallowing 
observation. 

A sequence of normalizing constants {Bn} is always asymptotically equivalent 
to a monotone sequence of such coefficients (as is shown in Lemma 2). Ifwe assume 
(12) for a sequence of positive numbers {Bn} asymptotically equivalent to a mono
tone sequence {Bn'} then (11) holds for <f>(x) = BixJ (where <p is regularly varying 
with exponent ct- 1

) as can be seen from the next lemma. The sequence in Tucker's 
example is not asymptotically equivalent to a monotone sequence and this tends 
to confuse the point just made. 

LEMMA 3. rr for a positive nondecreasing function </> defined on an interval (a, oo) 
and a constant p > 0 

( 13) limn-+oo </:>(nm)/<p(n) = nzP Jo r m = 1, 2, 3, · · · , 

<p is regularly varying with exponent p. 
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PROOF. We first prove 

(14) <j)(n + 1)/</>(n) ► l for n > oo. 

If (14) does not hold, we can select a sequence {k,} of positive integers such that 
Iimr-oo </>(kr+ 1)/</>(kr) = c > 1 (c < oo ). We choose m such that 1 < ((m + 1)/m)P < c; 
taken,.= [krm- 1 

], then by (13) 

c > ((m + 1)/m)P limr-+oo <p(nr(m + 1) )/</)(nr m) 

= limr-oo irl';:r+ml)- l </>(k+ 1)/</J(k) > lim, .... 00 </>(kr+ 1)/<p(k,) = C, 

hence (14) is true. 
Given x > 0 and e > 0 we choose positive integers m and r such that 

( 15) x-e <mfr< x < (m+l)jt· < x+e. 

Defining for real t > 0, nt = [tr- 1 ] we have 

(16) <p(nt m)/<P( (n, + l)r) < <p(tx)/</J(t) < </>( (n 1 + l)(m + 1) )/</>(n, r). 

Combining (13), (14), (16) and (15) we find 

(x-e)P < liminfr-oo cp(tx)/</>(t) < li1nsup,_ 00 <f>(tx)/</J(t) < (x+e)P. 

Hence we have lim,_ 00 <p(tx)/</J(t) xP. 

REMARK. It suffices to require (13) for two integers m 1 and m2 for which 
logm1/logm2 is irrational, e.g. m 1 2 and m 2 = 3. The proof is simpler when one 
requires (13) for all m. 

Using the Lemmas 1, 2 and 3 and 

1 

1-F(x) 

** I 

1-F(x) 
for x ► oo, 

we can restate Tucker's Lemma 3 in the following way. 

LEMMA 4. (a) Call two distribution functions F 1 and F2 equivalent if for a c with 
O<c<oo 

l-F1(x)+F1(-x-O) , .. --1 c{l-F2(x)+F2(-x-0)} for x • oo 

and call two sequences of positive numbers {Bn} and {Bn'} equivalent if for a c with 
O<c<oo · 

B -cB' n n for n ► oo. 

For each a with O < a < 2 there is a one-to-one correspondence between the equiva
lence classes of distribution functions F from D(a) and those equivalence classes of 
sequences of positive numbers {B,.}, which contain a nondecreasing sequence satis-
_fying (12) (then every sequence in the equivalence class satisfies (12) ). The corre
spondence is: { Bn} is a sequence of normalizing constants for F. 
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(b) Call flt,'(> distribution .func:tion.r; F 1 and f~1 equfi,aJt:»nt if _for a c M.1ith O < c < co 

for x ... co 

,md coll two s11quenct1S cif positii1e nu11ibers { B,.} and {Bn'} equil,alent if jor a c M>'itn 
O<c< 1:o 

B ,..,,, B·' tt ,....., C n or 

1n~re i~r a 0,ne-10-ont' corr,,,spo,,d,nce betwt:•en the ecp1ii~a/enct:' classes o.f distribution 
fUJt.ctions f"'.fro,n D(2)· and tM.,ie t~uit)(J/ence clas;J'el· of sequences of positii,e numbers 
{ B,.} ~·hich contain a nondecrea.ring sequen,:e sati~fying ( 12) M-'ith ex - 1 

···· 0 ( then ev,zry 
sequenct in the tY/Wit,almce class satisfies ( 12) ). The correspondence is: { nt B.} is a 
seqwnt'"e of norr,u:,/izing constants .for F. 

It is not difficult to give a direct proof of the statement about normalizing 
constants contained in Tucker .. s Theorem 2 based on Lemmas l and 2 in this note. 
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