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Abstract

This paper investigates a sequential decision problem with a simple hypothesis against a simple alternative, concerning the probability of success of a sequence of independent Bernoulli trials. It is shown that the minimax decision rule is equivalent to the optimal stopping rule of a Markov chain. An explicit solution of the stopping problem is given. Moreover, a finite algorithm for computing the optimal stopping time is provided.

*) This paper is not for review; it is meant for publication.

1. Introduction

We consider a sequential decision problem *) with a simple hypothesis against a simple alternative, concerning the probability of success, \( t \), of a sequence of independent Bernoulli trials. The hypotheses are \( H_0: t = \theta \) and \( H_1: t = 1 - \theta \), with \( 0 \leq \theta \leq 1 \) and \( \theta \) is known. Each trial costs an amount \( c \). When we stop sampling we must decide. If we make a correct decision we receive a reward \( r \), otherwise we loose \( l \) \((r \geq l \geq 0, c > 0)\).

We shall show that the minimax decision rule for this problem is equivalent to the optimal stopping rule of a Markov chain. We provide an explicit solution for the stopping problem.

2. Sequential decision problem

Suppose that the variable \( t \) is a random variable (represented by \( t \)) with distribution defined by

\[
P((t = \theta)) = 1 - P((t = 1 - \theta)) = \pi, \quad 0 < \pi < 1.
\]

We introduce a sequence of identically distributed random variables \( x_1, x_2, x_3, \ldots \) with \( x_i = 1 \) if the \( i \)-th trial is a success and \( x_i = 0 \) otherwise.

The random variables are, given \( t \), independently distributed.

The posterior probability of \( t \) given \( x_1 = x_1, \ldots, x_n = x_n \) is

\[
y_n := P(t = \theta | x_1 = x_1, \ldots, x_n = x_n) = \frac{n \prod_{i=1}^{n} x_i (1-\theta) \pi \prod_{i=1}^{n} x_i (1-\theta) \pi}{n \prod_{i=1}^{n} x_i (1-\theta) \pi + (1-\pi) \prod_{i=1}^{n} (1-\theta) \pi}
\]

for \( n \in \{1, 2, 3, \ldots\} \)

where \( x_i = 0 \) or 1. Note that

*) This problem is a simplification of a question posed by a psychologist, investigating human decision processes.
(2) \[ y_n = \frac{x^n (1-\Theta) y_{n-1} + x^n (1-\Theta) y_{n-1}}{x^n (1-\Theta) y_{n-1} + x^n (1-\Theta) y_{n-1}} \] for \( n \in \{1, 2, 3, \ldots\} \).

We define recursively the sequence of random variables \( y_0, y_1, y_2, \ldots \) by \( P(y_0 = \pi) = 1 \)

(3) \[ y_n = \frac{x^n (1-\Theta) y_{n-1} + x^n (1-\Theta) y_{n-1}}{x^n (1-\Theta) y_{n-1} + x^n (1-\Theta) y_{n-1}} \] for \( n \in \{1, 2, 3, \ldots\} \).

We shall formulate now the sequential decision problem:

- \( \Theta = \{0, 1-\Theta\} \) is the parameter set, \( A = \Theta \) the action space. \( L \) is the loss function defined on \( \Theta \times A \) by

\[ L(\Theta, \theta) = L(1-\Theta, 1-\Theta) = -r \text{ and } L(1-\Theta, \theta) = L(\Theta, 1-\Theta) = \ell. \]

\( \psi \), a stopping rule, is defined by \( \psi = (\psi_0, \psi_1(x_1), \psi_2(x_1, x_2), \ldots) \) (where \( x_i \)

is a realisation of \( x_i, i = 1, 2, 3, \ldots \)) with \( \psi_i(x_1, \ldots, x_i) = 0 \) or \( 1 \) and if

\( \psi_i(x_1, \ldots, x_i) = 1 \) then \( \psi_n(x_1, \ldots, x_n) = 1 \) for all \( n \geq i \).

The random variable \( \tau \) defined on the sample space of \( x_1, x_2, x_3, \ldots \) by

\( \tau = n \) if \( n = \min(i | \psi_i(x_1, \ldots, x_i) = 1) \) is called a stopping time.

\( \delta \) is an action rule if \( \delta = (\delta_0, \delta_1(x_1), \delta_2(x_1, x_2), \ldots) \) where \( \delta_i \) is a function with values in \( A \).

A sequential decision rule is a pair \( (\psi, \delta) \).

The risk, with respect to the prior distribution represented by \( \pi \) of a sequential decision rule \( (\psi, \delta) \) is:

(4) \[ r(\pi, (\psi, \delta)) = \pi \cdot \mathbb{E}_{\psi} \{ L(\theta, \delta, (x_1, \ldots, x_{\tau})) + \tau_c \} + \\
+ (1-\pi) \mathbb{E}_{1-\Theta, \psi} \{ L(1-\Theta, \delta, (x_1, \ldots, x_{\tau})) + \tau_c \}. \]

The Bayes risk with respect to \( \pi \) is defined as the infimum over all \( (\psi, \delta) \). The pair \( (\psi_0, \delta_0) \) for which the risk equals the infimum is called the Bayes rule with respect to \( \pi \).
Without proof we state some well-known facts from statistical decision theory (see [2]).

A. Consider the sequence \( \mathcal{X}_0, \mathcal{X}_1, \mathcal{X}_2, \ldots \). For each sequential decision rule \((\psi, \delta)\) based on \( \mathcal{X}_1, \mathcal{X}_2, \mathcal{X}_3, \ldots \) there is a sequential decision rule \((\psi_0, \delta_0)\) based on \( \mathcal{X}_0, \mathcal{X}_1, \mathcal{X}_2, \ldots \) which is as good as \((\psi, \delta)\). So we have only to consider \( \mathcal{X}_0, \mathcal{X}_1, \mathcal{X}_2, \ldots \) when we are searching for the Bayes rule.

B. If for \( n = 1, 2, 3, \ldots \) \( \delta_n(\mathcal{X}_1, \ldots, \mathcal{X}_n) \) is a Bayes rule with respect to \( \pi \) for the decision problem based on the fixed sample size of \( n \) observations, then for any stopping rule \( \psi \) the risk, defined in (4), is minimized by \( \delta = (\delta_0, \delta_1, \delta_2, \ldots) \).

C. When we consider also randomized action rules and stopping rules the does not exist a randomized pair \((\psi, \delta)\) with a lower risk, if the loss function is bounded and if there exists for each \( n \) a fixed sample size Bayes rule.

D. It is easy to verify that for the fixed sample size of \( n \) observations the Bayes risk with respect to \( \pi \) is

\[
E_\pi [\min\{ -\mathcal{R} \mathcal{Y}_n + \lambda(1-\mathcal{Y}_n), -\mathcal{R}(1-\mathcal{Y}_n) + \lambda\mathcal{Y}_n \} + n\mathcal{C}],
\]

where the subscript \( \pi \) indicates the dependency of the prior distribution.

Hence we may formulate our sequential decision problem in the following way. Search for the stopping time \( \tau_0 \) such that

\[
E_\pi [\max\{ r\mathcal{Y}_0 - \lambda(1-\mathcal{Y}_0), r(1-\mathcal{Y}_0) - \lambda(\mathcal{Y}_0) \} - \mathcal{C}] = \tau_0
\]

attains for \( \tau_0 \) its maximum.

Note that we are maximizing the expected return instead of minimizing the risk.
3. The equivalent stopping problem

In [3] we showed that the sequence $X_0, X_1, X_2, \ldots$ forms a stationary Markov chain with state space $[0,1]$ and discrete time parameter. We called it a Bayes process.

The transition probabilities are given by

$$
P(Y_{n+1} = x + (1-x) \frac{\theta^x(1-\theta)^{1-x}}{\theta^x(1-\theta)^{1-x} \cdot y + \theta^{1-x}(1-\theta)^x(1-y)}}) =
$$

$$= \theta^x(1-\theta)^{1-x} \cdot y + \theta^{1-x}(1-\theta)^x(1-y)
$$

for $x = 0$ or $1$ and $y \in [0,1]$.

For notational convenience we shall use the following notations

$$g_y(x) = \frac{\theta^x(1-\theta)^{1-x}}{\theta^x(1-\theta)^{1-x} \cdot y + \theta^{1-x}(1-\theta)^x(1-y)}$$

$$p_y(x) = \theta^x(1-\theta)^{1-x} \cdot y + \theta^{1-x}(1-\theta)^x(1-y).$$

Hence (6) becomes

$$P(Y_{n+1} = g_y(x) | Y_n = y) = p_y(x).$$

From (1) we see

$$Y_n = \left\{ 1 + \frac{1-n}{\theta} \sum_{i=1}^{n} (1-2x_i) \right\} - 1
$$

We define

$$Z_n = 2 \sum_{i=1}^{n} x_i - n \quad \text{for} \ n = 1, 2, 3, \ldots
$$

Note that $Z_n$ is the difference between the number of successes and failures in $n$ trials.
There exists a one-one correspondence between the random variables $y_n$ and $x_n$, hence the sequence $z_1, z_2, z_3, \ldots$ forms also a Markov chain. We use the following notation

$$(11) \quad \beta = \frac{1-\pi}{\pi} \quad \text{and} \quad \alpha = \frac{\theta}{1-\theta}.$$  

Without loss of generality we shall suppose $0 < \alpha < 1$. In the cases where $\alpha = 0$ or $\alpha = 1$ the optimal decision rules are trivial. If $\alpha = 0$ we are certain after one trial, if $\alpha = 1$ the hypotheses are identically.

The transition probabilities of the Markov chain $z_1, z_2, z_3, \ldots$ are easily derived from (6) by the transformation (use (9), (10) and (11))

$$(12) \quad y = \frac{1}{1+\beta \alpha} z \quad \text{for } z \in \mathbb{Z} \quad \text{where } \mathbb{Z} \text{ is the set of integers. The transition probabilities are}$$

$$(13) \quad p^\beta_{z, z+1} := P(z_{n+1} = z+1 | z_n = z) = \frac{1}{\alpha+1} \frac{\alpha z+1+\beta}{\alpha z+\beta} \quad \text{for } z \in \mathbb{Z}$$

$$(13') \quad p^\beta_{z, z-1} := P(z_{n+1} = z-1 | z_n = z) = \frac{\alpha}{\alpha+1} \frac{\alpha z-1+\beta}{\alpha z+\beta} \quad \text{for } z \in \mathbb{Z}.$$  

Note that

$$p^\beta_{z, z+1} + p^\beta_{z, z-1} = 1.$$  

For each state $y \in [0,1]$ of the state space of the chain $x_0, x_1, x_2, \ldots$ we define a reward

$$(14) \quad s(y) = \max \{ ry - \ell(1-y), r(1-y) - \ell y \}.$$  

Obviously

$$s(y) = \begin{cases} 
ry - \ell(1-y) & \text{if } y \geq \frac{1}{2} \\
rb(1-y) - \ell y & \text{otherwise.} 
\end{cases}$$
For the transformed Markov chain \( z_1, z_2, z_3, \ldots \) we find

\[
\begin{align*}
\beta(z) &= \begin{cases} 
\frac{(r+\xi)}{1+\beta\alpha} \frac{1}{-z} - \xi & \text{for } z \leq \alpha \log \beta, \ z \in \mathbb{Z}, \\
\frac{r-(r+\xi)}{1+\beta\alpha} \frac{1}{-z} & \text{for } z > \alpha \log \beta, \ z \in \mathbb{Z}.
\end{cases}
\end{align*}
\]

In the case \( \beta = 1 \) we omit the superscript \( \beta \). (We may distinguish \( s(y) \) and \( s(z) \) by the domains of the functions.) We state an important property of \( s(z) \):

\[
s(z) = p_{z, z+1} s(z+1) + p_{z, z-1} s(z-1), \quad z \in \mathbb{Z}, \quad z \neq 0.
\]

Relation (16) says that \( s(z) \) is harmonic, except in \( z = 0 \) (cf. [3]).

We are searching for a stopping time \( \tau_0 \) such that for all integers \( z \)

\[
v^\beta(z) := E_z [s^\beta(z_{\tau_0}) - \tau_0 c] = \sup_{\tau} E_z [s^\beta(z_{\tau}) - \tau c],
\]

where the subscript \( z \) means that we start the chain in state \( z \). Of course we are only interested in \( v^\beta(0) \).

The determination of \( \tau_0 \) and \( v^\beta(z) \) is known as an optimal stopping problem in a Markov chain. Note that it is equivalent to the sequential decision problem of section 2.

Without proof we state some results from the theory of optimal stopping (see [1], [4]). We formulate the properties for the chain \( z_1, z_2, z_3, \ldots \)

A. \( \text{if } \sup_{\mathbb{Z}} s^\beta(z) < \infty \) and if \( c > 0 \), which is true in our case, then there exists an optimal stopping time \( \tau_0 \) satisfying (17).

B. \( \tau_0 \) is the entry time in the set \( \Gamma \), where

\[
\Gamma = \{ z \mid v^\beta(z) = s^\beta(z), \ z \in \mathbb{Z} \}
\]

C. \( v^\beta(z) \) is the minimal element in the set of solutions from the functional equation

\[
\text{---}
\]
(19) \[ w(z) = \max\{s^\beta(z), -c + p_{z,z+1}^\beta w(z+1) + p_{z,z-1}^\beta w(z-1)\}. \]

D. We define recursively

(20) \[ v_0^\beta(z) = s^\beta(z) \]

\[ v_n^\beta(z) = \max\{s^\beta(z), -c + p_{z,z+1}^\beta v_{n-1}^\beta(z+1) + p_{z,z-1}^\beta v_{n-1}^\beta(z-1)\} \]

The functions \( v_n^\beta(z) \) are nondecreasing and

(21) \[ \lim_{n \to \infty} v_n^\beta(z) = v^\beta(z) \]

The approximation of \( v^\beta(z) \) is called the method of successive approximations.

For \( \pi = \frac{1}{2} \), or equivalently \( \beta = 1 \), the solution of the optimal stopping problem shall be given explicitly in section 5.1. In section 4 we provide an algorithm to compute \( v^1(0) \) and the set \( \Gamma \) in this case. In section 5.3 we prove that the prior distribution represented by \( \pi = \frac{1}{2} \) is least favourable and that the decision rule derived for \( \pi = \frac{1}{2} \) is a minimax rule.

4. The algorithm for computing the optimal stopping time

Of course we could use the method of successive approximations, defined in (20), to approximate \( v(z) \) by \( v_n(z), z \in \mathbb{Z} \). Because the optimal stopping time \( \tau_0 \), defined in (17), is the entry time of \( \Gamma \), defined in (18), we have to be sure that also \( \Gamma_n = \{z \mid v_n(z) = s(z), z \in \mathbb{Z}\} \) is equal to \( \Gamma \). In general it may happen that the method of successive approximations requires an infinite number of iterations to provide this. Even if it is guaranteed that the method of successive approximations provides the optimal stopping set \( \Gamma \) in a finite number of iterations, one needs a criterion which says from which \( n \) on \( \Gamma_n = \Gamma \). Our algorithm leads in a finite number of simple steps to the determination of \( v(z) \) and \( \Gamma \). In section 5.2 we show that the number of steps is less than \( \frac{1}{2}(\frac{r+\beta}{c}) \).
We know that $v(z)$ satisfies the functional equation (19). In section 5.1 it is proved that $v(z)$ has the following properties

(22)\hspace{1cm} v(z) \text{ is symmetric around } z = 0.

There exists an integer $k > 0$ such that

(23)\hspace{1cm} v(z) = \begin{cases} 
  s(z) & \text{for } |z| \geq k \\
  - c + p_{z,z+1} v(z+1) + p_{z,z-1} v(z-1) & \text{for } |z| < k.
\end{cases}

We shall prove that for each $k$ there is only one function (on the integers) $f^k$ which satisfies (22) and (23). And we also prove that there exists only one function which satisfies (19), (22) and (23) simultaneously.

Our method will search in the class of all functions $\{f^k\}_{k=1}^\infty$ who satisfy (22) and (23), for some $k$, such that $f^k$ also satisfies (19). It will be shown that to check if the function $f^k$ satisfies (19) it is only necessary to inspect this function in the point $k-1$.

Indeed, if

$s(k-1) < f^k(k-1)$ and $s(k) \geq - c + p_{k,k+1} s(k+1) + p_{k,k-1} f^k(k-1)$

then $f^k$ satisfies (19). Also a simple recursive relation to compute $f^k(k-1)$ shall be derived.

For readers, familiar with Markovian decision processes we note that our method is similar to Howard's policy-iteration algorithm (see [1]) in the sense that this algorithm, when started with the policy that prescribes stopping everywhere, will find, sequentially, policies of the type "stop if $|z|\geq k$" for $k = 1, 2, 3, \ldots$. However, our method does not need the value determination at each iteration. As is well-known the value determination step in Howard's algorithm is rather time consuming. The only thing we have to do is to check a simple recursive relation.

We shall formulate now our algorithm:
1) if \[ \alpha \geq \frac{r+2-2c}{r+2+2c} \]
then stopping immediately is optimal and the expected return is
\[ v(0) = \frac{1}{2}(r-\lambda), \]
otherwise:

2) compute for \( k = 1,2,3,\ldots \) the numbers \( b_k \), defined by
\[ b_0 = 1, \quad b_k = \frac{1 + p_{k,k-1} b_{k-1}}{p_{k,k+1}}; \]
check if
\[ b_k \geq \frac{s(k+1)-s(k)}{c} - \frac{1}{p_{k+1,k}}; \]
the first \( k \) which satisfies this inequality gives the decision
points: \( \pm(k+1) \)

3) the expected return \( v(0) \) is found by the iteration procedure
\[ v(k+1) = s(k+1), \]
\[ v(n) = v(n+1) - b_n c, \quad n = k, k-1, \ldots, 0. \]
Note that \( p_{k,k+1}, p_{k,k-1} \) and \( s(k) \) are defined in (13) and (15) respectively.
Some numerical results

Only the positive decision points are mentioned.
\( r = 100, \ l = 5, \ c = 1. \)

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>expected return</th>
<th>decision point</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>99.00</td>
<td>1</td>
</tr>
<tr>
<td>1/8</td>
<td>95.95</td>
<td>3</td>
</tr>
<tr>
<td>2/8</td>
<td>93.53</td>
<td>3</td>
</tr>
<tr>
<td>3/8</td>
<td>89.50</td>
<td>4</td>
</tr>
<tr>
<td>4/8</td>
<td>83.23</td>
<td>4</td>
</tr>
<tr>
<td>5/8</td>
<td>73.35</td>
<td>4</td>
</tr>
<tr>
<td>6/8</td>
<td>60.30</td>
<td>3</td>
</tr>
<tr>
<td>7/8</td>
<td>50.40</td>
<td>2</td>
</tr>
<tr>
<td>103 ≤ ( \alpha \leq 1 )</td>
<td>47.50</td>
<td>0</td>
</tr>
</tbody>
</table>

\( r = 1000, \ l = 500, \ c = 1. \)

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>expected return</th>
<th>decision point</th>
<th>( \alpha )</th>
<th>expected return</th>
<th>decision point</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>999</td>
<td>1</td>
<td>11/16</td>
<td>920</td>
<td>12</td>
</tr>
<tr>
<td>1/16</td>
<td>996</td>
<td>3</td>
<td>12/16</td>
<td>879</td>
<td>14</td>
</tr>
<tr>
<td>2/16</td>
<td>994</td>
<td>4</td>
<td>13/16</td>
<td>803</td>
<td>16</td>
</tr>
<tr>
<td>3/16</td>
<td>992</td>
<td>5</td>
<td>14/16</td>
<td>652</td>
<td>17</td>
</tr>
<tr>
<td>4/16</td>
<td>990</td>
<td>5</td>
<td>15/16</td>
<td>389</td>
<td>12</td>
</tr>
<tr>
<td>5/16</td>
<td>987</td>
<td>6</td>
<td>31/32</td>
<td>285</td>
<td>6</td>
</tr>
<tr>
<td>6/16</td>
<td>983</td>
<td>7</td>
<td>63/64</td>
<td>258</td>
<td>3</td>
</tr>
<tr>
<td>7/16</td>
<td>977</td>
<td>7</td>
<td>127/128</td>
<td>251</td>
<td>1</td>
</tr>
<tr>
<td>8/16</td>
<td>970</td>
<td>8</td>
<td>255/256</td>
<td>250.46</td>
<td>1</td>
</tr>
<tr>
<td>9/16</td>
<td>959</td>
<td>9</td>
<td>1498/1502</td>
<td>250.00</td>
<td>0</td>
</tr>
<tr>
<td>10/16</td>
<td>944</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5. Appendix

In section 5.1 we give an explicit solution for the function \( v(z) \)
defined in (17) and for the entry time \( t_0 \) of the set \( \Gamma = \{ z \mid s(z) = v(z) \} \),
in the case that the prior distribution is represented by \( \pi = \frac{1}{2} \). In section
5.2 we provide a justification of the algorithm to compute \( v(z) \). In section
5.3 we show that the prior distribution \( \pi = \frac{1}{2} \) is least favourable and that
our decision rule is a minimax rule.

5.1. The explicit solution

In this section we take \( \pi = \frac{1}{2} \), so that \( \beta = 1 \).

Lemma 1. The function \( v(z) \) is symmetric around 0 for \( z \in \mathbb{Z} \).

Proof. By induction we prove \( v_n(z) = v_n(-z) \). From (15) with \( \beta = 1 \) we see
that \( s(z) = s(-z) \). So \( v_0(z) = v_0(-z) \). Suppose \( v_{m-1}(z) = v_{m-1}(-z) \) for
\( z \in \mathbb{Z} \). From (13) with \( \beta = 1 \) we see that \( p_{z,z+1} = p_{-z,-z-1} \) and \( p_{z,z-1} =
= p_{-z,z+1} \). Hence

\[
v_m(z) = \max\{s(z), -c + p_{z,z+1}v_{m-1}(z+1) + p_{z,z-1}v_{m-1}(z-1)\} =
\]

\[= \max\{s(-z), -c + p_{-z,-z-1}v_{m-1}(-z-1)+ p_{-z,z+1}v_{m-1}(-z+1)\} = v_m(-z).
\]

By taking the limit for \( m \to \infty \) and using (21) we find that \( v(z) = v(-z) \).

Lemma 2. The set \( \{ z \mid z \in \mathbb{Z}, v(z) > s(z) \} \) is the set of integer points of a
symmetric interval around 0.

Proof. We first prove this property for \( v_n(z) \). Indeed, \( v_0(z) = s(z) \) and
\( v_1(0) = \max\{s(0), -c + s(1)\} \), hence \( v_1(0) \) may be greater than \( s(0) \). From
(16) we see that \( v_1(z) = \max\{s(z), -c + s(z)\} \), \( z \neq 0 \); therefore the
statement is proved for \( n = 1 \). Suppose it is proved for \( n = m-1 \). We may
conclude from (21) that \( \{ z \mid z \in \mathbb{Z}, v_{m-1}(z) > s(z) \} \subset \{ z \mid z \in \mathbb{Z}, v_m(z) > s(z) \} \).
If, for \( z \geq 1 \), \( v_{m-1}(z-1) = s(z-1) \) and \( v_{m-1}(z+1) = s(z+1) \) it follows again
from (16) that \( v_m(z) = s(z) \). Hence there exists a \( k_m \) such that
\[ v_m(z) > s(z) \text{ if } |z| < k \text{ and } v_m(z) = s(z) \text{ if } |z| \geq k. \] Because \( v_n(k) = v_n(-k) \) the statement is proved for \( n = m \).

Note that \( \{z \mid z \in \mathbb{Z}, v_m(z) > s(z)\} \) = \( \{z \mid z \in \mathbb{Z}, v_m(z) > s(z)\} \) which proves the lemma. □

Corollary. We define,

\[ (24) \quad k = \min\{z \mid z > 0, z \in \mathbb{Z}, v(z) = s(z)\} \]

then the stopping rule becomes: stop sampling as soon as one of the points +k or -k are reached. Note that \( k < \infty \). Indeed, when \( k = \infty \) then the sampling costs are infinite and this is certainly not optimal. From the functional equation it follows that the function \( v(z) \) satisfies

\[ (25) \quad v(z) = \begin{cases} -c + p_{z,z+1} v(z+1) + p_{z,z-1} v(z-1) & \text{for } |z| < k \\ s(z) & \text{for } |z| \geq k. \end{cases} \]

**Lemma 3.** If the function \( w(z) \) is a solution of the functional equation (19) and \( w(z) \) satisfies for some \( \ell > 0 \)

\[ w(z) = \begin{cases} -c + p_{z,z+1} w(z+1) + p_{z,z-1} w(z-1) & \text{for } |z| < \ell \\ s(z) & \text{for } |z| \geq \ell. \end{cases} \]

then \( v(z) = w(z) \).

Proof. Assume \( k > \ell \). Since \( v(z) = -c + p_{z,z-1} v(z-1) + p_{z,z+1} v(z+1) \) and \( w(z) = -c + p_{z,z-1} w(z-1) + p_{z,z+1} w(z+1) \) for \( |z| < \ell \) and since \( v(z) \geq s(z) = w(z) \) for \( |z| \geq \ell \) we see that \( u(z) := v(z) - w(z) \) satisfies

\[ u(z) = p_{z,z-1} u(z-1) + p_{z,z+1} u(z+1) \quad \text{for } |z| < \ell, \]
\[ u(\ell) \geq 0 \text{ and } u(-\ell) \geq 0. \]

Let \( Q \) be the restriction of the matrix of transition probabilities of our
Markov chain to the rows and columns with numbers $-\ell+1, -\ell+2, \ldots, 0, \ldots, \ell-1$. Then we may write the above equation in vector notation

$$u = Qu + d,$$

with $d(-\ell+1) = p_{-\ell+1,\ell} u(-\ell)$ and $d(\ell-1) = p_{\ell-1,\ell} u(\ell)$

and $d(z) = 0$ for $|z| < \ell - 1$. Hence $(I-Q)u = d$. Because $Q^n \to 0$ for $n \to \infty$ there exists an inverse of $I - Q$ which has only positive entries, so that $u = (I-Q)^{-1}d \geq 0$ which implies

$$v(z) \geq w(z) \text{ for } z \in \mathbb{Z}.$$

On the other hand for $|z| < k$ we have

$$w(z) \geq -c + p_{z,z+1} w(z+1) + p_{z,z-1} w(z-1)$$

and

$$v(z) = -c + p_{z,z+1} v(z+1) + p_{z,z-1} v(z-1)$$

so that

$$u(z) \leq p_{z,z+1} u(z+1) + p_{z,z-1} u(z-1).$$

Since the Markov chain with transition probabilities as defined in (13) (with $\beta=1$) for $|z| < k$ and absorbing barriers in $\pm k$ is an absorbing Markov chain and, moreover, $u(-k) = u(k) = 0$, it follows from the above inequality that $u(z) \leq 0$ hence $v(z) \leq w(z)$. Therefore $w(z) = v(z)$ for $z \in \mathbb{Z}$. For $k < \ell$ the proof proceeds in a similar way. \[\Box\]

**Lemma 4.** Let $k$ be defined as in (24), then

$$s(k-1) < v(k-1) \leq s(k-1) + \frac{c}{p_{k,k-1}}$$

**Proof.** The first inequality is immediate from (19) and (24). Since $v$ is a solution of (19) we have $v(k) = s(k) \geq -c + p_{k,k+1} s(k+1) + p_{k,k-1} v(k-1)$. Hence, using (16),
\[ v(k-1) \leq (s(k) + c) \frac{1}{p_{k,k-1}} - s(k+1) \frac{p_{k,k+1}}{p_{k,k-1}} = s(k-1) + \frac{c}{p_{k,k-1}}. \]

We shall introduce a class of functions \( \{ f^n(z) \mid n = 1, 2, 3, \ldots, z \in \mathbb{Z} \} \) and we prove that \( v(z) \) is the unique element of this class which satisfies (26) when \( k \geq 1 \).

Define recursively a sequence \( \{ b_n \mid n = 0, 1, 2, \ldots \} \) by

\[
\begin{align*}
  b_0 &= 1 \\
  b_n &= \frac{1 + p_{n,n-1} b_{n-1}}{p_{n,n+1}}
\end{align*}
\]

For arbitrary positive integer we define a function \( f^n(z) \) for \( z \in \mathbb{Z} \) by

\[
\begin{align*}
  f^n(z) &= s(z) \quad \text{for } z \geq n \\
  f^n(z) &= f^n(z+1) - b_z c \quad \text{for } z = n-1, n-2, \ldots, 0 \text{ and} \\
  f^n(z) &= f^n(-z) \quad \text{for } z < 0.
\end{align*}
\]

Lemma 5. The function \( f^n(z) \) satisfies

\[
f^n(z) = -c + p_{z,z+1} f^n(z+1) + p_{z,z-1} f^n(z-1) \quad \text{for } |z| < n
\]

Proof. From (27) we see that \( p_{z,z+1} b_z = 1 + p_{z,z-1} b_{z-1} \).

By (28) we may state that

\[ p_{z,z+1} f^n(z) = p_{z,z+1} f^n(z+1) - p_{z,z+1} b_z c, \quad 0 \leq z < n \]

hence

\[ p_{z,z+1} f^n(z) = p_{z,z+1} f^n(z+1) - c - p_{z,z-1} b_{z-1} c. \]

Also from (28) it follows that
\[ p_{z,z-1} f_{n}(z-1) = p_{z,z-1} f_{n}(z) - p_{z,z-1} b_{z-1} c, \quad 1 \leq z < n+1 \]

so that

\[ p_{z,z+1} f_{n}(z) + p_{z,z-1} f_{n}(z) = -c + p_{z,z+1} f_{n}(z+1) + p_{z,z-1} f_{n}(z-1) \]

from which the statement follows for \( 1 \leq z < n \). For \( z = 0 \) we see by (28) and (27) that \( f_{n}(0) = f_{n}(1) - c \). Because \( f_{n}(1) = f_{n}(-1) \) the statement is also proved in this case. □

**Remark.** Note that

\[ f_{n}(n-1) = s(n) - b_{n-1} c. \] (30)

If \( s(n-1) = s(n) - b_{n-1} c \), then \( f_{n-1}(n-1) = s(n-1) = f_{n}(n-1) \) from which it follows by induction that \( f_{n}(z) = f_{n-1}(z) \) for all \( z \).

In lemma 6 we show that if \( f_{n}(z) \) satisfies (26) then \( f_{n}(z) \) is a majorant of \( s(z) \).

**Lemma 6.** If \( f_{n}(n-1) \geq s(n-1) \), then \( f_{n}(z) \geq s(z) \) for all \( z \in \mathbb{Z} \).

**Proof.** Since \( f_{n}(z) = s(z) \) for \( |z| \geq n \) and \( f \) and \( s \) are symmetric around 0 it remains to show that

\[ \theta(z) := f_{n}(z) - s(z) \]

is nonnegative for \( 0 \leq z \leq n-2 \). Let

\[ t_{i} = \frac{1}{p_{n-i+1,n-i}}, \quad \text{then} \quad 1 - t_{i} = \frac{p_{n-i+1,n-i+2}}{p_{n-i+1,n-i}}. \]

From (16) we have

\[ s(n-i) = t_{i} s(n-i+1) + (1-t_{i}) s(n-i+2), \quad \text{for} \ i \leq n, \]
and from (29) we see for $i \geq 2$

\[ f^N(n-i) = t_i f^N(n-i+1) + c + (1-t_i) f^N(n-i+2). \]

Subtracting $s(n-i)$ from $f^N(n-i)$ gives

\[ (31) \quad \theta(n-i) = t_i \theta(n-i+1) + (1-t_i) \theta(n-i+2) + t_i c. \]

With $\theta(n) = 0$ and $\theta(n-1) \geq 0$ by assumption we have $\theta(n-1) \geq \theta(n)$. Assume $\theta(n-i+1) \geq \theta(n-i+2)$ then, since $1-t_i < 0$, it follows

\[ (1-t_i) \theta(n-i+2) \geq (1-t_i) \theta(n-i+1), \]

Substituting this in (31) gives

\[ \theta(n-i) \geq t_i \theta(n-i+1) + (1-t_i) \theta(n-i+1) + t_i c \geq \theta(n-i+1). \]

Hence by induction is $\theta(z)$ decreasing in $z$ for $z \geq 0$. With $\theta(n-1) \geq \theta(n) = 0$ we find $\theta(z) \geq 0$ for all $z \in \mathbb{Z}$.

**Theorem 1.1** If $a \geq \frac{r+\ell-2c}{r+\ell+2c}$ then $v(z) = s(z)$ and immediately stopping is optimal.

2) Otherwise, let $n$ be the unique natural number with

\[ s(n) - s(n-1) - \frac{1}{c} \leq b_{n,n-1} < \frac{s(n) - s(n-1)}{c}. \]

Then $f^n(z) = v(z)$, and hence $n = k$ with $k$ defined as in (24).

**Proof of 1.** $s(z)$ satisfies (16), hence

\[ s(z) > -c + p_{z,z+1} s(z+1) + p_{z,z-1} s(z-1), \quad z \neq 0. \]

$s(0) = \frac{1}{2}(r+\ell)$ and from (15) $s(1) = r-(r+\ell) \frac{a}{a+1}$. Therefore $s(0) \geq -c + s(1)$ if $a \geq \frac{r+\ell-2c}{r+\ell+2c}$. Hence if $a \geq \frac{r+\ell-2c}{r+\ell+2c}$ then $s(z)$ satisfies (19) for all $z$, and it is also the minimal solution of (19) hence $v(z) = s(z)$ for all $z \in \mathbb{Z}$.
(this is also a consequence of lemma 3).

Proof of 2). Since \( s(0) < -c + s(1) \) the function \( s(z) \) does not satisfy the functional equation (19) and hence \( k \geq 1 \).

We first prove that \( f^n(z) \) is a solution of (19). From \( b_{n-1} < (s(n) - s(n-1))c^{-1} \) it follows that \( s(n-1) < s(n) - b_{n-1}c \). According to lemma 6 and relation (28) we obtain \( f^n(z) \geq s(z) \) for \( |z| < n \). From lemma 5 and from (16) we have

\[
(33) \quad f^n(z) \geq -c + p_{z,z+1} f^n(z+1) + p_{z,z-1} f^n(z-1),
\]

for \( |z| < n \) and \( |z| > n \). From the first of the inequalities (32) and relation (28) we find

\[
f^n(n-1) \leq s(n-1) + \frac{c}{p_{n,n-1}}.
\]

Hence

\[
f^n(n) = s(n) = p_{n,n+1} s(n+1) + p_{n,n-1} s(n-1) \geq
\]

\[
\geq -c + p_{n,n+1} s(n+1) + p_{n,n-1} f^n(n-1).
\]

Consequently (33) holds for all \( z \in \mathbb{Z} \). Hence \( f^n(z) \) is a solution of (19). According to lemma 3 we have \( f^n(z) = v(z) \) and in view of lemmas 3 and 4 there is exactly one natural number with property (32). \( \square \)

Remark. According to the lemmas 3 and 4 and theorem 1 we have that for \( n \), defined in (32), \( f^n(z) \) satisfies

\[
(34) \quad s(n-1) < f^n(n-1) \leq s(n-1) + \frac{c}{p_{n,n-1}}.
\]

and that \( f^n(z) \) is the only \( f \)-function as defined in (28) with this property.
5.2. Justification of the algorithm

In this section we suppose again that \( \beta = 1 \). We have seen, that to find the value \( k \) it is only necessary to compute the numbers \( b_n, n = 1, 2, 3, \ldots \) and to check the inequality

\[
\frac{s(n) - s(n-1)}{c} \leq b_{n-1} < \frac{s(n) - s(n-1)}{c}
\]

which is equivalent to:

\[
s(n-1) < f^n(n-1) \leq s(n-1) + \frac{c}{p_{n,n-1}}
\]

We shall prove in lemma 7 that it is only necessary to check the left-hand side inequality of (32), or equivalently the right-hand side of (34).

The first \( n \geq 1 \) for which this inequality holds is \( k \). This gives, with the check if \( \alpha \leq \frac{r+\epsilon - 2c}{r+\epsilon + 2c} \), the algorithm. Part 3) of the algorithm follows from theorem 1 (\( f^n(z) = v(z) \)) and relation (28).

**Lemma 7.** If \( f^n(n-1) > s(n-1) + \frac{c}{p_{n,n-1}} \), then \( f^{n+1}(n) > s(n) \) for \( n = 1, 2, 3, \ldots \)

**Proof.** From \( f^n(n-1) > s(n-1) + \frac{c}{p_{n,n-1}} \) and \( f^n(n-1) = s(n) - b_{n-1}c \) it follows that

\[
s(n-1) + b_{n-1}c < s(n) - \frac{c}{p_{n,n-1}}
\]

(35)  

From (28) we have

\[
f^{n+1}(n) = s(n+1) - b_n c = s(n+1) - \frac{(1+p_{n,n-1}b_{n-1})c}{p_{n,n+1}}
\]

Hence, with (16)

\[
p_{n,n+1}f^{n+1}(n) = s(n) - p_{n,n-1}s(n-1) - (c + p_{n,n-1}b_{n-1}c) =
\]

\[
= s(n) - p_{n,n-1}(s(n-1) + b_{n-1}) - c.
\]
With (35) we find

\[ p_{n,n+1} f^{n+1}(n) > s(n) - p_{n,n-1} s(n) = p_{n,n+1} s(n). \]

Therefore \( f^{n+1}(n) > s(n) \). □

**Corollary.** Lemma 7 is equivalent to the following assertion:

\[ \text{if } b < \frac{s(n) - s(n-1)}{c} \frac{1}{p_{n,n-1}} \text{ then } b < \frac{s(n+1) - s(n)}{c}. \]

The following lemma gives an upperbound for \( k \) and so for the number of iterations of the algorithm.

**Lemma 8.** Let \( \tilde{n} \) be the least \( n \) such that \( n > \frac{1}{2}(r+\zeta)/c \), then \( k < \tilde{n} \).

**Proof.** Consider the stopping time \( \tau \equiv 0 \). Evidently when we start in \( z = 0 \),

\[ E_0 s(z_\tau) - \tau c = s(0) = (r-\zeta)/2. \]

All stopping times \( \tau \) with \( P(\tau \geq \tilde{n}) = 1 \) have an expected return not larger than \( r-\tilde{n}c \). Because \( r-\tilde{n}c < (r-\zeta)/2 \), these stopping times have an expected return less than the stopping time \( \tau \equiv 0 \), hence they are not optimal.

Suppose now that \( k \geq \tilde{n} \). Then the optimal stopping time \( \tau \) when starting in \( z = 0 \), requires at least \( k \) steps, so that \( P(\tau \geq k) = 1 \). Hence it is not optimal, which is a contradiction. Therefore \( k < \tilde{n} \). □

5.3. The minimax decision rule

In this section we shall show that the prior distribution characterized by \( \pi = \frac{1}{2} \) is least favourable.

We return to the original Markov chain \( \chi_0, \chi_1, \chi_2, \ldots \) defined in (3), with state space \([0,1]\).

In the same way as in (17) we define

\[ w(y) := \sup_{\tau} E_\tau [s(y_\tau) - \tau c]. \]
Obviously from (11) and (12) \( v^\beta(0) = w(\frac{1}{1+\beta}) = w(\pi). \) Moreover, \( w(\frac{1}{2}) \) equals the expression defined in (5) for the optimal stopping time.

Similar to (20) we define recursively (recall (7) and (8))

\[ w_0(y) = s(y) \]

\[ w_n(y) = \max\{s(y), -c + \sum_{x=0,1} p_y(x) w_{n-1}(g_y(x))\}. \]

The properties (19) and (21) become for the chain \( \Sigma_0, \Sigma_1, \Sigma_2, \ldots \)

\[ w(z) = \max\{s(y), -c + \sum_{x=0,1} p_y(x) w(g_y(x))\} \]

and

\[ w(z) = \lim_{n \to \infty} w_n(y). \]

**Lemma 9.** The function \( w(y) \) on \([0,1]\) is symmetric around \( y = \frac{1}{2} \) and \( w(y) \) is convex.

**Proof.** Note that \( s(y+\frac{1}{2}) = s(\frac{1}{2}-y) \) for \( 0 < y \leq 1 \) and that \( p_{\frac{1}{2}}(x) = p_{\frac{1}{2}-y}(1-x) \) for \( x = 0 \) or \( 1 \). In the same way as in lemma 1 we may prove that \( w_n(y) \) is symmetric around \( \frac{1}{2} \) and therefore \( w(y) \) also. Note that \( s(y) \) is convex on \([0,1]\), therefore \( w_0(y) \) is convex. Suppose now that \( w_{n-1}(y) \) is convex for some \( n \). Then \( \sum_{x=0,1} p_y(x) w_{n-1}(g_y(x)) \) is also convex (for a proof see [3]) and we may conclude that \( w_n(y) = \max\{s(y), -c + \sum_{x=0,1} p_y(x) w_{n-1}(g_y(x))\} \) is convex. Therefore \( w(y) = \lim_{n \to \infty} w_n(y) \) is convex. \( \square \)

**Corollary.** \( w(\frac{1}{2}) = \min_{y \in [0,1]} w(y). \)

We shall use the following version of the minimax theorem (see [2]):

*If for a sequential decision problem the parameter set \( \Theta \) is finite and the risk set \( \Xi \) is bounded from below then*

\[ \inf_{\pi} \sup_{(\psi,\delta)} r(\pi, (\psi, \delta)) = \sup_{(\psi,\delta)} \inf_{\pi} r(\pi, (\psi, \delta)), \]

\( (\psi,\delta) \) and \( \pi \)
where \( r(\pi, (\psi, \delta)) \) is defined in (4). The infimum has to be taken over all prior distributions and the supremum over all sequential decision rules. \( R(\theta, (\psi, \delta)) \) is the risk with respect to the prior distribution which gives probability 1 to \( \theta \).

A sequential decision rule \( (\psi_0, \delta_0) \) is called minimax if

\[
\sup_{\theta \in \Theta} R(\theta, (\psi_0, \delta_0)) = \inf_{(\psi, \delta)} \sup_{\theta \in \Theta} R(\theta, (\psi, \delta)).
\]

In our case the risk set \( S \) is defined by

\[
S = \{ R(\theta, (\psi, \delta)), R(1-\theta, (\psi, \delta)) \mid (\psi, \delta) \text{ a sequential decision rule} \}.
\]

Because

\[
R(\theta, (\psi, \delta)) \geq -r \quad \text{and} \quad R(1-\theta, (\psi, \delta)) \geq -r \quad \text{for all} \quad (\psi, \delta)
\]

the risk set \( S \) is bounded from below and we may apply the minimax theorem.

**Theorem 2.** The prior distribution represented by \( \pi = \frac{1}{2} \) is least favourable and the sequential decision rule \( (\psi_0, \delta_0) \) with \( \psi_0 \) the entry time of the set \( \{z \mid z \in Z, v(z) = s(z) \} \) and \( \delta_0 \) chooses \( H_1 \) if \( z > 0 \) and \( H_0 \) if \( z \leq 0 \) is a minimax rule.

**Proof.** From (5) and (14) it follows that

\[
-w(\pi) = \inf_{(\psi, \delta)} r(\pi, (\psi, \delta)).
\]

According to lemma 9 and section 2 we have

\[
-w(\frac{1}{2}) = \sup_{\pi} \inf_{(\psi, \delta)} r(\pi, (\psi, \delta)) = r(\frac{1}{2}, (\psi_0, \delta_0)).
\]

Therefore the prior distribution represented by \( \pi = \frac{1}{2} \) is least favourable. Because \( P_\theta(\text{deciding } H_0) = P_{1-\theta}(\text{deciding } H_1) \) for the decision rule \( (\psi_0, \delta_0) \)
we have \( \text{R}(\theta, (\psi_0, \delta_0)) = \text{R}(1-\theta, (\psi_0, \delta_0)) \). Hence \( \text{r}(\pi, (\psi_0, \delta_0)) = \sup_{\theta \in \Theta} \text{R}(\theta, (\psi_0, \delta_0)) \) for all \( \pi \). Note that

\[
\sup_{\pi} \text{r}(\pi, (\psi, \delta)) = \sup_{\theta \in \Theta} \text{R}(\theta, (\psi, \delta)).
\]

Applying the minimax theorem, we obtain

\[
\sup_{\theta \in \Theta} \text{R}(\theta, (\psi_0, \delta_0)) = r(\frac{1}{2}, (\psi_0, \delta_0)) = \sup_{\pi} \inf_{\psi, \delta} \text{r}(\pi, (\psi, \delta)) = \inf_{(\psi, \delta) \in \Theta} \sup_{\theta \in \Theta} \text{R}(\theta, (\psi, \delta))
\]

which proves that \((\psi_0, \delta_0)\) is a minimax rule. \( \square \)
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