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TESTING FOR k-SAMPLE LOCATION AND SCALE ALTERNATIVES, 1 *)

* % )
by YVES LEPAGE

ABSTRACT

In a k-sample case (k 2 2), the problem of testing identity of dis-
tribution versus alternatives containing both location and scale parameters
1s studied. A contiguous sequence of alternatives is constructed and for

those alternatives, an asymptotically most powerful rank test is found.

1. INTRODUCTION

The purpose of this work 1s to derive an asymptotically most powerful

linear rank test for the k-sample (k =2 2) problem where the distributions

are differing both in their location and scale parameters.
A contiguous sequence of alternatives is constructed and the asymp-
totic distribution of linear rank statistics under such contiguous alter-—

natives is found by specializing the results of Beran (1970). A rank test

asymptotically most powerful among all tests is also deduced in a similar

way as Hajek and éidé’.k (1967).

2. ASYMPTOTIC DISTRIBUTION

Let N\) (v=1,2,...) be a sequence of positive integers such that N »>

S
when v - «, For v=1,2,..., let (A\)l"”’A\)k)’ k =2 2, be a partition of
{1,... ’N\)} and put n\)j = card A\)j , j=1,...,k. Moreover, for each v consider

*) This work was done while the author was holding a postdoctoral fel-
lowship from the National Research Council of Canada and visiting
the Mathematisch Centrum, Amsterdam. It was also partially supported
by the National Research Council of Canada under Grant No. A-8555.
This paper is not for review, it is meant for publication in a journal.
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) Université de Montréal; temporarily: Mathematisch Centrum, Amsterdam.



. s X and denote by R . the rank ot

vN V1
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a sequence of random variables X\)l’ .o
X . among X 1=y eeaysN .

c e o o X :
vi vl’ ? va’ V

Suppose that under the hypothesis H\)’ the random variables

X\)l’ ‘e ’X\)N are independently and identically distributed according to a
\N ‘

continuous distribution function and suppose that under the alternatives

Kv’ the joint density of Xv ”XuN 1s given by

Y

R

k —cj/VNv *Cj/VNv |
. = . .~d./vN
(2.1) 1, ng lEH .S £(e *i J/ \’)
V]
with ¢ = (c¢,,cC ...c)'E]Rk d = (d,,d .....d)'e]Rk c. = d. = 0 and at
g 13 2! > k 5 ~ 13 23 3 k 3 1 1

least one of the vectors ¢ or d non null, and a density function f which

™7 S

satisfies the following condition:

Condition A.

Let 6 E_:_Rz be an open subset containing (0,0) and for ez(el . 82) '€ B,

ot

put

(2.2) f(x,i) = e f(e x—@z) .

(1) For almost all x, f(x,i) 1s contlnuously differentiable with respect

to O whenever 6 € 0.

T a P

(i1) If ||<|| represents the usual Euclidean norm,
P [/Bf(x,e)\z
(2.3) 11im f —_— f(x,9) ]dx = I (f) < =
lgll-o0 J L\ 38 /s |
and
203 [ ey ]
2.4 lim [ ———— f(x,0) {(dx = I(f) < «
lgll>0 2 L\ #8 /7
with
1 1
(2.5) I1 (f) = f cp%(u,f)du and I(f) = f qbz(u,f)du

0

-



where, 1f F 1s the distribution function corresponding to f,

7 ~ 1 . — ]
(2.6) 6 (u, ) = -1 - Pl w) ..f___..(_..“{'..:_._l___(_.t.l)_)_ and  b(u.f) = - & (13"”1 (W)
f(F (u)) f(F " (u))
O<uc<l,.

This regularity condition on the densities is the adaptation for a
location and a scale parameter alternative of Condition A of Beran (1970).
One can easily verify that the normal, the logistic and the Cauchy densities
satisfy Condition A but the exponential, the double exponential and the
double quadratic (f(x) m-%(1+|x|)“2) densities don't since from Nickerson,
Spencer and Steenrod (1959), p.146, the continuous differentiability of
f(x,g) 1s equlvalent to the existence and continuity of the column vector
of first partial derivatives with respect to 0, (af(X4§)/ae],af(X5g)/aez)'.
Also, 1f f satisfies Condition A, we conclude from Lemma 3.3 of Beran

(1970), that

] ]
f
(2.7) ; ¢1(u,f)du = f d(u,f)du = O
o
0 0
For simplicity of notation, let for 1 « Avj’ ij=1,...,k,
—- ' o
(2.8) Ewi (cj/VNv, dj/VNv) . v=1,2,... ,
and
N
— 1 V
(2.9 8, =§ L 8-
v 1=1
Consider now the linear rank statistics
N
V
— '
(2.10) S 5_21 Yo; &, (R )
where

are vectors and Em(l)"”’a (N ) are the wvalues of a

‘I'\)]"'.,N\)N ~A) U

v,
vector score function fm(')'



We will say that a sequence of vector score functions Em(')’ V=1,240¢4

is generated by a vector valued function ¢(u), 0 < u < 1, 1f
1 1 1
(i) | 59_" (u)i(u)du < © and [ (?V(U){) ' (@g(u){)du > 0 where { = | ¢ (u)du .

0 0 0
lr'
(i1) 1lim Hg\)(H[qu]) - ¢ (u) szu = 0 with [uN\)] denoting the largest

00

o

O

integer not exceeding qu.

In Beran (1970), one can find methods for constructing vector score

functions that are generated by a given vector function ¢(u), O < u < 1.

(1) < oo < U(Nv)
V V

Further, for an ordered sample U from the uniform

distribution on L0,1], we will let

E o, (i, ) 2 (i,6)

(2.11) a (1,f) = , i=1,...,N
2 ¢(U§l),f) | a (i,f)

One can easlily show that if f satisfies Condition A then, the

sequence of vector score functionslgw(~,f), v=1,2,..., 18 generated by

¢ (u, £)
(2.12) iﬁu,f) = | . 0 < u < |

t ¢ (u, £)

More generally, 1f for j=1,...,k the sequence of score functions agJ)(-),

v=1,2,..., 158 generated by ¢ (3) (u)y, 0 < u < 1, then the sequence of vector
: 1 k :
score functions gw(*) = (ag )(-),...,aé )(-))', v=1,2,..., 1S generated

(k) (u)

by the vector valued function gﬁu) = (¢(1)(u),...,¢ )', 0 < u < 1.

The usual regularity condition on the vectors of constants

lwl""’mwNv 1S represented by



Condition E.
V

— 1
Lt lw N ,z lmi ?
v 1=1
Y — 2
(i) for v=1,2,..., ) Hl\)im%[l >0 .
1=1
Nv
¢ ™ — 2 —— 2

(11) lim ‘ HY . /max Y . — Y = O

M T B L 1sistH”\’l L

The following theorem gives the asymptotic distribution of linear rank
statistics under the hypothesis Hv' The proof i1s omitted since 1t 1s a
direct consequence of Theorem 2.3 of Beran (1970).

Theorem 2.1. Let the sequence of vector score functions Em(*), V=1,2,4..,
be generated by a vector function ¢ (u), 0 < u < 1, and assume that
Condition E zs satisfied. Then, under H , the statistics Sv’ given by

V
(2.10), are asymptotically normal (uv,og) with

AY,

(2.13) T AT )

1=1]
and

2 o _ _

2.14) oy = L QL) PO L)
where

1
(2.15) D= | (o(w-9) (s(w)=9) "du.

In the next theorem, the contiguity of the alternatives Kv‘with

respect to the hypothesis Hv 1s established.

Theorem 2.2. Suppose that %ig'nvj/Nv = Aj for ji=l,...,k. Then, 71f £ satis-

fies Condition A, K, are contiguous to Hv'



Ny

Proof. Let P, = igl f(xi). From Hajek and Sidak (1967), p.202, it 1s

sufficient to show that the densitiles {q\)} are contiguous to the densitiles

{pv}i
We have that

2 /C. + d.\
(2.16) max “E\)l” = mnax \—"l—ﬁ—'——l} - 0 when Vo7 o
léiSNv 2<3<k Vv
NF\) 2 K nvl 2 .2 lf
(2.17) J “8 “ = Z (c.+d.) < J (c.+d.) < (v=1,2,.. )
i=1 "Vt 52 Ny o3 j=2 ]
and,
N 1
V
' ' -
5_21 i\)i J g(u,f)ﬁd(u,f) du Ef\)i
O
k n\), 5 ] 2
(2.18) = ) iﬁl-(cq Il(f)+2c.d. f ¢]Cu,f)¢(u,f)du+d-1(f))
jmz S J J ] ]
0
K l( 2
~ Z )\J | (cjcb](u,f) + djcb (u,f)) du < o= when Vv > o,
=2 3§

Thus, since by hypothesis f satisfies Condition A, we conclude from

Theorem 3.1 of Beran (1970) that {qv} are contiguous to {p\)} and the

proof is complete. [J

The last theorem of this section gives the asymptotic distribution of

linear rank statistics under the contiguous sequence of alternatives K\),

Theorem 2.3. Let the sequence of vector score functions i\)(') s V=1,2,...,
be generated by a vector function ¢(u), 0 < u < 1, and assume that f satis-

fies Condition A, and Condition E s verified. Then, under K , the

AV,
statistics S\), given by (2.10), are asymptotically normal (n\),oi) WLTtH
N N
\ B V -
—_ =~ 0\ 7 _ '
(2.19) n, izl (x,:7Xx,) BC, ;78 izl;Lvi;i
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where B = f i(u)i(u,f) 'du and oi grven by (2.14).
O
Proof. From the proof of Theorem 2.2, we have that max H 0 . |[2-+ 0 when
]<i<N,, ~Vi
N 9 1= Ny,
V : : )
Vo2, =1 Hi\)lll < @ (v=1,2,...) and, by hypothesis, the density f satis-

fies Condition A of Beran (1970). Thus, the result is obtained by applying
Theorem 3.2 of Beran (1970). [

3. ASYMPTOTIC OPTIMALITY

The following theorem establishes an asymptotically optimum rank test

among the class of all possible tests.

Theorem 3.1. Consitder testing H  versus q, given by (2.1) with a density
t satisfying Condition A. Then, <f %ig_g 0, /N\) = ;\j , 0 < )\j < 1, for
j=1,...,k, the test based on

N\)
0O _ '
(3-1) S\) - izl ,9,\,1 %(Rvi’f)

with critical region

O
(3.2) S, Z k,_ b
where kl_a 18 the (l-a)—quantile of the standardized normal distribution and
2 < 1" 2
(3.3) b = ) . | (c.é,(u,f)+d.¢(u,f)) du +
j=2 J JO j 1 J

. k
f 2
(j‘;z }\j (Cj(b](u,f)*'dJQb(U,f))) du ,

0

18 an asymptotically most powerful test for H versus q, at level a.

V

Furthermore, the asymptotic power is given by 1 - @(kl_a-‘b) where d(+) 8



the distribution function of the standardized normal distribution.

Proof. Denote by B(a,H ,q ) the power of the most powerful test for H

vty N V
V
versus q = at level o, and let P, = igl f(xi) . It 1is clear that
(3.4) 3(a,H ,q ) < B(a,p »q )

Moreover, from Theorem 3.1 of Beran (1970) and since

N 1
V
* —_— ' ““ — 2
(3.5) e 1R f 3 (u, £ (u, ) "du (8 =8 ) = b° > 0
) 0

because f] ¢(u,f)9(u,f) 'du is a positive definite 2x2 matrix, we have that

log(qi/p ) 1s asymptotically normal (_le,bZ) under P, and, from relation

(3.40) of Beran (1970), Le Cam's third lemma (see HaJek and S5idak (1967),

p.208) and Theorem 2.2, 1og(q /p ) 1is asymptotically normal C4b2'b ) under

q,,- Consequently, the most powerful test for P, versus q,, at level o has

the following asymptotic power:

(3*-6) %}}g} S(Q;Hqu\)) = l"q)(kl_a"b)

On the other hand, since the vectors 6 ,,...,6 satisfy condition E,
~ | mwN

we get from Theorem 2.3 that the statistics SU are asymptotlcalLytnormal

V
(b s D ) under q,- Thus, the asymptotic power of a test based on 88 wilth
critical region (3.2) is given by 1 - ®(k1~a“b) and therefore

(3.7) 11@#énf B(a,H ,qv) > 1*®(kl_a“b)

The rest follows by combining (3.4), (3.6) and (3.7). [

Corollary 3.1. I»n Theorem 3.1, the densities q, can be replaced by



(3.8) S
. q, = I

Proof. Define for 1 ¢ A

V]
( REASTIEY
(3.9) A l\cJ//f\T:, e dJ/\/l\T;
: , 2
One can easily verify that I%aSXN\) HQ\”_” >~ 0 when v->w and
N
V k
(3.10) Folla 1% < 7 (ef+a%e®
i=1 j=2 3]
with ¢ = max |c |

2<i<k !G5l Thus, from Theorem 3.2 of Beran (1970), the linear

rank statistics 88 given by (3.1) are, under q', asymptotically normal
2 2. . v
(b”,b") since

N ]
V
. — .. , -2
(3.11) Lim '-511 (8, :=6) fg(u,f)g(u,f) du {(8 .~A ) = b
. 0
The rest follows in the same way as in Theorem 3.1. [J

Corollary 3.2. In Theorem 3.1, 7f the densities q, are replaced by

e

=(c./VN +w ) , =(c./V/N +uw )
(3.12) q = ]E[ J v oo f(e ] v oo

.... \

|

where w = (wl ,wz) € ]R2 18 unknown, thewn, the test based on Sg given by

(3.1) with critical region (3.2) Zs an asymptotically uniformly most power-—
ful o level test for H versus

(3.13) {qg : wELRZ }
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Proof. Define for 1 e Avj’ 1=1,...,k,
(3.14) A . = (c./VYN +w,, d./V/N +w.)"'
~V 1 ] v o ] v 27 .

“allmmutsp

Since A .-A =6 .-0 , the result is deduced by an argument similar as for
AL AV AL~
the Theorem 3.1. [J

Corollary 3.3. The results of Theorem 3.1 and Corollaries 3.1, 3.2 still

hold 1f the score vector functions a. (+,f) are replaced by score vector

funcetions iw(') generated by ¢(u,f), 0 < u < 1.

Proof. In view of Theorem 2.3, the result is immediate. [
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