stichting
mathematisch
centrum MC

AFDELING MATHEMATISCHE STATISTIEK SW 28/74 MARCH

P.J. HOLEWIJN & A. HORDIJK
ON THE CONVERGENCE OF MOMENTS
IN STATIONARY MARKOV CHAINS

Prepublication

2e boerhaavestraat 49 amsterdam



Printed at the Mathematical Centre, 49, 2e Boerhaavestraat, Amsterdam.

The Mathematical Centre, founded the 11-th of February 1946, i8 a non-
profit institution aiming at the promotion of pure mathematics and its
applications. 1t is sponsored by the Netherlands Governmment through the
Netherlands Organization for the Advancement of Pure Research (Z.W.0),
by the Municipality of Amsterdam, by the University of Amsterndam, by
the Free University at Amsterndam, and by industries.

AMS (MOS) subject classification scheme (1970): 60J05, 60J10




t+)

On the convergence of moments in stationary Markov chains

) )

P.J. Holewijn™ and A. Hordijk™™

Abstract

Necessary and sufficient conditions are given for the convergence

of the first moment of functionals of Markov chains.

1. Introduction

Let {g(t)}:=o be an irreducible positive-recurrent Markov chain with

countable state space and with standardsemigroup {P(t)}:=0 of transition

probabilities, If w(j) := lim pij(t) and if £ is a functional of the chain

£ >0
is 1t true that

(1) lim E £(x(t)) = ) n(j)£(3) *
o0 J

Here E stands for expectation.
If zj m(3) |£(j)| < = and if the chain is not started too badly, it
is reasonable to suppose relation (1) to be correct. In applications it

is common practice to take (1) for granted and to take for example for

the mean "in the long run" the mean with respect to the stationary dis-
tribution {w(j)}. However, it turns out to be difficult to find an expli-

cite discussion of the problem in the literature. As far as we know the
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only place where a proof of (1) (for chains with discrete time-parameter)
is presented is a paper by H. Kesten and J.Th. Runnenburg: Priority in
Waiting Line Problems I (theorem 4.3) that appeared in the Proc. Kon.
Nederl. Akad. Wetensch. in 1957 ([31).

In this paper we give a very simple proof of (1) and consider some
additional and related questions, yielding a simplified proof of a well-
known theorem due to Chung (cf. [1], theorem é, p-93).

For terminology we refer to Chung ([11]).

2.

Theorem 1. Consider an irreducible positive-recurrent Markov chain with

one-step transition matrix (pij)’ i,j=1,2,... . Let

n
m(j) := 1lim — Z paLl

(x)
J

5 the k-step transitibn probabilities. Let x..= i, and £ 2 0 be

with p o 0

a functional of the chain with Z m(j)f(j) < . Then
J=1

m(3)£(J)
1

N~ 8

, B
lim — ) E f(gk) =
n»o k=1 J

for each io = 1,2,... and if the chain is aperiodic

o

for each 1, = 1,2,...



(n)

Proof. Fix i_. Since Z:=] W(i)pij = n(j) for each n=1,2,..., we have

0

Tr(io)pgn2 < m(3)

OJ
and hence
p§n2 < Eiil—
i, w(lo)
and
1y (k) _m(d)
n ) Pi; S T(i) C
k=1 0 0

Both assertions follow now by the bounded convergence theorem. [J

Remarks

1) Theorem 1 remains true if we start the chain with a distribution with
finite support.

2) If £ > 0 and z;=1 m(j)£(j) = @ it follows from Fatou's lemma that the
assertions are true if thg chain is started with arbitrary initial
distribution.

3) Theorem 1 is also correct for arbitrary f provided that
Z;=1 m(J) lf(j)l < ®,

4) The proof of theorem 1 applies verbally in case the chain has continu-
ous time-parameter and is standard (in this case the phenomenon of

periodicity does not occur).

In the next theorem we consider relation (1) in case the chain is

null- or non-recurrent and obtain at the same time an alternative proof

(n)

of the aperiodic part of theorem 1. We write : pij for
0

Px =3, X, # io, 1<v<n =1i).

x, x5



Theorem 2. Let the Markov chain'{gn}:=o with discrete time parameter n be

irreducible and null- or non-recurrent with x 1

X, 0" Let 1 stand for the

return time to state i_, i.e. T :=inf {n>0: x =i }. If £ 20 is a
0 -n 0
functional of the chain with E(J=__ £(x )) < =, then
n=0 T
lim E f(x ) =
X

n-o

Proof. We apply the "last exit decomposition" of state i_.. We find

0
(with pﬁog = 1):
00

1

p§n2 = Z (V) p(n"”) , for all n > 1 and j = 1.
09 v=0 ‘o0 i

o *oY
It follows that

© -1
L (M ey = 1 o) (1 B e =

O v=0 O 0 J=1 10 lOJ

(2)

1=1 j=1 i, loJ 00
We write a, i= ) i pgl? £(j) and b, = p§13 , 1 > 1, so that by
j=1 *o ‘o’ 0o
hypothesis
(o] (o] (o] 1
(3) Joag= 1 (3 o™ sy <.
=1 191 §=1 i i)

According to (2) we have E f(gn) < o for all n > 1. As lim b = 0, clearly

n->oo

n
lim E f(gn) = lim ) a; b, =0. O

n->o n>o 1=1



Remark. If the conditions of theorem 1 apply we obtain z:=1 a, =

= Z ——iﬂl- £(j), since then Zm p = “Lﬂl‘ (ef. [1], p.51), and

j=1 W(l 1=1 10 OJ n(lo

lim bn = n(io), if the chain is assumed to be aperiodic. We then find
n->o

1lim E f(;n) = Z;=1 m(j)f(j), an alternative proof of the aperiodic part
n—>o

of theorem 1.

In general theorem 1 fails to be true if the chain is started arbi-

trarily. This will be illustrated by the following example.

Consider the Markov chain on the nonnegative integers {0,1,2,...}

] = J 1= = 1= =
with POj := ¢q“p for j=0,1,2,... and, pi,i—1 =1 for 1=1,2,... and pij =0
otherwise, for 0 < p< 1 and q = 1-p. A simple calculation shows that

(n) (n) _ _

J q p for j=0,1,2,...5 1=0,...4,n-1, Pn—1+k,k-1 = 1 for k=1,2,...

(n)

= 0 otherwise. This chain is irreducible, aperiodic and positive

. . n j .
recurrent with lim pﬁj) = gJp, j=0,1,2,... .

and p

[oe]

If 2;=0 q? [£(3)] < = we have with initial distribution {p(n)}n=O

that 1o (152 (1) 2i3) £(3) = (2(0) + ... + p(n=1)) T3 va’ £(3) +

J:
+ Z§=O p(n+j)f(j) and we have convergence to Z§=O qu f(j) as n » » if and
e e TRy o alsY 22 .
only if lim zj=0 p(n+j)f(j) = 0. If now £(j) := j° for j = 0,

oL 61 : .= = 7% . Y =
p(j) := 272 for j 2 1 and p(0) := 0, we have E f(gn) = zj=0 p(n+j)f(3) =

J
for all n = 0.

In the next theorem we give necessary and sufficient conditions for

the convergence of moments in a stationary chain.

Theorem 3. Consider an irreducible, aperiodic, positive recurrent chain

with initial distribution {p(i)} and stationary distribution {n(j)}. Let



f > 0 be a functional of the chain with zj m(J)f(j) < ». Let
pn(j) := Zi p(i)p§§), n >1 (and po(j) := p(j)). Let 1 stand for the

entrance time in state io, i.e. 7 = inf {n > 0: x = io}. Then in order

that

1im § p(3)P(5) = ) w(3)£(3),
n>e j J

it is necessary and sufficient that

(4) lim E(f(gn)z{%>n}) =0,
N =

where y stands for the indicatorfunction.

Proof. With the "last exit decomposition'" of state io we find

n-1
JRREG) = 1 G0 p P e + el p ™).
L ) -

J Jd 1g 1OJ 1 J 15 1J

As in the proof of theorem 2 it follows that the first term on the right-

hand side tends to Zj m(j)f(j) as n > ». Since

) . (n) -
E(f(zn)l{_’[;>n}) = g P(l)(§ iop le f(J)):

e

the assertion follows. [

Remark. One easily verifies that condition (4) is satisfied if a constant

¢ and an n, > 0 exlist such that

o)

2t < ¢ for all i.
m(i)

For with n > nO

n (n-n

(5) 7o) () p(®) g(5)) = 0, 0
H Jig i ! i;zé_iop (1)(§ iopij



(n-n_)

5cz.nﬁﬂz.g'0 £(3)) =
171

0 Jd 15 1d
(n-n_)
=c Z ﬂ(l ) Z (1))(2 P 0 £(3))
iFi, 1=1 10 101 J 10 ij J
sentiy) I (o™ ),

since

n(d v 1)
G_ 7 ),
0 1=1 10 101
The right-hand term in (5) tends to zero as n -+ ». It should be noted,
however, that this result is also immediate from the bounded convergence
n

theorem. For, p 0(j) < c w(j) for all j, implies by iteration that

p2(j) < e m(j) for all j and n = n, and hence

lim ] p (3)£(3) = ] m(5)£(3).
n=e g d

As an application we now.show that a well-known -theorem due to
Chung ([1], theorem 3, p.93) is an immediate consequence of theorem 1
and a strong law of large numbers. To be complete we first state this

strong law in the next lemma.

be

1
e

Lemma (cf. [1], theorem 2, p.92). Let the chain {zn}n=0 with x, = i,

irreducible and positive-recurrent with stationary distribution

n
{n(3)} (n(3) := %}%'% ) ik))and let f be a functional of the chain
k=1 O
with 2 m(j) |£(j)] < =». Then
J
(6) lim 1L Z f Z (3)£(3) a.s.

n—)oonl_. J



Proof. We may restrict to the case f = 0. Define_lO = 0 and
T, = inf {k : X, = io for the n-th time}, n > 1,
<
L1(n) = o< 11(n)+1 , n=>=0,

i.e. T1(n) is the time of last visit to state io before or at time n

(n > 0) and 1(n) is the number of visits to io after time 0 and before

or at time n. We now have:

1(n)-1 k1! n
flx,) < ] flx) <
k=0 T i=1
-k
(7) l(n) _'_f_k+1—1
< ) fx.), n>1
k=0 T +
-k
The random variables
a1
y = 1 flx), k >0,
Ty

are independent and identically distributed and have finite mean

B(y,) = [ 2k 25,
i ™o
since
T © k-1
Be) = | (] e = T [ (] ex)ae =
i=0 k=1 L, 190
41
o k-1 . .
=f(i)+ ] 1 ) plt) p51) p(5) =
k=1 851§, i ig5 iy 91,



s+ 71 1 o) gl ey -

- .=1 =Q - - .
3#10 i=1 k=i+1 i, 1 i, 31,

since

E p(l) =1, and § p(i) = 4lgil-.

1=1 1, 31, i=1 i 1

We further have (recurrence) that 1(n) + « (n + =) a.s., so that

(Kolmogorov's law of large numbers)

1(n) (n)

1 a.8. a.s.
L = iml() Z L = Ex)

1im l—_(n)

n->oo

k=0

and with (7) we conclude

1 n
L TO

n->o

) = Zm £(3) a.s.
J

If we choose in particular £ = 1 it follows that —— - 1 (n > ») a.s.,
i(n) " (i)
which proves that

n
. 1 . .
lim — ) f(x.) =) 7(3)£(j) a.s. 0O
n . = 2
n>eo i=1 J
- m . = . . - - -
Theorem 4. Let the chain {x }n=0 with X, = i, be irreducible and positi-

ve-recurrent with stationary distribution {w(j)} and let f be a functional

of the chain with z (i) |£(3)| < =. Then

1lim E

n->o

x.) - Z m(j)f(j)| = o.

Sl=
e

i=1



10

Proof. Prom theorem 1 we know that

[=]

(8) Hm E (X 7 |ex)]) = T w(3) |2(3)
n . = ;
n-> i=1 J
(8) and (6) imply that the sequence f% Z§=] If(zi)l}, and a fortiori the
sequence {i Z§=1 f(gi)}, is uniformly integrable. This last fact and (6)

finally imply the assertion (cf. [2], pp.91 and 9k4). O
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