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1. INTRODUCTION

Many computer programs exist which in one way or another calculate es-
timates for the parameters of a linear regression model, but most of those
programs can hardly be used by the layman. Sometimes even knowledge of the
specific machine is required, although higher programming languages solve
many of the machine dependent problems. As a layman, however, one is not
always acquainted with these languages. Further, the programs usually re-
quire the data to be presented in a standard form, which in practice means
that the data must be transformed into that one very special form or that
the data should be punched in exactly that form. More difficult still, and
often more confusing, is the way in which the program is told what model
one wants to use. For instance, for the program for multiple polynomial re-
gression of the Mathematical Centre a code matrix of zeros and ones must be
punched to indicate the form of the regression polynomial. Transformations
of one or more variables are hardly ever automatically possible and require
a separate program to be run in advance to prepare the new data matrix.

Fortunately, it has been recognized recently that standard programs
should not bother the user too much with awkward input specifiéations. In
our opinion a statistician is more interested in the results of a program
and in how he can obtain them without interference of software specialists
of the computing centre, than in a few seconds gain in actual computing time.
This is one of the main reasons for the development of a new program, in
the course of which we had in mind from the beginning that the convenience
should be as great as possible, with an input specification that is as ap-
pealing and as simple as possible. The system thus accepts as modeldescrip-
tion a formula which resembles the models given in common statistical liter-
ature quite closely, while an accompanying inputdescription indicates which
(series of) numbers of the data file go with which variable. This gives the
user the opportunity to work with existing data and to process possible
transformations without having to read in the adjusted data each time.

Still one should always realize well what one is doing: the modeldes—
cription must be given explicitly and completely and the datastructure must
be known exactly before an inputdescription can be given. The identification

of observations and specific variables of the model is more "verbal" now and



does not depend anymore on codenumbers or on a particular place of these
observations between other (code)numbers. In the output the results are
being identified with names given by the user in the model. The program en-
ables the user to prepare the data and to specify the operations completely
even if he knows no programming language at all. In order to get the compu-
ter to execute the program the (machine dependent) indications of section
2-8 have to be followed.

The original ideas for this inputarrangement came from A.P.B.M. VEH-
MEYER, while the article "ALGOL 60 translation for everybody'" by
F.E.J. KRUSEMAN ARETZ [6] supplied the basis for the translator and the
execution section of the program. Also the basic ideas for the structure
of the mass storage section are from the latter. A similar input system
for linear programming problems by JAC. M. ANTHONISSE also supplied many

starting points.



CHAPTER 1
MULTIPLE LINEAR REGRESSION ANALYSIS
1.1. THE MODEL

In a regression problem the experimentor searches for a relationship
between a random variable y (the realizations of which are subject to some
form of disturbance) on the one side and a number of variables Xl""’xp
(which are without or at least almost without disturbances) on the other
side. This relationship is expressed by a mathematical formula, which is

called the model, for instance:
P

(1 y_=80+z B.x, + e .
The variables xl,...,xp and the variable y can also represent (other) trans-—
formed variables. The experimentor might have reasons to believe (from back-
ground information concerning the experiment) that transformations are nec—
essary, for instance:
1) to obtain normally distributed disturbances,
2) to get a greater homogeneity of the variance of the disturbances,
3) to linearize non-linear models (if possible).

The transformed model can be written as:

P

(2) g = g(z) = BO + ié] Bifi(xl!""xn) +e

in which g, £ ,...,fp represent the transformations,

1
80,...,Bp represent the parameters to be estimated,
y represents the dependent variable,
X se-+5X Tepresent the independent variables,
e represents the disturbance.
The choice of a transformation by means of "trial and error" is rather time
consuming and costly. The importance of the location parameter makes for
the difficulty. It is not unusual that log(x) yields no improvement, but

that log(c+x) gives better results for a particular choice of ¢ # 0. Be-



cause this holds for almost any transformation of some importance, we must
actually solve in each case.a nonlinear adjustment problem. Often though,
a simple form of the transformation is suggested by the experimentor who

is better acquainted with the peculiarities of the experiment.
1.2. LEAST SQUARES

Regression analysis consists in fact of the adjustment of a hyperplane
of the required dimension to the data. The fitting is done with the method
of least squares, which means that the sum of the squares of the differences
between the observed values for y and the estimated values for the expecta-
tion of y, are being minimized. This sum of squares is also called the resi-
dual sum of squares.

In matrix notation the model can be written as
Y=XB+e,

in which Y is a (nx1) random vector of observationms,

<
e
n

a

a (nxp) matrix of known (fixed) values,
a (px1) vector of (unknown) parameters,
a

(nx1) random vector of disturbances.

It is supposed that E(e) = 0 and var(e) = Ioz, in which I is the unit

matrix; thus:
E(Y) = XB.

Let Y be a realization of Y. The sum of squares of deviations then equals

]

(1) (Y-XB)'(Y-XB) = Y'Y = B'X'Y - Y'XB + B'X'XB

Y'Y - 28'X'Y + B'X"XB

(for B'X'Y is a scalar and therefore equal to Y'XR).
The least squares estimation of 8 is the value b which, when substi-

tuted in (1), will minimize the sum of squares and is therefore given by



the solution of the following system:

[B(Y-xs)'(Y—xs)]' - 0.
38 8<b

From the definition of the derivate of a matrix and an elementary theorem

follows:

-2X'Y

O _oy?
BB( 2Y'XB)

and

g%(s'x'xe) B'X'X + X'XB = 2X'XB.

The minimizing value b for B can therefore be extracted from:

-2X'Y + 2X'Xb = O,
and so from:

X'Y = X'Xb.

This system is called the normal equations.
X'X is nonsingular if the rank of X equals p. In that case the inverse
of X'X exists and the solution of the normal equations can be written as

]X'Y.

b = (X'X)
Observe that n > p must hold, in order that the rank of X can be p at all.
Therefore at least as many observations must be made as there are parameters
in the model.

b=@x!

X'y

is called the least squares estimator of B and has the following properties:

1. It is an estimator which minimizes the sum of squares of deviations ir-
respective of any distribution properties of the disturbances. The assump-

tion that the disturbances are normally distributed is, however, necessary



for tests which depend on this assumption, such as t- or'F-tests, or
for obtaining confidence-intervals based on the t- or F-distributions.
2. According to the Gauss-Markov theorem the elements of b are unbiased
estimators of the elements of B which have minimum variance (of any
linear function of the Y's which provide unbiased estimators), again ir-
respective of the distribution properties of the disturbances.
3. If the disturbances are mutually independent and normally distributed
(with E(e) = 0 and var(e) = 102), then b is the maximum likelihood esti-

mator of B, for the likelihood function is in that case:

(Y-XB) ' (Y-XB)
~———— exp( ).
(G/EFSH 202

For any fixed value of o maximizing the likelihood function is equiva-

lent to minimizing (Y-XB)'(Y~-XB).

The variance-covariance-matrix of b is:

1

X'Y) = var((X'%)" X" (xg+e))
1 1

var (b) var ((X'X)

x'Ioz((x'x)"

= x'n) 12,

var (B+(X'X)
1

X'e) = (X'X)
-12
o}

x')l

= (X'X) X'X(X'X)

The variances are the diagonal elements and the covariances are the off-

diagonal elements.

. 2. .
An estimator for o 1is given by

2 - (X'D)'(I-X'p) _ Y'Y - b'X'Y
= n-p n - p

Let vij be the element in the i-th row and j—~th column of (X'X)ul, then

V..
sd. = Yv,.s estimates the standard deviation of b., and c.. = 7m=;;=== gives
—i ii— -1 ij Vii*vjj

the correlation coefficient between hi and bj (for i = 1,...,p and

j=1,.0.,P). SO:

sd.
_ o —i.2
vii = 50



and

V.. =c.. ¥ ———1 =c.. x N, xv,. .
i] i] 2 ij ii 3]

A frequently used statistical measure for evaluating regression models
is the multiple correlation coefficient, which is defined as the square
root of the proportion of the total sum of squares accounted for by the

model, that is:

vv_—2£
R = (b X Y-ny )

B Y'Y-ny

g? * 100 is often called the percentage of variance explained.

In table 1 the different contributions to the total sum of squares Y'Y

are given. (Underlinings omitted because this table contains the realized

values of the random variables; cf. the output described in 2.6).

Table 1. Analysis of variance table

source df sum of squares mean squares F-ratio right tail
(MS) (FR) probability
total (uncorrected) n Y'y
-2
mean 1 ny
total (corrected) n-1 Y'Y - n;z
' -2 MSR
regressio -1 X'y - =
gression P b'X'Y - ny MSR FRR MSE P(ERZFRR)
residual n-p Y'Y -b'X'Y MSE = s2
o MS,
lack of fit k - Y'Yy - b'X’ =
P b'X'Y MS_ FR, ¥, P(F 2FR )
pure error n-k Y'Y - Y'Y MS




In this table the presence of an unknown constant term in the model
is assumed; if this term is.absent, the "mean''-line and the'"total (cor-
rected)''-line vanish and p - 1 changes into p in the '"regression'-line.

The lower part of the table is only valid when repeated observations
for the dependent variable are available, in which case

k is the number of groups of replicationms,

mi is the number of repllcatlons per group, and

mj
(yl,...,yk), with y Vr—-Xj= ij

The column "mean square'" is obtained by division of the sum of squares

by the corresponding degrees of freedom. So

=2 g lad ] 1 g pacd
=b'X'Y—nZ =YY-bXY ==YY—YY
MSR P ’ MSL ———Ef:TE;——— and MSP N "

If the disturbances are mutually independent and normally distributed
(with E(e) = 0 and var(e) = 102) we can test:

1. The overall regression equation, or more specifically: the regression

null hypothesis is:

H: B, = ... =8 =0, except for the Bi that denotes the con-

stant term (if present)

which is tested against the alternative hypothesis:

Hl: at least one of B],,..,Bp is unequal to zero,

MS
by treating the F ratio FRR = s as a realization of a —R = F(p~1,n-p)
variate.
. . MSL
2. The adequacy (linearity) of the model, by treating the ratio FRL =

as a realization of a F, = E(k-p,n-k) variate. Note that a signifi-
cant lack of fit indicates that the model is wrong and that 32 overesti-

mates 0 . However, MS still is an unbiased estimator of 02.



The vector of residuals is defined as the difference between the vector

of observations Y and the vector of fitted values obtained by using the re-

gression equation Y=%Xb.S0D=Y-79 or di =y, - ?i’ i=1,...,n. If the

i
. . . 2
model is correct, the residual mean square s = MS_,6 estimates ¢ , and

E
OZ(da) = n—-R 2.
—1 n
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iable, followed by an equal sign, followed by the sum of a number of terms,
each of which must be the product of an identifier to denote a parameter
(to be estimated) and an identifier to denote a dependent variable. An ex-—
ception is made for the optional constant term in the model, which is given
as a single identifier denoting that constant term. Correct model formulae

are for instance: that from (1) and

"model" y variable = constant term + parameter * x variable
and

"model" depvar = const + betal * xvarl + beta2 * xvar2.

TRANSFORMATIONS

Almost all transformations a user would like to perform on his data
fit quite naturally in the model formula: each transformation is expressed
as a formula itself. If, for instance, one wants to include in the model
as an independent variable the natural logarithm of the sum of two other
variables, one writes: (if those two other variables are called: xvarl and

xvar2)
1n(xvarl + xvar2).

As operators +, —, *, and / are allowed, all with their conventional mean-
ing (addition, subtraction, multiplication and division, respectively). Al-

so the following twelve standard functions are allowed:

abs(E), sign(E), sqrt(E), sin(E), cos(E), arctan(E),
In(E), exp(E), entier(E), arcsin(E), min(E!,E2) and max(El,E2)

in which E, El and E2 are expressions in terms of variables, operators and

standard functions.

Special operators are: // the integer division,

and: *x the exponentiation.
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The operator // is defined only for two operands both of type integer and

will yield a result of type.integer, defined as follows:
a // b = sign(a/b) * entier(abs(a/b)).

The operation <factor> ** <primary> denotes exponentiation, where the fac-

tor is the base and the primary is the exponent. Thus for example

2 *x n ** k means (2“)k

while

m
2 x* (n**m) means Z(n )

Also the dependent variable may be transformed in this way. As a con-
sequence the model description in its most general form looks like (2) on
page 3. Only the disturbance term e is omitted and therefore, the dependent
variable is not underlined.

Some examples of transformations are:

"model" y = a0 + al » sqrt(xl+x2) + a2 % sqrt(x3)

"model" arcsin(sqrt(y)) = a0 + al * x + a2 x x**x2

+a3 * xx*3 + abd x xxx4.
A user can specify model formulas in which terms with known regression co-
efficients appear by subtracting those terms from the left hand part, for
instance:

"model" y - 5.4321 * x3 = a0 + al * x1 + a2 * x2

This applies especially to a0; if this term is known it must be shifted to

the left hand side.

2.2. THE INPUT DESCRIPTION

To indicate which numbers or series of numbers from the data belong to
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which variable from the model and which numbers can be skipped, the system
expects an input description. It consists of the code word "input" followed
by a description (<input statement>) of the arrangement of the observations
in the data. The basic idea in that description is that numbers from the
data are being identified with the names from the <input statement> in such
a way that (in order of entry) numbers belonging to the same name are put

in a queue appended to that name, for instance:
"input" 100 * (codenr, 10 * [yvar], [xvarl, xvar2l, -1)

means that one hundred series of numbers (each, as a check, terminated in
this example by —-1) are present in the data. Each series consists of four-
teen numbers: first one value which is read to the name codenr, then ten
values for the name yvar, then one value for the name xvarl, followed by
one value for the name xvar2 and finally, the value -1.

The basic constituent of an <input statement> is a <variable> enclosed
in square brackets, in the example: [yvar]. The corresponding number from
the data is appended to the (already existing) queue for that name. Several
variables can be put together in a <variable list> by separatiﬁg them by
commas and enclosing them in square brackets, in the example: [xvarl, xvar2].
This only serves to save the writing of several opening and closing brackets.

Separate numbers, series or blocks of numbers can be treated by putting
a repetition factor (<control>) followed by an asterisk in front of a <var-
iable list> (or in front of an <input statement> which must then be enclosed
in round brackets), in the example: 100 * and 10 x.

If a repetition factor is 1, it may be omitted together with the aster-
isk and a round bracket pair, but square bracket pairs must remain. When a
name is used as a repetition factor, a value must already have been assigned
to it, which is done by giving that name, without square brackets and fol-
lowed by a comma, earlier in the <input statement> than the use of that name
as a repetition factor. The corresponding number from the data is then as-
signed as a value to that name. If names are used repeatedly in the <input
statement>, the corresponding numbers from the data are being compared. In

case of inequality an errormessage is supplied. This may be used as a check
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against shifted data reading. A similar check can be obtained by using a
number separately (that is:.followed by a comma or a round élosing bracket),
in the example the -1. The corresponding number from the data is then com—
pared with that (check)number and again, in case of inequality, an error-
message is produced.

Also a simple arithmetic expression is allowed as a repetition factor,
or for that matter as a check value, provided that it is enclosed in <- and
>-brackets. As in the case of single names used as a repetition factor, each
(nonstandard function) name used in such a (special) simple arithmetic ex—
pression must have been given, followed by a comma, earlier in the <input
statement> than the use of that name in the simple arithmetic expression.

The linkage between the <model statement> and the <input statement> is
established by using the same names in the <model statement> and in the in-
put <variable list>. Numbers from the data belonging to such input names
will be treated as observations for the model variables, while numbers be-—
longing to input names between square brackets which do not appear in the
<model statement> are being skipped.

Often, repeated observations for the dependent variable are available.
In order to be able to process this automatically, it is neceséary that a
<variable list> consisting entirely of dependent variables is preceded by
a repetition factor (followed by an asterisk) indicating the number of re-
plications. If a <variable list> contains independent as well as dependent
variables, the number of replications is assumed to be 1. A series of (say
100) observations for a dependent variable with no replications is denoted

as
100 * ([dep varl)

The repetition factor in front of the opening square bracket is omitted
(because it is 1), although the round and square bracket pair are not. With-

out the round brackets it would mean 100 replications of [dep varl.

EXAMPLE

k, n, <k+n> * (check, m, m * [y], [x1,x2,x3,x4], check), -999



15

means that:
first one value is read and assigned to k,
then one value is read and assigned to n,
then k+n times the following happens:
a value is read and assigned to check,
the next value is read and assigned to m,
m values of y are read,
the values of x1, x2, x3 and x4 are read,
a value is read and compared with the check value
finally a value is read and compared with -999.

When the comparison fails an errormessage is supplied.

A combination with the following two models is automatically made by

the program:

"model" y = a0 + al * x1 + a2 * x2
and

"model" y = a0 + a3 * x3 + a4 % x4.

2.3. THE DATA

The <data> consist of an unstructured series of numbers preceded by
the code word "data'" (the structure is being imposed onto it by the <input
statement>). The series is terminated at the next code word (cf. 2.0).

A sequence of symbols is considered a number when it satisfies the BNF
definition of <number> in appendix 1. Moreover, blanks are allowed as lay-
out symbols as follows:

a) any number of blanks may follow the sign of a number, the exponent sym-—
bol "#", or the sign of the exponent,

b) a single blank may follow a digit or a decimal point.

If two or more blanks follow a digit, the second blank acts as a delimiter.

Also the following symbols can act as a delimiter if they follow a digit

directly or are being separated from that digit by at most one blank:
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a) all symbols not being a digit, "." or "#".

b) the symbol "#" if it follows a digit of the exponent

c) the symbol "." if it follows a digit of the exponent or a digit of the
decimal fraction.

It is recommended always to use commas or two (or more) blanks as delimiters.

EXAMPLES
real number value
1.234 1.234
-0.5673#2 -56.73
0.02#-1 0.002
+#3 1000.0
-463.89#2 -46389.0

2.4. THE OPTIONS

It is possible to have the system perform some tasks optionally by pro-
viding an <options statement> in a <job>. It consists of the code "op-

tions" followed by a number of option identifiers or by the corresponding

option numbers, separated by commas. The following options are available:

option number option identifier

1 transformed data matrix
correlation matrix
residual analysis

no regression analysis
input data from file

output data to file

N O BN

process submodels

Options 1, 2 and 3 cause the corresponding piece of information to be
printed. Option 4 suppresses the regression analysis; it is meant to be
used in combination with option 1 or 2. Option 5 and 6 interfere with the

operating system of the computer and are therefore explained in section 2.8.
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Option 7 causes the system to process submodels, which are formed by some
form of backward elimination: each time the last <term> from the <right
hand side> from the <model statement> is omitted (by deleting the last
column from the transformed data matrix) and a regression analysis is per-

formed with the reduced design matrix. Messages are generated about which

terms are omitted, while further processing of the <job> ceases when the

number of terms left is one. Moreover, a test is made (under the usual

assumptions, see section 1.2) whether the omitted terms did contribute sig-
nificantly to the regression sum of squares, or more specifically:

Suppose that the last p — k terms are omitted from the original model, then
the reduction null hypothesis is: |

HO: Bk+l = ...=8 =20

which is tested against the alternative hypothesis:

Hl: at least one of Bk+1’°°°’8p is unequal to zero,

RED as a realization of a F = F(p~k,n-p)
RED MSRES - >

the difference of the regression sum of squares

MS
by treating the F ratio: F =

variate. Herein is MSRED
of the original and the reduced model, divided by its degrees of freedom

(that is: p - k).

2.5. THE USERS PROGRAM

In a <users program> several <job>s can be submitted to the system.
Each <job> is separated from its preceding one by the code word "run',
while the entire <users program> is terminated by the code word "exit".
In the first <job>, the <model>, <input>, <options> and <data> must be
given in some order. In each following <job> a <statement> (cf. section
2.0) which is unchanged may be omitted. The program then retains the last
given <statement>. If options have been specified in a previous job and
one wants to delete them, this is to be done by a new options—statement
which may be empty if no options are to be executed (i.e. by only given:

"options").
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In front of each <job> or in front of the code word "exit" a text
may be given for further identification of the output of a <job> or of the
output of the entire <users program>. The use of quotes in that text should
be avoided in view of confusion with the code words. The system starts read-
ing a (possibly empty) text just after the code word '"run' of the previous
<job> (with the first <job> the system starts with the first column of the

first card).

2.6. OUTPUT

After having read the code word 'run", the processing of the <job> is
initiated. First the <model>, <input> and <options> texts are printed in
this order, preceded by the (possibly empty) accompanying identification
text. Next an attempt is made to translate the <statement>s. Errors against
syntax or semantics cause errormessages to be printed below each <state-
ment>, while further processing of that <job> ceases. The processing of a
next <job> then will have little or no use when the <statement> which de-
veloped the error(s) is not changed. Next the (transformed) data matrix
is formed and passed to the regression routine, which supplies the follow-
ing output in the order indicated:

1) the transformed data matrix (option 1).

2) per (transformed) variable the: mean, standard deviation, minimum and
maximum.

3) the correlation matrix of the variables (option 2).

4) the multiple correlation coefficient.

5) the percentages of variance explained and not explained.

6) the estimates for the regression coefficients with estimated standard
deviations.

7) the correlation matrix of the estimates (option 2).

8) the analysis of variance table.

9) the residual analysis (option 3).

Ad 1) The transformed data matrix gives the data after transformations ac-
cording to the model specifications. If the model contains no trans-

formations, the original data are given. Each (transformed) indepen-
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dent variable is indicated by its corresponding parameter. This stems

from the fact that it is not obvious how to denote a transformed var-

iable like: arcsin(sqrt(y+25)), with "arcsin", with "sqrt" or perhaps

with "y" itself: The dependent variable is indicated by ''dep.var.”;

in the case of replications for the dependent variable, the mean value
of them is given.

Ad 3) and 7) The matrix of the estimated correlation coefficients of the
variables and of the estimated regression coefficients are both sup-
plied depending on whether option 2 is chosen or not.

Ad 9) Option 3 prozides a table of the residuals di and of the '"standard

residuals': 75 5%;

residuals is also given. If an unknown constant term is present in

. As a check on the computations, the sum of the

the model this sum should be zero.

Without options the output from the program consists of 2), 4), 5), 6) and
7). Option 4 supﬁresses 4) to 8). If option 7 is used, the output for the
model itself is given as specified by the other options, but for the sub-
models the superfluous parts of the output (that is: the transformed data
matrix and the correlation matrix of the variables) are suppressed.
Most numbers in the output are given in 6 decimals, except:
numbers in 6) which are given in 12 decimals
numbers in 1) which are given in 3 decimals

and numbers in 5) which are given in 2 decimals.

2.7. ERRORMESSAGES

Errormessages have the following layout: error number: <error number>.

The meaning of the <error number>s is:

600 statement does not terminate properly.

601 in a number . is not followed by a digit.

602 in a number # is not followed by +, ~ or a digit.
611 left hand part is not followed by an equal sign.
612 ) is missing in a simple arithexp.

613 primary starts with an inadmissible symbol.
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614 option name used in a simple arithexp.

615 inadmissible identifier in a simple arithexp (used as a control).
616 standard function call with incorrect number of parameters.
617 parameter list is not terminated with ).

620 > is missing in a control.

621 inadmissible identifier as a control.

622 ) is missing in a description.

623 ] is missing in a description.

624 description starts with an inadmissible symbol.

625 standard function name used in a variable list.

626 option name used in a variable list.

627 inadmissible identifier in a variable list.

628 variable starts with an inadmissible symbol.

631 option starts with an inadmissible symbol.

632 incorrect option number used (or generated).

640 no defined identifier to the right of the equal sign.
641 regression parameter used incorrectly.

642 undefined identifier to the left of the equal sign.

643 term does not have the form: par x factor or factor x par.
644 undefined identifier in a term.

645 no regression parameter in a term.

701 constantlist exhausted.

702 namelist exhausted.

703 orderlist exhausted.

704 stack overflow.

800 division by zero.

801 integer division by zero.

802 exponentiation with zero base and non-positive exponent.
803 exponentiation with negative base and real exponent.

804 argument of "sqrt" is negative.

805 argument of "1n" is not positive.

806 given, read or computed replication factor is not an integer.



811
812
813

814
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control reads an incorrect number in the data.

the replications.on a line do not correspoﬁd in the left data.
the total number in the columns does not correspond in the left
data.

the total number in the columns does not correspond in the right

data.

If the <error number> starts with:

60,

64,

70,

80,

81,

2.8,

61, 62 or 63 it is followed by the most recently processed symbol (or
by the first two characters of the most recently processed code word)
which is followed by the first eight characters of the most recently
processed identifier.

it is followed by the (sequence) number of the right hand part term
which causes the error, or a zero if the left hand part is at fault.
it is followed by the exceeded upperbound, after which the job starts
again with larger lists. The user has no bother.

it is followed by the wrong value and the (sequence) number of the line
of the transformed data matrix (counting backwards) which causes the
error. Instead of the wrong value, the (sequence) number of the right
hand part term which causes the error is displayed if the error number
is 800 or 801.

it is followed by the check value and the wrong value.

TECHNICAL REMARKS

A program has been written in ALGOL 60 to run under the CDC - SCOPE 3.4

operating system.

the

nel

The program reads from and writes to SCOPE files, which are linked to
program channels by means of the so-called '"channel cards'. These chan-

cards appear as first or only cards on the standard input device. The

program expects a <users program> on channel 63 and writes its output to

channel 64. By means of the ''channel equate cards'

and

CHANNEL, 63 = 60

CHANNEL, 64 = 61
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it is possible to read the <users program> from the standard SCOPE file
INPUT (associated with channel 60) and write the results to the standard
SCOPE file OUTPUT (associated with channel 61). By means of the '"channel

define cards'':

CHANNEL, 63
CHANNEL, 64

USERSPR, P126, R
USEROUT, P136, PP60, R

the <users program> is read from the SCOPE file USERSPR and the output from
the program is written to the SCOPE file USEROUT. (Of course all other legal
SCOPE file names are allowed!)

The channel cards are ended by
CHANNEL, END

When option 5 (input data from file) is requested, the program tries to
read a series of numbers in ALGOL free field format up to the first EOR-
mark from channel 65 and treat that series as <data>. When a <data state-
ment> is present in the <users program> it is ignored. Especiaily for large
amounts of data, considerable gain in computing time is achieved in this
way, as reading is done by ALGOL defined I/0 procedures rather than program
defined ones. Note that the CDC representation for the exponent symbol is:
" and not: #.

When option 6 (output data to file) is requested, the program writes

the following pieces of information to channel 66:

a when option 1 is requested: the transformed data matrix, preceded by the
number of rows and columns respectively.

b when option 3 is requested: the number of (sub)models processed and the
number of respondents, followed by for each (sub)model and for each re-
spondent the: observation, fitted value, residual and standardized resi-
dual.

and finishes by writing an EOR-mark. Note that when none of the options 1

and 3 is requested, option 6 yields no effect.

An "input" statement to describe one record of data produced this way,
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could read:

"input" n, m, n * (m * [data element]),
k, n, k * (n * [observation, fitted value, residual,

standardized residuall)

EXAMPLES

On the following pages four users programs and the computer output re=-

sulting from them are reproduced.



THE FOLLOWING INPUT FUR THE PROGRAM:

(2R A R R R R R R R R R PSRRI R 2 R T
: EXAMPLE | ORIGINATES FROMj :
: REFERENCE [5), PAGE 472, 479 :
. .

LA A R R R R 2 S RSS2 ] ]

LA R T R S R R R R ]

% %
* NOTICE: 2,30258 50930 s LN(10)
# *

LA A A R F e R S R R 2T 2]

"MODEL" Y 8 A + B » X + C « (LN(X) / 2,30258 50930)

TINPUT® S5 =« ([X), 10 = [Y))

W"OPTIONS" TRANSFORMED DATA MATRIX,
CORRELATION MATRIX,
RESIDUAL ANALYSIS,
PROCESS sUB MODELS

UDATAM

25 0,67 0,70 0.75 0.76 0,78 0,80
50 0,68 0,92 0,93 0.96 0.98 11,00
80 0,96 0.98 0.99 1.03 1,05 1,06
130 1,07 31,09 1,11 1.13 1.34 .14
160 1,10 1,13 1.17 1.19 1,20 1,2t

o.as
1.01
1.06
‘.1°
1.23

0,88
1,06
1-15
1,25
1.28

oleq
1,07
llx’
1.29
1,33

(LA



25

$9300W 8n€ $8300u«
‘SIGATIYNY TVNAIS3AY
XTylviW NOILWI3MNOI
"XIYAYRW VIVO QIWHO4ENVEL WENOILdOw

(LAY = 01 *{Xi) = § .ANdNIw

(08608 85208°2 7 (XINT) # 2 ¢ X = 8 ¢ ¥ 2 A ,1300KWs

EB BN PRI BB RIS F SIS AN UR NS RERN N
® ®
® (01INY =8 08605 ©520€°2 832I40N =
) »
BN ERREEN NN IU RN UUR IRV RN G NG

FRBPPRRPRPI VNSRBI PER I Y DI DN SRES B RN Y

L %
® 6in ‘2Lh 39¥d  ‘I(S) 3In3Iw343y =
L B
¥ 'Oy SILYNIOINO T 3gkvx3 =»
* *
L »

PRBRIPRUPRIEREBIPEINEFRIIIRFORERR

TWV¥908e 3HL WO¥4 LNdLNO ONIMOTII04 3HL NI 811083



26

602°1
£91°1
850°1
hge”
0el®

‘¥¥A*d3q

§s2°e
niice
£06°1
669°1
geg° 1t

000°0g1
0o00°0st
000°0¢
000°0S
000°S¢e

000°1 S
000°1 t
000°1 £
00001 2
000°1t 1

¥ *ON°g80

832BEEZSZIIRIRILERIRLERE
XTylvWw V1VQ QIWYO4SNVYL



CONTROL INFORMATION
ETIXCTIBCSRETIBEESE

TRANSFORMED VARIABLE

DENOTED BY PARAMETER MEAN

A 1,000000
B 93,000000
C 1.873843
DEP,VAR, 1.040800

CORRELATION MATRIX OF THE VARIABLES
SZEE2CSCSTTLREIITZTISZSIRICTITSTI=

s B

A 1,000000

B * 1,000000
c ¥ 962417
DEP, VAR, * s 849838

MULTIPLE CORRELATION COEFFICIENT

PERCENTAGE 0F VARIANCE
E3TCCEESEIPEBSBETBREES

EXPLAINED 83,17
NOT EXPLAINED 16,83

1,000000
0907742

2911959

STANDARD DEVIATION
2000000
56,387870

2306746
2163655

DEP. VAR,

1,000000

MINIMUM

1,000000
25,000000
1397940
670000

MAXIMUM

1,000000
180,000000
2,255273
1.,330000

Lz
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CONTROL INFORMATION =« SUB MODEL !
SsIZEEBEzzBEEzETSER

TRANSFORMED VARIABLE

DENQOTED BY PARAMETER MEAN STANDARD DEVIATION MINIMUM MAXIMUM
c OMITTED

A 1,000000 000000 1.000000 1,000000
B 93,000000 56:367870 25.000000 180,000000
DEP,VAR, 1.040800 163655 2670000 1,330000

MULTIPLE CORRELATION COEFFICIENT .849838
SEZ3cSESEEIETEIIERIESTTRITERBESEL .

PERCENTAGE OF VARIANCE
B:CEEEEZESSERBIVTEBIEL

EXPLAINED Te.22
NOT EXPLAINED 27,78

o€
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RESIDUAL ANALYSIS

FEBEBTIITEEBEBERES

0BS,NO, OBSERVATION
1 2790000
2 «984000
3 1.058000
4 1,163000
S 1,209000

END OF JOB

FITTED ValLUE

873078
,93474y
1,00873¢
1,132060
1,255385

SUM OF

RESIDUAL

=,083078
2049259
2049264
4030940
=, 046385

=,000000

STANDARDIZED
RESIDUAL

=1,230717
729724
,729800
458338
=,687146

[43



THE FOLLOWING INPUT FOR THE PROGRAMg

122 RS 2R R SRR ERSYSSSSRER AR R 2]
: EXAMPLE 2 ORIGINATES FROM; :
: REFERENCE (3), PAGE 218, FF, :
. .

KRR AR AR R A RN R RN C AR AR U R RE R R A E R
"MODEL" CHAMBER PRESSURE 8 BETAO + BETA2 « VIBRATION ¢« BETA4 » STATIC FIRE ¢ BETA34 w» DROP SHOCK # STATIC FIRE
"INPUT® 24 & [UNIT NO, CYCLE TEMP, VIBRATION, DROP 8HOCK, 8TATIC FIRE, CHAMBER PRESSURE)

"OPTIONS" TRANSFORMED DATA MATRIX, CORRELATION MATRIX, NO REGRESSION ANALVSIS

"D‘T‘"

1 =75 0 0 =65 1.4
2 175 0 0 150 26,3
3 0 =75 0 150 2b,
4 175 0 65 5.8
5 0 =75 0 150 23,4
[ 0 175 0 =65 T4
7 0 0 =65 150 29,4
8 0 0 165 =65 9.7
9 0 0 0 150 32,9
10 =75 =75 0 150 26,4
1! 175 175 0 =65 8,4
ie 0 =75 =65 150 28,8
13 0 178 165 =65 11,8

14 =75 =78 =65 150 28,4
15 175 175 165 =65 11,8

16 0 75 0 150 26,5
17 0 175 0 =65 5,8
18 0 0 <65 =65 1.3
19 0 0 165 150 21,4
20 0 75 =65 =65 0,4
21 0 175 165 _ 150 22,9
22 0 75 =65 150 26,4
23 0 175 165 =65 11,4
24 0 0 0 =65 3,7
\'RUNI!

IlExxY"



RESULTS IN THE FOLLOWING OUTPUT FROM THE PROGRAMy

ER Rk R AR A SR R A AN RS A A R C R AN R RN E R R
EXAMPLE 2 ORIGINATES FROM:

% *
N ®
- ®
+  REFERENCE (3), PAGE 218, FF, =«
* #
& &

LE3 A AR EE R R 2 R R R R R X EE SRR 20 2]

“MODEL" CHAMBER PRESSURE = BETAQ ¢+ BETA2 » VIBRATION + BETA4 * STATIC FIRE + BETA34 = DROP SHOCK # STATIC FIRE
"INPUT" 24 e [UNIT NO, CYCLE TEMP, VIBRATION, DROP SHOCK, STATIC FIRE, CHAMBER PRESSURE]

"OPTIONS" TRANSFORMED DATA MATRIX, CORRELATION MaTRIX, NO REGRESSION ANALVYSIS

K43



TRANSFORMED DATA MATRIX
EEBESSZEEREEIEBTRSTIEEE

0BS  NO,

O [0 N BN

—

-t o s b Gt pa s e
GBS U & Wi

R
<

o R RS
24 O o=

LY
&

BETAO

1.000
1,000
1.000
1.000
1.000
1,000
1.000
1.000
1.000
1.000

1.000
1.000
1.000
1.000
1.000
1,000
1.000
1,000
1.000
1.000

1.000
1.000
1.000
1,000

BETA2

2000
,000
«75,000
175,000
=75,000
175.000
000
000
2000
275,000

175,000
«75.000
175,000
«75,000
175,000
«75,000
175,000

2000

2000
«75,000

175,000
©75,000
175,000

2000

BETAY

=65,000
150,000
150,000
=65,000
150,000
=65,000
150,000
=65,000
150,000
150,000

.651000
150.000
=65,000
150,000
=65,000
150,000
«65,000
=65,000
150,000
=65,000

150,000
150,000
65,000
=65,000

BETA3Y

2000

4000

2000

0000

»000

2000
=9750,000
=10725,000
,000

2000

2000
=9750,000
=10725,000
=9750,000
'107250000
0000

000
4225,000
24750,000
4225,000

24750,000
©9750,000
«10725,000
2000

DEP,VAR,

1,400
26,300
26,500

5.800
23,400

7,400
29,400

9,700
32,900
26,400

8,400
28,600
11,800
28,400
11,500
26,500

5,800

1,300
21,400

400

22,900
26,400
11,400

3,700

G¢



CONTROL INFORMATION
SZEZEXTTEIBETEIBESS

TRANSFORMED VARIABLE
DENOTED BY PARAMETER

BETAQ
BETA?2
BETA4
BETA3Y
DEP,VAR,

MEAN

1,000000
33.333333
42,500000

=997,916667
16,579167

CORRELATION MATRIX OF THE VARIABLES
C3E3BEEEREETEEEEEEERTZEEEREBRERLTBE

BETAO
BETA0 1,000000
BETAR &
BETAY4 &
BETAZUY &
DEP V4R, &

BETA2

1,000000
=,596668
.058825
2, 463978

NO REGRESSION ANALYSIS BY OPTION

END OF Jo8

BETA4

1,000000
+201315
2943534

STANDARD DEVIATION

4000000
107.001287
109,812092

9503,497402
10,85797¢

BETA3Y DEP,VAR,

1,000000

=, 032554 1,000000

MINIMUM

1,000000
=75,000000
=65,000000

=10725,000000
4400000

MAXTIMUM

1,000000
175,000000
150,000000

24750,000000
32,900000

9¢



THE FOLLOWING INPUT FOR THE PROGRAM;

[ 22 XS 2 Z 2R R SRR EE R FRENERE RSN SRR R R £
: EXAMPLE 3 ORIGINATES FROM: :
: REFERENCE (3], PAGE 228, 339 :
. .

R AR T RS A A R AN NS AR AP R AR NG R R

"MODEL"™ LN(MEAN SURFACE VOLUME) = LNALPHA + BEYA » LN(FEED RATE) + GAMMA « LN(WHEEL VELOCITY) + DELTA * LN(FEED vISCO8ITY)
"INPUT"™ 35 # [RUN NO, FEED RATE, WHEEL VELOECITY, FEED VISCOSITY, MEAN SURFACE VOLUME)
OPTIONS" TRANSFORMED DATA MATRIX, CORRELATION MATRIX, RESIDUAL ANALYSIS

HDATA® 1 0,0174 5300 0,108 25.4
2 0,0630 5400 0,107 31,6
3 0,0622 8300 0,107 25.7
4 0,0118 10800 0,106 17,4
5 0,1040 4600 0,102 38.2
6 0,0118 11300 0,109 18,2
7 0.0122 5800 0,105 26,5
8 0,0122 8000 0,100 19,3
9 0,0408 10000 0,106 22,3

10 0,0408 6600 0,105 26,4
11 0,0630 8700 0,104 25,8
12 0,0408 4400 0,104 32.2
13 0,0415 7600 0,106 25.1
14 0,1010 4800 0,108 39,7
15 0,0170 3100 0,106 3S.6
16 08,0412 9300 0,108 23.5
17 0,0170 7700 0,098 22,1
18 0,0170 5300 0,099 26,5
19 0,1010 5700 0,098 39,7
2o 0,0622 6200 0,102 31,5
21 0,0622 7700 0,102 26,9
22 0,0170 10200 0,100 18,1
23 0,0118 4800 0,102 28,4 .
24 ~0,0408 6600 0,102 27.3
25 0.0622 8300 0,102 25.8
26 0,0170 7700 0.102 23,1
27 0,0408 9000 0.613 23.4
28 0,0170 10100 0,619 18,1
29 0,0408 5300 0,671 30.9
30 0,0622 8000 0.524 2%5.7
31 0,1010 7300 0,613 29,0
32 0,0118 6400 0,328 22.0
33 0,0170 80600 0,34} 18,8
34 0.,0118 9700 1,845 17,9
35 0,0408 6300 1.940 28,4 "RUN" "EXIT™

IAS
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TRANSFORMED DATA MATRIX
BZEFEEBERRRBUSREBERURETE

088 ,NO, . LNALPHA BETA GAMMA DELTA DEP, VAR,
i 1,000 =4,051 8.57S =2,226 3,235
2 1.000 22765 8.594 =2,235 3.453
3 1.000 «2,777 9.024 =2,235 3. 248
4 1.000 o440 9,287 =2,244 2.856
5 1.000 »2.263 8,434 2,283 3.643
6 1.000 *4.440 9.333 =2,254 2.9014
7 1,000 °4,406 8,666 =2,254 3,277
8 1.000 *4,406 8.987 2,303 2,960
9 1.000 «3,199 9,210 =@,244 3,105

10 1,000 *3,199 8,795 2,254 3,273
11 1,000 ©2.765 9.071 =2,263 3.250
12 1,000 *3,199 8.389 2,263 3,472
13 1.000 »3,182 8,936 2,244 3,223
14 1,000 »2,293 8,476 2,204 3,681
15 1,000 =4.,075 8,039 2,244 3,572
te 1,000 =3.189 9.138 =2,254 3,157
17 1,000 =4,075 8,949 =2,323 3,096
18 1,000 4,075 8,575 =2,313 3,277
19 1,000 ©2,293 8,648 =2,323 3,681
20 1,000 °2.777 8,732 2,283 3.450
21 1.000 ©2., 777 8,949 2,283 3,292
22 1,000 “4,07% 9.230 «2,303 2,896
23 1.000 w4, 440 8.476 =2,283 3.346
24 1,000 *3,199 8,795 =2,283 3,307
25 1.000 2,777 9.024 =2,283 3,250
26 1.000 =4,07% 8,949 =2,283 3,140
27 1.000 23,199 9,105 =, 489 3,153
28 1,000 °4,075 9,220 =, 480 2,896
29 1.000 «3,199 8,875 ®,399 3,431
30 1.000 « 2,777 8.987 =, 472 3. 246
3 1,000 *2.293 8,896 =, 489 3.367
32 1,000 ol 440 8,764 1,115 3,091
33 1,000 =4,07% 8.987 1,076 2,934
34 1.000 =4,440 9,180 612 2.88S
35 1,000 »3,199 8,748 «663 3.346

6¢



CONTROL INFORMATION
ESESEREEESEITITTIER

TRANSFORMED VARIABLE
DENOTED BY PARAMETER

LNALPHA
BETA
GAMMA
DELTA
DEP, VAR,

MEAN

1,000000
8,849891
), 778466
3,23974s

CORRELATION MATRIX OF THE VARIABLES

LNALPHA
LNALPHA 1,030000
BETA ¥
GAMMA @
DELTA ¥
DERP,VAR, *

BETA

1,000000
»,181207
»,036208

680447

MULTIPLE CORRELATION COEFFICIENT
BE8CBETSESEEESSESE332SEIEIUBESES

PERCENTAGE OF VARIANCE
BERTEESCRIIETEREISBESE

EXPLAINED 95,52
NOT EXPLAINED .48

GAMMA

1,000000
2180086
=, 811063

977342

STANDARD DEVIATION

2000000
. 748055
»298180
2899585
« 228501

DELTA DEP, VAR,

1.,000000
=, 202936 1,000000

MINIMUM

1.000000
=l ,439656
8,039157
«2,322788
2.,8%56470

MAXIMUM

1,000000
w2,263360U
9,332558
2662688
3.681351

oy
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RESIDUAL ANALYSIS
EEEESSBSERERIEEDE

0B8 NO,

(=2 I B VRS — VAV R

—

—
-

s et gt Pen pun e G P
I N RV I S VR V)

[t
(=]

LYRTRLY)
s RY o=

LRV
[V =3

tod P R Ry
o O~
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APPENDIX 1
FORMAL DEFINITION

The syntax of the system is described in a notation known as the
Backus Normal Form (BNF). It was introduced specifically for the descrip-
tion of ALGOL 60 and is similar to techniques for describing formal langu-
ages that have been used by logicians and linguists.

The BNF may be regarded as a metalanguage for the description of the
system. In addition to the symbols that are admissible in the system, the
metalanguage requires a number of additional symbols called metasymbols.
The four metasymbols used in BNF are ::=, |, <, >, The , and . are part of
the metalanguage English in which we are describing BNF.

We write:
<identifier>::=<letter>|<identifier><letter>|<identifier><digit>.

The metasymbols < and > are used as delimiters to enclose the name of
a class. The metasymbol ::= may be read as "is defined as" or '"consists of".
The | is read as "or". The above phrase definmes an <identifier> as a <let-
ter> or as an <identifier> followed by a <letter> or as an <identifier>
followed by a <digit>. Such an identifier is at least one letter, option-
ally followed by any number of letters and/or digits.

These (recursive) definitions may seem a bit peculiar since a class is
defined in terms of itself. They make sense only because of the presence in
the definition of at least one alternative that does not contain the class

definition.



Syntax:
<letter>::= A|B|c|D|E|F|G|H|I|J|K|L|M|N|0|P|Q|R|S|T|U|V|W|X|Y|Z

<digit>::=0 | 1] 2| 3| 4|5]6]|7]|8]¢9
<adding operator>::= + | -

<multiplying operator>::=x | / | //

<model symbol>::= "MODEL" | "MO"
<input symbol>::= "INPUT" | "IN"
<options symbol>::= "OPTIONS" | "op"
<data symbol>::= "DATA" | "DA"

<run symbol>::= "RUN" | "RU"

<exit symbol>::= "EXIT" | "EX"

<number>::= <unsigned number> l <adding operator> <unsigned number>
<unsigned number>::= <decimal number> I <exponent part> |
<decimal number> <exponent part>
<decimal number>::= <unsigned integer> | <decimal fraction> |
<unsigned integer> <decimal fractiom>
<exponent part>::= # <integer>
<decimal fraction>::= . <unsigned integer>
<integer>::= <unsigned integer> I
<adding operator> <unsigned integer>

<unsigned integer>::= <digit> | <unsigned integer> <digit>

<identifier>::= <letter> | <identifier> <letter>

| <identifier> <digit>

<data>::= <data symbol> <data list>

<data list>::= <number> | <data list> <number>

<options>::= <options symbol> <option list>
<option list>::= <option> | <option list> , <option>

<option>::= <identifier> | <number>

<input>::= <input symbol> <input statement>

<input statement>::= <part> | <input statement> , <part>
<part>::= <control> | <description> | <control> % <description>
<control>::= <number> | <identifier> | < <simple arithexp> >
<description>::= ( <input statement> ) | [ <variable list> ]
<variable list>::= <variable> | <variable list> , <variable>

<variable>::= <identifier>

49
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<model>::= <model symbol> <model statement>
<model statement>::= <left hand part> = <right hand part>

<left hand part>::= <simple arithexp>

<right hand part>::= <term> | + <term> | <right hand part> + <term>

<simple arithexp>::= <term> | <adding operator> <term> |
<simple arithexp> <adding operator> <term>

<term>::= <factor> | <term> <multiplying operator> <factor>
<factor>::= <primary> | <factor> *x <primary>
<primary>::= <unsigned number> | <identifier> |

<function designator> | ( <simple arithexp> )
<function designator>::= <identifier> |

<identifier> ( <parameter list> )

<parameter list>::= <simple arithexp> !

<parameter list> , <simple arithexp>

<users program>::= <job> <exit symbol> | <job> <users program>
<job>::= <statement> <run symbol> | <statement> <job>

<statement>::= <model> l <input> | <options> | <data>
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APPENDIX 2
TECHNICAL DESCRIPTION OF THE PROGRAM

In this section a more or less technical description of the program in
terms of identifiers, procedures and overall job-flow is given. Each name

referring to an identifier in the program is quoted.

Basically the program logic is as follows

INIT SYSTEM & BUFFERS
JOB: READ NEXT JOB
INIT COMPILER TABLES
COMPILE MODEL & INPUT
INIT DATA BUFFERS
EXECUTE (TO PRODUCE DESIGN MATRIX)
REGRESSION ANALYSIS
PRINT RESULTS
GOTO JOB

In case of an errorsituation in one of the sections no further action is

undertaken and control is transfered to JOB.

1. The system is initialized by declaring various system and compiler var-
iables and constants, while setting the constants to their appropriate
values. The internal representation of the symbols is equal to the CDC
display code.

The two basic buffers are "symbollist" for handling symbols and "data-
list" for handling numbers; 'column" is used in transporting two-dimension-

al buffers to and from mass storage.

2. A job is read statement by statement (after printing and skipping pre-
ceding text) by means of successive calls of the procedure '"readlist',
which in its turn calls '"'readsymbol" or "readnumber" (depending on which

statement from the job is read).

BIBLIOTHEEK MATHEMATISCH CENTRUM
—— AMSTERDAM ——
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3. The compiler uses three tables: a "namelist", a "constantlist" and an
"orderlist". The first two tables are used for handling alphanumerical in-
formation, while the (macro) orders generated by the compiler are delivered
in the "orderlist" via a call of '"store". ’

The function procedure "nextlistsymbol" assigns to itself the next
symbol from the model, input or option statement, while "nextnumber" assigns
to itself the next number from the datalist. The function procedure 'next-
symbol'" is used by the compiler in scanning the various statements. It calls
"nextlistsymbol" and isolates a to-the-power-symbol from two consecutive
times-symbols and an integer-division-symbol from two consecutive division-
symbols, moreover blanks are skipped.

The function procedure ''unsigned number' reads a number, looks it up

"constantlist" and assigns to itself an address in that list where

in the
the value of that number can be found.

In a quite similar way, the function procedure "identifier'" has to read
an identifier, look it up in the namelist and assign to itself an address
where in the 'namelist" a reference to the first eight characters of that
identifier and in the "stack" the value of that identifier can be found.

The compiler assumes that the running system has at its disposal a
(programmed pseudo) register "F" which is capable of handling as well
floating point numbers as integers. Furthermore, a memory organization known

"stack-

as a "stack" must be available to the running system. A so-called
pointer' refers to the first free position in the "stack'". All binary oper-
ations will take place with the top of the ''stack' as first operand and "F"
as the second, the result being delivered in "F". As a side effect the
"stackpointer'" is decreased by 1. When the contents of "F" are saved in the
"stack'", the "stackpointer" is increased by 1.

The fundamental idea behind almost all procedures for translating the
model and input statements is that the first basic symbol of the syntacti-
cal unit to be processed by that procedure has been read already (its value
being assigned to "lastsymbol"). The procedure considers itself to have
finished its task after reading the first basic symbol that no lomger can
belong to that unit syntactically. Meanwhile the translation of that unit
has been produced. A more elaborate description of the procedure system

"simple arithexp' can be found in [6] and [7]. Reference [8] provides the
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description of a complete ALGOL 60 compiler. We only mention here that
every "simple arithexp'" is being transformed into a macro program corres-

ponding to the so-called reversed polish form, thus:
(a+b) * (ec=d) 4+ e becomes: (ab+) (cd-) e + *.

The procedure for translating the input statement must, among others, gen-
erate orders to perform the linkage between identifiers from the model and
numbers from the data.

While translating a model statement, identifiers to the right of the
equal sign are assigned type 1, those to the left of the equal sign type 2.
If these identifiers appear in a 'variable list" the types are changed into
3 and 5 respectively. Identifiers in a ''variable list" not appearing in the
model statement are assigned type 4, those in the input statement not ap-
pearing in a '"'variable list'" are assigned type 6. Meanwhile orders are gen-
erated to put the next number from the data in the appropriate column of
the (yet untransformed) design matrix, or to skip that number. For ''variable
lists" that consist entirely of identifiers not appearing in the model
statement, special orders to skip the corresponding numbers all in one, are

generated.

4. In "check model" a check is made if the model statement after the link-
age to the data (by means of the input statement) still satisfies some ele-
mentary statistical conditions, like:
a) each term must be the product of a parameter and a factor
b) in that factor no identifier may appear that is not present in a variable
list in the input statement. (An attempt to perform regression analysis
with variables for which no data is present may not succeed.)
In "check input" a check is made (by means of the data-pointer) if all
numbers in the data list have actually been processed. Moreover, a check is
made if for each variable in the model statement an equal amount of numbers

is present.

5. The execution section of the input system is activated by a call of the

procedure "execute' which, among other things, simulates the basic cycle of
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a computer:

next: get the order, indicated by the ordercounter
increase the ordercounter by I
isolate the order—- and address-part
execute the order

goto next

This cycle ends when the ordercounter tries to leave the (translated macro)
program. The (macro) orders itself are coded via the switch lists "macro'
and "macro2". In an errorsituation a call of "endrun" updates the adminis-

tration of the mass storage sectionm.

6. After the execution of the input- and modelorders, the (transformed)
design matrix is delivered in the array "resultlist". In case of buffer
overflow, successive column buffer images are written to mass storage.
When a residual analysis or a process submodels option is requested,
the current result list must be saved to mass storage, regardless of buf-
fer overflow. A call of "restore resultlist" resets all administration and
buffers in such a way that the following piece of program can act as if

nothing has happened.
The actual computation of the regression coefficients is done via a

call of "lsqortdec" followed by a call of "lsqsol" and of "lsqinv'". These
are slightly modified version of lsqdec and 1sqsol, described in [2] pp.65-
69. The correlation matrix is computed via calls of '"tammat', described in
[2] pp.8-9.

All other computations are straightforward.
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APPENDIX 3

ADDITIONS

i - Iy?
s = /Y'Y - b'X'Y

"= , which is frequently called

The estimate of o:

"standard error of estimate', but which is indicated more properly
here as ''standard deviation of the error term', is given as a sepa-

rate entry in the computer output.

If the disturbances are mutually independent and normally distri-
buted, we can perform a significance test for a particular regres-
sion coefficient, or more specifically:

For a particular i < p the null hypothesis is:

HO: Bi = 0 (given that all Bj for j + i are in the model)

which is tested against the alternative hypothesis:

H]:Bi+0,
bi2
by treating the ratio FRi = 7 as a realisation of a Ei = F(1,n-p)
variate. Sdi

However this test must be used with caution, because with a (preset)
level of significance a only one coefficient can be tested properly
this way, while the computer output lists statistics for all coef~-
ficients.

It seems very tempting to test the coefficients serially one at a
time, but one must keep in mind that in doing so the level of signi-

ficance of the whole test rises above the nominal value.
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Besides the multiple correlation coefficient R, the adjusted multiple

correlation coefficient R, which is defined by:

- - - v - iy?
R2=1_2_1(1_R2)=1_2_1YY b)_(zY)’
P P y'y - ny

is also given in the computer output. A corresponding adjustment is

made to the proportion of variation explained.

The vector of fitted values is obtained by using the regression
equation: ¥ = Xb.

The estimated standard deviation of ?i at x,

i T (xi]""’xip) is:

-1

s /, O(X'X .

xl ( ) xl s

and is given as a separate (column) entry in the computer output of

the residual analysis.

It can be used to construct a confidence interval for the expected
.2 E(y. . = ci9000 X, -

value of ¥ (zl) at X; (Xll’ ,xlp), or to construct a pre

diction interval for the mean of g new observations at this point.

In the first case the confidence interval is:

~ -1
v, * t{n-p-1, 1-}al} s v/xi' 0:4):9) X s

and in the second case the prediction interval is:

v - - l_ { ty )
y. t{n-p-1, 1-4a} s /[g *+ X, (X'X) X -
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To the process submodels option a so called "submodel specification
list" can be appended, to prevent the production of waste output for
unwanted submodels. In this list the number of terms to be omitted
must be given enclosed in round brackets. For example the option
process submodels (6, 10) instructs the program to process only two
submodels, one with the last six terms omitted and one with the last
ten terms omitted (from the complete model). If the user asks for
more terms to be omitted than are present in the complete model, an
errormessage is supplied and the execution of that job is terminated.
Moreover if in addition to the process submodels option no submodel
specification list is given, options 2 and 3 yield no effect (even
if specified!) for the output of the submodels. So if the user wants
option 2 and/or 3 to have effect for (some of) his submodels, an
exhaustive submodel specification list of those submodels must be

given.

The following errormessages have been added:

633 ) is missing after a submodel specification list;
634 submodel specification starts with an inadmissible symbol.
635 submodel specified with less than one term left.

The correlation matrix of the variables and, instead of the correlation
matrix of the estimates, the corresponding variance-covariance matrix

are written to file (via channel 66) if options 2 and 6 are requested.

An input statement to describe one record of data produced and written

to file when options 1, 2, 3, 6 and 7 are requested, could read:

"input" n, m, n * (m * [data element]),
k, <k * (k+1) // 2> = [correl element],
p, p * (1, <1 = (1+1) // 2> % [covar element],

n, n x [obs, fitval, standdev, resid, standres])
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Errormessage 806 has been renumbered to 810, while a new error-

message with errornumber 806 has been introduced, so

806 argument of "arcsin" is in absolute value larger than one.

810 given, read or computed replication factor is not an integer.

An option with option number 8 and option identifier "print datalist"
has been introduced. It provides the possibility to echo all the data
back to the lineprinter, instead of just the transformed data matrix.
However no special layout is imposed, because the "data" consists of

an unstructured series of numbers (c.f. section 2.3).



