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ABSTRACT 

Asymptotic expansions are established for the power of rank tests in 

the two-sample problem. 
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I. INTRODUCTION 

Let x1,x2, ••• ,~, N = m+n, be independent random variables such that 

X , ••• ,X are identically distributed with common distribution function F 
I m 

and density f and Xm+I'···,~ are identically distributed with distribution 

function G and density g. For N = 1,2, ••• , 0 < £ s m/N s 1-£ < I, consider 

the problem of testing the hypothesis F = G against a sequence of alter­

natives that is contiguous to the hypothesis. The level a of the sequence 

of tests is fixed in (0,1). Standard tests for this two-sample problem are 

linear rank tests and expressions for the limiting powers of such tests are 

well-known. In this paper we shall establish asymptotic expansions to order 

N-I for the f h · · f h f powers TIN o sue tests, 1.e. expressions o t e orm 

TIN= c0 + c 1N-} + c2 ,NN-I + o(N- 1). Of course this involves finding similar 

expansions for the distribution function of the test statistic under the 

hypothesis as well as under contiguous alternatives. For simplicity we shall 

eventually limit our discussion to contiguous location alternatives. Ex­

tension of the results to general contiguous alternatives is straightforward 

but messy. 

The paper is thus the natural counterpart of the first four sections 

of ALBERS, BICKEL and VAN ZWET (ABZ) [1976] where the same program is carried 

out for the one-sample problem. In view of the strong similarity between 

the one- and two-sample cases, it is not surprising that many of the techniques 

developped in ABZ [1976] also play an important part in the present paper. 

However, there also exist significant differences that make the two-sample 

problem essentially more complicated. Two of these differences are worth 

mentioning at this stage. In the one-sample case a conditioning argument 

reduces the rank statistic to a sum of independent Bernoulli random variables. 

A similar argument in the two-sample case leads to a much more complicated 

random variable connected with rejective sampling. A second difference is 
-1 

that in the one-sample location problem the terms of order N 2 in the ex-

pansions vanish because of certain symmetries that are present in this case. 

In general, there are no such symmetries in the two-sample location problem 

and the presence of terms of order N-½ creates several additional technical 

difficulties. 

A number of authors have computed formal expansions for the 
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distributions of two-sample rank statistics without proof of their validity. 

For an account of this work we refer to a review paper of BICKEL [1974]. 

ROGERS [1971] has given a proof for the two-sample Wilcoxon statistic under 

the hypothesis. 

In section 2 we point out that for arbitrary F and G, the conditional 

distribution of the two-sample linear rank statistic given the order sta­

tistics of the combined sample is the same as the distribution of the sample 

sum in a rejective sampling scheme. We establish an expansion for the dis­

tribution of such a sample sum, which may be of interest in its own right. 

As a corollary we ilIDilediately obtain an expansion for the distribution 

function of the rank statistic under the hypothesis. In section 3 we return 

to general F and G and obtain an unconditional expansion for the distribution 

function of the rank statistic. We specialize to contiguous location alter­

natives in section 4 and derive an expansion for the power of the rank test. 

In section 5 we deal with the important case where the scores are exact or 

approximate scores generated by a smooth function. 

As was explained in the introduction of ABZ [1976], an important ap­

plication of asymptotic expansions of the power of rank tests is the com­

putation of asymptotic deficiencies in the sense of HODGES and LEHMANN 

[1970] of these rank tests with respect to their parametric competitors. 

For the one-sample case such deficiency computations for rank tests and 

for the associated estimators were given in sections 6 and 7 of ABZ [1976]. 

For the two-sample case these computations will be given in a seperate 

paper. 



2. AN EXPANSION FOR THE CONDITIONAL DISTRIBUTION OF TWO-SAMPLE RANK 

STATISTICS AND ITS APPLICATION TO REJECTIVE SAMPLING 
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Let x1,x2 , ••• ,~, N = m + n, be independent random variables (r.v.'s) 

such that x1, .•• ,Xm are identically distributed (i.d.) with coIIllllon distri­

bution function (d.f.) F and density f and Xm+ 1, ... ,~ are i.d. with common 

d.f. G and density g. Let z1 < z2 < ••• < ZN denote the order statistics of 

x1, .•• ,~, define the antiranks D1,n2 , ••• ,DN by~-= Z. and let 
J J 

(2.1) V. = 
J 

if m + 1 ~ D. ~ N 
J 

0 otherwise. 

For a specified vector of scores a= (a1,a2 , ... ,~) define a two-sample 

rank statistic by 

(2.2) 
N 

T = I 
j=1 

a. V •• 
J J 

Our aim is to obtain an asymptotic expansion as N ➔ 00 for the distribution 

of T for suitable sequences of pairs of d.f.'s (FN,GN), arrays of scores 

{aj,N}' 1 ~ j ~ N, and sample sizes (~,~). As in ALBERS, BICKEL and VAN 

ZWET (ABZ) (1976) we shall suppress dependence on N whenever possible and 

formally present our results in terms of error bounds for fixed, but arbi­

trary, values of N. 

Under the null-hypothesis that F = G, 

for any vector (v 1, ..• ,vN) with m co-ordinates equal to O and n co-ordinates 

equal to 1. In general, conditional on Z = (Z 1, .•. ,ZN), 

(2.3) 

where 

(2.4) 
Ag(Z.) 

pj =-(-1-_A_)_f-(Z_j_)~+_A_g-(Z_j_) 

N 
TT 

j=1 
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(2.5) A 
n = , 
N 

N w. 1-w. 
(2.6) c(P) = I TT P.J(l-P.) J , 

j=I J J 

and the summation is over all vectors (w1, ..• ,wN) consisting of m zeros and 

nones. 

Let w1,w2 , .•• ,WN be independent r.v.'s with P(Wj=l) = 

~ j ~ N. Suppose that 

(2. 7) 

p. = 0 
J 

p. =] 
J 

for at most m indices J 

for at most n indices j 

I - P(W.=O) = p., 
J J 

and consider the conditional distribution of la. W. given that l W. = n. 
J J J 

Note that if we replace p = (p 1, ... ,pN) by P = (P 1, ..• ,PN), then this is 

the distribution of T given Z. For general p this distribution is of in­

terest in its own right since la. W. given I W. = n is the sample sum we 
J J J 

obtain when we use a rejective sampling scheme with parameters p 1, •.. ,pN 

in selecting a sample of size n from the sampling frame {a 1,a2 , ... ,~} 

(see HAJEK (1964) for details). 

Define 

(2.8) 
N N 

p(t,p) = E(exp{itN-! l a. (W.-p.) I W.=n), 
j=l J J J j=I J 

(2.9) 
N N 

R(x,p) = P(N-½ I a. (W .-p.) ~ X I I W.=n). 
j=I J J J j=] J 

Our program for obtaining an Edgeworth expansion for the d.f. of T parallels 

in part that of ABZ (1976). We obtain a formula for p. From this formula 

we obtain an expansion for p which we can rigorously translate into an 

Edgeworth expansion for R. Because of the connection with rejective sampling 

we isolate this result as the only theorem in this section. In the next 

section we proceed with our main program and obtain an expansion for the 

d.f. of T by replacing p by P and taking the expectation of the resulting 

expression. We begin with 



LEMMA 2 • I • Define 

(2.10) 

(2.11) 

(2.12) 

1/J(s,t,p) 
-1 N N _I 

= exp{isN 2 l (p.-A)} TT [p. exp{iN 2 (1-p.)(s+a.t)} 
j=I J j=I J J J 

! 
1rN2 

_I 

+ (1-p.)exp{- iN 2p.(s+a.t)}], 
J J J 

v(t,p) = J 1 1/J(s,t,p)ds, 
-1rN2 

c(p) = I 
N W• 1-w. 
TT p.J(l-p.) J , 

j=I J J 

where the Zast summation is over aZZ vectors (w1, ••• ,wN) consisting of m 

zeros and nones. Then, if (2.7) is satisfied, 

1rN½ 

(2.13) p(t,p) 
- ,,c(~)N! _L! 1/i(s,t,p)ds = v(t,p) 

v(O,p) . 

PROOF. Begin with the identity 

-1 \ \ E(exp{iN 2[s l(W.-p.) + t l a.(W.-p.)J}) 
J J J J J 

N 
= l E(exp{itN-½}:a.(W.-p.)}j}:W.=k)P(}:W.=k)exp{isN-½(k-}:p.)}. 

k=O J J J J J J 

5 

Because the system {(21rN½)-I exp(iksN-½): k = O, ± 1, ... } is orthonormal on 
l l 

[ - 1rN 2, 1rN 2] this implies 

p(t,p) 

1rN½ 

= (21rN!P(}:W.=n))-I J 
J -1rN! 

-ll x E(exp{iN 2 (s+a.t)(W.-p.)})ds. 
J J J 

Elementary considerations now yield (2.13). D 

Note that if p. = A for all j - which corresponds to the null-hypothesis 
J 

in the two-sample problem - our formula agrees with that of ERDOS and 

RENYI for random sampling without replacement (cf. RENYI (1970) p. 462). 
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In fact their result motivated our approach. 

In our asymptotic study of~' v and p we shall repeatedly come across 

the following functions of p. 

(2. I 4) 
-1 N 

w(p) = N 2 I (p.->.), 
j=l J 

(2.15) 
2 -I N 

CJ (p) = N I p. (l-p.)' 
j=l J J 

N N 
(2. 16) a(p) = I p. (l-p. )a. I I p. ( 1-p.)' 

j=l J .. J J j=l J J 

(2.17) 
2 -1 N 

p.(l-p.)(a.-a(p)) 2 -I N 2 2 -2 
T (p) = N I = N I p . (l -p . ) a . - CJ ( p) a ( p) , 

j=l J J J j=l J J J 

(2.18) 
-I N 

( - i K3 .(p) = N I p. l-p.)(l-2p.)(a.-a(p)) , 
' l. j=l J J J J 

1. = O,l,2,3, 

(2. 19) 
-I N 

p.(I-p.)(I-6p.+6p~)(a.-a(p))i, K4 .(p) = N I 
' l. j=l J J J J J 

1. = 0,1, ... ,4. 

In this notation we shall suppress the dependence on p when this is con­

venient. Let l denote Lebesgue measure on R1 and define 

(2.20) y ( E, s, p) = l { x: 3. Ix-a. I < s, E :::; p. :::; I - d . 
J J J 

LEMMA 2.2. Suppose that positive numbers c, C, o and E exist such that 

(2.21) 2 
T (p) ~ c, _!_ ~ 4 

l a. :::; C, 
N • I J J= 

(2.22) y(E,s,P) ~ oNs -3/2 for some s ~ N log N. 

Thus there exist positive numbers b, Band B depending only on c, C, o and 

E such that 

(2.23) lw(s,t,p)j ~ BN-SlogN 



for aZZ pairs (s,t) such that Isl ~ TIN½, ltl ~ bN312 and either 

Isl ~ log(N+l) or ltl ~ log(N+l). 

PROOF. 

(2.24) 
N 

j~(s,t,p)j = TT [1 - 2p.(l-p.){l - cos(N-½(s+a.t))}J½ 
j=l J J J 

~ -I 2 l -2 4 
~ exp{- l p. (1-p.)[½N (s+a.t) - 24 N (s+a.t) ]} 

j=l J J J J 

1 2 2 2 - 2 1 -I -1 ~ - 4 4 - 4 
~ exp{-2[-r t +o (s+at) J+ 12 N [N l (a .. -a) t + (s+at) ]}. 

j=I J 

Now (2.21) ensures that 

(2.25) 2 4 N 4 -1 2 
O (p) ~ NT (p) I I a. ~ C C ' 

j=l J 

(2.26) ~ [N-1 
N 

4]¼ 2 c-2c5/4 la<p) I I a. Io (p) ~ 
' j=l J 

7 

and by (2.21), (2.24), (2.25) and (2.26) we conclude that there exist posi­

tive b 1, ~ and 8 depending only on c and C such that for Isl ~ b 1N½ and 

ltl ~ blN 2 

(2. 27) 
2 2 

l~(s,t,p)j ~ B exp{- S(s +t )}. 

Next note that (2.25) and (2.21) imply that the number of indices j for 

which p.(1-p,) ~ !c2/c is at least 2Nc2/c and the number of j for which 
J J 

!a.I ~ (C/c)! is at least N - Nc2/c. Hence the number of indices j for which 
J l 2 2 ½ 

la.I ~ (C/c) 2 and p.(1-p.) ~ ½c /C is at least Ne /C. Put b2 = ½b 1 (c/C) 

an~ we see that if ~1N½ ~ Isl ~ TIN½ and ltl ~ b2N½, then for at least Nc2/c 

indices j 

[l - 2p.(l-p.){l - cos(N-½(s+a.t))}] 
J J J 
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is an asymptotic expansion for v(t,p). 

LEMMA 2.3. Suppose that positive nwnbers c, C, o and e exist suah that 

(2.21) and (2.22) are satisfied. Then there exist positive nwnbers b, Band 
8 depending oniy on c, C, o and e suah that for ltl s bN312 , 

(2. 3 I) 

PROOF. In this proof b, b., B., $. and NO denote appropriately chosen posi-
1 1 1 

tive numbers depending only on c, C, o and e. 

Arguing as in the proof of theorem 2.1 in ABZ (1976) we find by Taylor 

expansion of log~ that if Is+ a.ti s ½~N½ for all j, then 
J 

(2.32) ~(s,t,p) = exp{iws 

where 

2 2 
T t ----

2 

2( _ )2 o s+at 
2 

iN-63/2 ' 3 
l p.(1-p.)(1-2p.)(s+a.t) 

J J J J 

N-2 2 4 
+ -24 l p.(1-p.)(1-6p.+6p.)(s+a.t) + M1(s,t,p)}, 

J J J J J 

for 
-1 

N 

some absolute constant c1• Now (2.21) and (2.26) imply that N-l l la.-a1 3, 
4 -1/4 -5/4 5 J 

and 

l la. - al , N maxla.1 and N l la. - al are bounded. Using (2.21) 
J J ½ J 1 

(2.25) we find that for all Isl s b1N and ltl s b 1N4 

Hence further expansion of part of the exponential in (2.32) shows that 

(2.33) ~(s,t,p) = i(s,t,p) + M2(s,t,p) 
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for Isl 
1 l 

~ b 1N2 and ltl ~ b 1N4 , where 

(2.34) 
2 2 2( _ ) 2 ~ T t a s+at w(s,t,p) = exp{iws - -2- - 2 } 

iN-3/ 2 3 
x [l - 6 l p.(l-p.)(l-2p.)(s+a.t) 

J J J J 

N-2 2 4 
+ -24 l p.(l-p.)(l-6p.+6p.)(s+a.t) 

J J J J J 

N-) 3 2 
- -72 (Ip.(l-p.)(l-2p.)(s+a.t) ) J , 

J J J J 

(2.35) 
3/2 5/4 5 2 2 2( ~ )2 

- - T t + a s+at } 
~ (N +N ltl )M3(t,s+at)exp{- 4 

and M3 is a polynomial int and (s+at) of fixed degiee with coefficients 

depending only on c and C. Therefore, for ltl ~ b 1N4 , 

(2.36) 

! 
b1_N 2 

J 1 
-b N2 

l 

2 
I ( ) ~( )id _< Bl(N-3/2+N-5/41tls)exp{- est }. $ s,t,p - $ s,t,p s 

Next we show that for ltl ~ b 1N114 , 

(2.37) 

(2.38) I l 
11/i'(s,t,p)ids 

lsl~b 1N2 

For N ~ N0, (2.37) is a consequence of lemma 2.2 and since lwl ~ l we can 

choose B2 so that (2.37) holds for all N. Because for alls and t 

(2.39) 
2 2 2( - )2 I~ I T t + a s+at -t(s,t,p) ~ exp{- 2 }M4(t,s+at) 

where M4 is a polynomial depending only 

bining (2.11), (2.36), (2.37) and (2.38) 

on c and C, (2.38) follows. Com­

we see that for ltl ~ b NI/4 
l 

co 

(2.40) !v(t,p) - I ~(s,t,p)ds! 
2 

~ B4[(N-3/2+N-5/41tl5) exp{- c~ } 

-co 
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A direct application of lemma 2.2, the fact that l~I ~ 1 and (2.39) show 

h h B d O th t (2 40) conti'nues to hold for b 1N1 / 4 <_ ltl tat we can c oose 4 an µ 4 so a • 

~ bN312 with bas in lemma 2.2. 

It remains to be shown that for alls and t 

00 

(2.41) v(t,p) = I ~(s,t,p)ds. 
-oo 

This follows by straightforward but tedious computation using the fact 

that 

-1 
(21T) 2 for even k 

for odd k. D 

We now turn to our asymptotic expansion for rejective sampling. For 

~ k ~ 6, define functions Qk(p) by 

(2.42) 

k = 4,5,6. 

Let~ and~ denote the standard normal d.f. and its density and let Hk 

denote the Hermite polynomial of degree k, thus 

(2.43) H1 (x) = x, 
2 = X - 1, 

3 = X - 3x, 

4 2 H4 (x) = x - 6x + 3, Hs(x) = x5 - IOx3 + 15x. 

We shall show that expansions for (2.8) and (2.9) are given by 

(2.44) 
2 2 6 

p(t,p) = exp{- T (~)t - iw(p)a(p)t}[l + I Qk(p)(it)k], 
k=I 
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(2.45) R(x,p) = ~(x+w(p)a(p)\ - ~(x+w(p)a(p)\ I Qk(p) H.. (x+w(p)a(p)\_ 
\ T(p) ) \ T(p) )k= 1 (T(p))k --k-1\ T(p) ) 

~ Note that Pis the Fourier-Stieltjes transform of R, i.e. P(t,p) = 
itx ~ J e dR(x,p). 

THEOREM 2.1. Suppose that positive numbers c, C, D, o and£ exist such that 

(2.21) and (2.22) are satisfied and 

(2.46) lw(p)I ~ D. 

Then there exist positive numbers N0 and B depending only on c, C, D, o and 

£ such that for N ~ N0 , R(x,p) is well-defined and 

(2.47) ~ -5/4 suplR(x,p) - R(x,p)I ~ BN • 
X 

PROOF. In this proof b, Bi' S, n and N0 denote appropriately chosen posi­

tive numbers depending only on c, C, D, o and£, 

By (2.21), (2.25), (2.26), (2.46) and lemma 2.3 we have for N ~ N0 , 

(2.48) lv(O,p)I ~ n, lv(O,p) - ~(O,p)I <~ - 2 , 

so that lv(O,p)I ~ n/2 > 0. In the first place it follows that for N ~ N0 , 

c(p) > 0 and hence (2.7) is satisfied and R(x,p) is properly defined. 

We assume that N ~ N0 and we shall show that, with bas in lemma 2.3, 

(2.49) 

By Esseen's smoothing leIImla (Esseen (1945)) this suffices to prove the 

theorem because R(-00 ,p) = O, R(00 ,p) = 1 and the derivative of R with respect 

to xis bounded. 

By (2.21), (2.25), (2.26) and (2.46), p has a bounded derivative with 

respect tot. Also 



Since p(O,p) = p(O,t) = 1, it follows that 

N-2 

(2.50) f _2 lp(t,p) ~ p(t,p) ldt s B2N-3/2_ 

-N 

Next we note that (2.21), (2.25) and (2.26) ensure that for all t 

(2.51) 
2 

lv(t,p)j s B3 exp{- c! } • 

13 

Together with (2.13), (2.48) and lemma 2.3 this implies that for ltl s bN312 

(2.52) lp(t,p) ~ ~~~:~~, s ~ lv(t,p) - v(t,p)j + ~ lv(t,p)j 
n 

•lv(O,p) - v(O,p)j 

s B4[ (N-3/2+N-5/41tl5)exp{- c~2} + N-SlogN] • 

Again with the aid of (2.21), (2.25), (2.26) and (2.46) one can easily check 

that, for 1 s ks 6, Qk is obtained from ~/A0 by expanding the denominator 

and discarding all terms of order N-312 , i.e. that IQk - ~/A0 1 s B5N-312 • 

It follows that 

(2.53) lp(t,p) - v(t,p)I < B N-3/2 exp{- c4t2} 
v(O,p) - 6 

and combined with (2.52) this yields 

(2.54) I lp(t,p)~p(t,p)ldt s B7(N-3/21ogN+N-5/4) s BaN-5/4_ 

N-2sltlSbN312 

Together with (2.50) this proves (2.49) and the theorem. 0 

Two remarks should be made with regard to theorem 2.1. The first one 

concerns condition (2.46) that does not occur in the preceding lennnas. The 

meaning of this condition is perhaps obscured by the fact that we make it 
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do some odd jobs in the proof for which it is not really needed. We use it 

to show that (2.7) is satisfied for N ~ N0 , but (2.25) ensures that the 

number of indices j with p. = 0 (or p.=l) cannot exceed m - c-1c2N +lw(p)!N! 
-I 2 ½ J J -1 2 ½ 

(or n - C c N + lw(p)IN) so that lw(p)I $ C c N already implies (2.7) 

for all N. Condition (2.46) is also used to obtain (2.50), but in (2.50) 

we may replace N-2 by an arbitrarily high power of N-I without doing any 
1 

damage to the proof, and then the trivial bound lw(p)I $ N2 suffices. Final-

ly we note that since 

(2.55) 

(2.46) forces A to be bounded away from O and I for large N, which is ob­

viously important although it does not show up explicitly 1n the proof. 

However, here lw(p)I $ ½c- 1c2N½ would be sufficient. 

The basic function of assumption (2.46), however, is to avoid a large 

(or intermediate) deviation situation that the condition}: W. = n would 

get us into if w(p) = N-~(ELW.-n) would not be bounded. Tech~ically speaking 
J 

this is reflected in the proof at the point where (2.46) is used to show 

that v(O,p) is bounded away from zero. Also (2.46) ensures that (2.45) 

provides an expansion in powers of N-½ to the required order. 

To see what happens when condition (2.46) is relaxed, we prefer not to 

try to adapt the proof of theorem 2.1 but to answer this question more 

directly by remarking that the conditional distribution of}: a.W. given 
\ ~ ~ /( ~ J J /( ) l W. = n remains unchanged if we replace p by p where p. 1-p.) = ~p. 1-p. 

J J J J J 
$ j $ N, for some O $ ~ $ 00 • If (2.7) is satisfied there exists a unique 

~ for which l p. = NA. Since w(p) = 0 it follows that if (2.21) and (2.22) 
J 

are satisfied with p replaced by p, then (2.47) holds with R(x,p) instead 

of R(x,p). Of course the snag is that in general p can only be expressed 

analytically 1n terms of pas an infinite series. However, if w(p) = O(Na) 

for some a< ½, then a finite number of terms of this series will yield the 

required degree of accuracy and an explicit expansion for R(x,p) can be ob­

tained, If a= 0 this is expansion (2.45) but for O <a< ½ more terms have 

to be included. 

The second remark concerns the remainder O(N-5/ 4) of our expansion. 

It is clear that by requiring that I la.1 5 $ CN in theorem 2.1 one obtains 
J 



~ -3/2 IR - RI $ BN log(N+l). Of course the "natural" order of the remainder 

is O(N-312) and the factor log(N+l) is due only to technical difficulties 

in finding the conditional expectation of la. W. given l W. = n. 
J J J 

The special case p. = A, 1 $ j $ N, which is random sampling without 
J . 
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replacement, is worth singling out because it corresponds to the null-hypo-

thesis in the two-sample problem. Let A denote the vector (A, ••• ,A). For 

where 

(2.57) 

(2.58) 

+ {1 -

a = 

N 

I 
j=l 

I N 
a(A) = - I 

N • I J= 

2 (a.-a) , 
J • 

a .• 
J 

I 
Define, with l denoting Lebesgue measure on R, 

(2.59) y(s) = l{x: 3.jx - a.j < s}, 
J J 

-For p = A, theorem 2.1 yields 

COROLLARY 2.1. Suppose that positive nwnbers c, C, o and£ exist such that 

(2.60) £ $ A $ I - £, 

(2.61) I N 
2 I 

N 
4 - I (a.-a) ~ c, I a. $ c, N j=I 

J • N j=l J 
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(2.62) for some s ~ N-3/ 2 log N. 

Then there exists B > 0 depending onZy on c, C, o and E such that 

Note that there is considerable further simplification in (2.56) if we 

either have almost equal sample sizes, i.e. A=½+ O(N-314), or antisym­

metric scores, i.e. a.+ aN. 1 is constant for all j. The latter happens 
J . -J+ 

for the locally most powerful rank test against shift alternatives when 

the underlying distribution is symmetric. In either case the H2 and H5 
terms disappear so that the correction to the leading normal term is of 

order N-I only and is due solely to a correction to the variance, the H1 

term, and a kurtosis correction corresponding to H3 . 
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3. AN UNCONDITIONAL EXPANSION 

We encounter several difficulties on the way to a usable unconditional 

expansion. 

(i) The distribution of Z is awkward to handle analytically; 

(ii) As in ABZ (1976), the random variables obtained by substituting P for 

pin p or Rare generally not summable; 

(iii) Again as in ABZ (1976), final simplification is not possible with our 

present techniques unless we assume that the sequence of alternatives 

is contiguous to the hypothesis as N + 00 • 

In this section we shall deal with the first two difficulties. Although 

we do not assume contiguity we shall be governed in the form of our expansion, 

which will involve polynomials in (P.-A), in the number of terms that we 
J 

calculate and in what we relegate to the remainder by the consideration that 

we expect Pj =A+ Op(N-!) and I (Pj-A) = Op(I). 

Recall that we assumed that x1, ••. ,~ are independent, x 1, .•• ,Xm having 

common density f and Xm+i•···•~ having density g. We shall write P for 

probabilities and E for expectations calculated under this model. In addition 

we need to consider an auxiliary ~odel where x 1, •.. ,~ are i.i.d. with common 

density h = (1-A)f + Ag and d.f. H = (1-A)F +AG.We shall write PH for 

probabilities, EH for expectations and a~ for variances calculated under 

this second model. 

To simplify our notation we assume from this point on that 

N 
(3. I) I 

j=l 
a.= 0. 

J 

Since T = \ (a.-a )V. + na it is obvious how all expansions need to be 
l J • J • 

modified if (3.1) does not hold. 

We meet difficulty (i) through 

LEMMA 3. I. 

(3.2) 
EHv(t,P)exp{itN-½Ia.P.} 

E exp{itN-}T} = -----.-----~J....__..J_ 
21rN!BN (>.) ,n 
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where 

PROOF. Under our original model the density of Z at the point z = (z 1, .•• ,zN) 

with z 1 < z2 < ••• < zN is given by 

m 
I TT 

j=I 

N 
f (z. ) TT 

ij j=m+ I 
g(z. ) ' 

l. • 
J 

where the sum ranges over all permutations i 1, ..• ,iN of 1, ..• ,N. Under our 

second model this density is 

N 
N! TT 

j=l 
[{1-A)f(z.) + Ag(z.)] • 

. J J 

By the Radon-Nikodym theorem and lemma 2.1, 

v(t,P) exp{itN-! l = EH a.P.} I v(O,P) J J 

m 
TT 

j=I 

= [BN (A)]-1 E v(t,P) exp{itN-! I 
,n H v(O,P) 

f(Zi.) N g(Zi.) 
J TT J 

h(Zi.) j=m+I h(Zi.) N! 
J J 

a .P. }c(P), 
J J 

where c is defined by (2.6) or (2.12). The lemma follows from (2.11) and 

(2.13). □ 

~ Lemma 3.1 shows that we are concerned with v rather than p, but since 

v as a function of Pis no more summable than p, we still have to face dif­

ficulty (ii). We do this by showing that v may be replaced by a summable 

function v* outside a set that will later be seen to have sufficiently small 

probability. Define 

(3. 3) 

where 



2 a.(p.->..), 
J J 

LEMMA 3.2. Suppose that (3.1) holds and that positive numbers c, C and E 

exist such that (2.21) is satisfied and 

(3.5) E ~ >.. ~ l - E. 

19 

Then there exist positive numbers Band S depending only on c, C and E such 

that 

(3.6) lv(t,p) - v*(t,p)I ~ B exp{-St2}[{N-312 + N-514 1tl}{l + NI(pj->..) 4} 

+ N-3/2{I (pj->..)4}] • 
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PROOF. For simplicity we make use of order symbols in this proof and O(x) 

will denote a quantity that is bounded by B1 lxl where B1 depends only on c, C 

and E:, 

Suppose first that lw(p)I > I. Then (2.21) and (3.5) are easily seen 
* 2 2 to imply that Iv (t,p)I = O(w (p)exp{- E:(1-E:)ct /4}), whereas for v(t,p) we 

have the bound (2.51). The right-hand side of (3.6), however, contains a 

term BN½w4 (p)exp{- $t2} so that the lemma is trivial for lw(p)I > I. 

We therefore assume that lw(p)I ~I.Noting that o2(p) is bounded away 
( ( ) ) -2 - 2 . from zero c.f. 2.25 , we expand a , a, T and K • about the point r,1 

p. = A, I ~ j ~ N, using elementary inequalities to bound the remainders 
J 

in terms of N and 

We find 

a(p) 

(I-2A/ 

A ( l-A)N2 

1 
O(Mj) 

K),O(p) = A(l-A)(l-2A) + 0(M~+M2) , 



K4, 0 (p) = A(l-A)(l-6A+6A 2) + O(Mi) , 

K4,I (p) = O(Mi) ' 

To illustrate the computations involved we present the argument for K3 , 3 • 

By (2.21), the result for a(p) and the fact that O ~ M1 ~ I, we have 

-I , 3 -L , 2 
K3,3(p) = N l p.(l-p.)(1-2p.)a. -3N a(p) l p.(I-p.)(l-2p.)a. 

J J JJ J J JJ 

Holder's inequality and (2.21) imply that 

21 
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As a(p) is bounded, K3 , 3 (p) is obviously also 0(1). Note that the a-typical 

order of the remainder O(N!Mt) originates from the term O(N- 1Ila.1 3(p.-A) 2) 
-1 J J 

where we have to sacrifice a factor O(N 4 ) in order to apply Holder's in-

equality and (2.21). The same thing occurs for K4 , 4 (p). 

For µk(p) defined by (2.28) we find 

µl(p) = -------1 ---1 L (p.-A) + O(M~+N½M~) 
A (1-A)N 2 J 

µ2(p) = A(l~A) + O(M~+M2+NM;) 

µ4(p) = 3 + 0(M~l+M2+NM22) , 
A2(1-A)2 

µ5 (p) = 0(N½M2) , 

Straightforward but tedious calculation now yields 

(3. 7) 

+ l rlA(l-A)(l-2A)La~+(l-6A+6A 2)Ia~(p.-A)- 3<1; 2A) 2 Ia:Ia.p.](it) 3 
6N3 / 2 J J J J J J 

+ A(l-A) r (1-6A+6A2) I a~ - 3(1-2A)2 { I a:}2](it)4 
24N2 l J N J 

+ A2(1-A)2;1-2A)2 { I a~}2(it)6 + O((ltl3+t4)[N-5/4 + N-l/4M!/2] 
72N J 
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Next we expand the remaining factor in (2.30). Because both T2(p) and 

its leading term A(l-A)N-l la~ are bounded away from zero, there exists 
J 

e > 0 depending only on c, C and D, such that 

(2'1T) exp - W (p) - T (p) t - iw(p)a(p) t l { 2 2 2 } 
cr (p) 202 (p) 2 

[ 21T l} { A (]-A) \ 2 2} 
= A(l-A)J exp - 2N l ajt 

A(~~~~~;7 2 l (pj-A)L ajpj(it) + iN {<t-2A) l a~(pj-A) 

2 2 (l-2A) 2 \ 2}. 2 - l aj(pj-A) - A(l-A)N {l ajpj} (it) 

+ (l-2A) 2 2 2 4] ___ __,,...._ {L a.(p.-A)} (it) 
8N2 J J 

+ o(exp{- et2}[N-3/ 2 + Nl/~l + NS/2 M~]) . 
Multiplication by (3.7) yields (3.6). 0 

Here is our first unconditional expansion. Define 

(3.8) p(t) = E exp{itN-lT} , 

{] I {\(P ') 2 {\ (P.-')} 2) + ~ A.*(P)(1°t)k}] • 
X + 2A(l-A)N l J.-A - l A l -K 

J k=I 

LEMMA 3.3. Suppose that (3.1) hoZds arzd that positive nwnbers c, c, o, o' 
and E exist with o' < min(!,o/2,c2c-1/4) and such that (2.62) is satisfied 

and 
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(3. IO) l t 2 > 
N l aj - c, 

4 a. !S: C, 
J 

(3.11) 

Then thePe exist positive numbePs b, B, e1 and e2 depending only on c, c, 
o, o' ands such that foP ltl !S: bN312 , 

~, 

(3. 12) 

PROOF. In this proof we again use O symbols that are uniform for fixed c, C, 

o, o' and£. Note that EH{g(X1)/h(X1)} = I, so that (3.11) and Markov's in­

equality ensure that min(A,l-A) ~ s(I-o'). 

Take a number o" E (o' ,min(l/2,o/2,c2c-l /4) and define the event Eby 

E = {£ !S: P. !S: 
J 

l - £ for at least (l-o")N indices j} = 

Ag (X.) 
= {£ !S: J !S: 1 - £ for at least (l-o")N indices j} 

h(X.) 
. 

J 

Applying an exponential bound for binomial probabilities (c.f. Okamoto (1958)) 

we find that (3.11) implies 

(3.13) 

Because A and (I-A) are bounded away from O, the same is true for N½ BN (A). 
½ ,n 

Also, (2.10) and (2.11) imply that lv(t,p)I !S: 2nN for all t and p. 

Hence application of lemma 3.1 shows that 

(3. I 4) 
EHv(t,P)exp{itN-!Ia.P.}xE 2 

p(t) = ------.----.,._J_.J....__ + O(exp{-N(o"-0 1 ) }) 

2nN~BN (A) ,n 

where XE denotes the indicator of E. 

Since o'' < o/2, (2.62) ensures the validity of (2.22) on the set E 

with o replaced by o - 20 11 • If I I denotes summation over those indices j 



for which P. i [e,1-e] and k denotes the number of these indices, then 
J 

k :5: o"N on E and as a result 

T 2(P) 2! 
e (1-e) [JI (a.-a(P)) 2 - }:' (aj-a(P)) 2] N J 

2! e (1-e) [ I a:+ N{i(P)} 2 - 2 }:' 
2 

2k{a(P)} 2] a. -N j=I J J 

2 -1 on E, because o" < min(! ,c C /4). 

We have shown that on the set E, a and P satisfy the conditions on a 

and pin lemmas 2.3 .and 3.2. Combining (3.14), (2.31) and (3.6) we obtain 

(3.15) 
* -h EHv (t,P)exp{itN la.P.}xE -S2logN 

p ( t) = -----.-----J _,J.___ + 0 ~N 
2"ITNiBN (>.) ,n 

+ exp{- S1t 2}[{N-J/2+·N-5/ 4 ltl}{l + NEH}: (Pj->.) 4} 

+ N-3/2EH{}: (Pj->.)}4]) 

3/2 for ltl :5: bN , where b, s1 and s2 depend on c, C, o, o' and e only. 

* Because of (3.13) and the fact that v (t,p) = O(N), (3.15) remains 

valid if we delete XE• Using 

[ 2"IT ] ~ ( I - >. + >. 2 ) -2 
= A(l->.) \ 1 - 12>.(t->.)N + O(N ) 

one easily verifies that in (3.15) the first term on the right may be re­

placed by p*(t) without changing the order of the remainder. Since 
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the proof of the lemma is complete. 0 

Define 

(3. 16) 

In the remaining part of this section we obtain a further expansion for 

p(t) and convert this expansion into one for the d.f. of T. Although we 

still do not assume contiguity, we shall be guided in what terms we include 

in the remainder by the fact that under contiguous alternatives we expect 
-1 

(Pj-~j) to behave roughly like OPH(N ). Let 

5 
(3.17) K(x) = ~(x) - ~(x) l ak ~(x) , 

· k=O 

where~ and~ denote the standard normal d.f. and its density, the Hermite 

polynomials~ are given by (2.43) and 

(3. 18) 

THEOREM 3.1. Suppose that (3.1) holds and that positive numbers c, C, o and 

e: exist such that (3.10) and (2.62) are satisfied and 
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(3.19) 

Then there exists B > 0 depending only on c, C, o and e suah that 

(3.20) 

PROOF. In this proof B. and S, denote appropriately chosen positive numbers 
1 1 

depending only on c, C, o and e. We shall have to consider the r.v. 

(3.21) U = N-½ l a.(P.-~.) 
J J J 

and we note that 

(3.22) EHlul3 s N-3/2[Ilajl{EHIPj-~jl3}1/3]3 

s c3/4N-3/4[I{EHIPj-~jl3}4/9]9/4 • 

Since supx(l+IK(x)I) s B1(t+EHU2) ~ B1(2+EHIUl 3) we may assume without 

loss of generality that EHIUl 3 s 1, because otherwise (3.20) is satisfied 

trivially for B
2

= 3B 1c314 • Hence supx(t+IK(x)I) s 3B 1 and similar bounds 

lakl s B2(l+EHU) s 3B2 and supxlK'(x)I s 3B3 hold for aO, ••• ,a5 and for 

the derivative K' of K. 

Take o' = min(l/4,o/4,c2c-1/8). In view of 1 + IKI s 3B 1 it is again 

no loss of generality to assume that EH(g(X1)/h(X1)-t) 4 s o'e4/t6, because 

otherwise (3.22) with B = 48B1/(o'e4) is trivially true. Hence by (3.19) 

and Markov's inequality 

so that the conditions of lemma 3.3 are satisfied and (3.12) holds. 

The proof hinges on the expansion 
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and its truncation to fewer terms. We apply this expansion to (3.9) and in 

the resulting expression we replace P by n wherever this is possible without 

giving rise to remainder terms that would be awkward to handle at this point. 

Using elementary inequalities to seperate out and bound those parts of the 

remainder that depend on the (P.-A) rather than on the (P.-n.), we arrive 
J J J 

at 

(3.23) 

(3.24) p(t) 

Because maxla.1 s (CN)l we find by the same reasoning as in (3.22), 
J 

-I I , 2 I -2 , 2 2 -5/4 'I I 2 N EH Ula.(P.-n.) + N EH{la.(P.-n.)} s B5N EH{l a.(P.-n.) } 
JJJ JJJ . JJJ 

s B N-5/ 4[1 + EH{}:la.(P.-n.)1}3] 
5 J J J 

s B5N-5/4 + B6N-1/2[}:{EHIPj - njl3}4/9]9/4 

Together with (3.22) this shows that (3.23) may be reduced to 

(3.25) * 2 { -5/4 1/2 (g(XI) ) 4 
IP (t) - p(t)I s B71tlexp{- e3t} N + N EH h(XI) - I 

+ N-1/2[r{EHIPj-njl3}4/9]9/4} • 

-ii , I 1 I As a0 , ••• ,a5 are bounded and N l a.n. s C N, we have 
! J J.:..i 1 ! 

IP'(t)I s B8N for all t. Since IP'(t)I s N EITI s C4 N for all t and 

p(O) = p(O) = I, 



(3.26) 

Combining 

(3.27) 

for all t. 

lemma 3.3, (3.25) and (3.26) we find 

bN3/2 

J 
-bN3/2 

B N-3/2 + 
9 

J lp(t)~p(t)ldt 

N-2~1tl~bN312 
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Now p(t) is the Fourier-Stieltjes transform of K({N!x-Ia.n.}{A(l-A)La:}-!) 
J J J 

as a function of x. This is a function of bounded variation assuming the 

values O and 1 at - 00 and +00 and having a derivative that is bounded by 
-1 -1 

3B3c 2 {£(1-£)} in absolute value. It follows from the smoothing lemma 

(ESSEEN (1945)) that 

is bounded above by the right-hand side of (3.20). A change of scale com­

pletes the proof. D 

Theorem 3.1 provides the basic expansion for the distribution of T 

under contiguous alternatives. Only first and second moments of functions 

of order statistics remain to be determined. In section 4 we shall be con­

cerned with a further simplification of the expansion and a precise evalua­

tion of the order of the remainder. With regard to this remainder we are in 

a seemingly less favorable position than we were at the same stage in the 

one-sample problem (c.f. ABZ (1976), theorem 2.3), because the third re­

mainder term in (3.20) is larger than the corresponding term in the one-
1 

sample case by a factor N4 • This is due to the appearance of the remainder 

term N-IEHlu l a:(P.-n.)I that does not occur for the one-sample statistic. 
J J J 

It will turn out, however, that we shall need only a slightly stronger con-

dition than before to show that the remainder is still O(N-5/ 4). 

The conditions of theorem 3.1 concern only the sample ratio A and the 

scores a. There are no assumptions about the underlying densities f and g 
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but this is merely a trick; obviously something like contiguity is needed 

to make the expansion meaningful in the sense that the remainder is at all 

small. With regard to the conditions on the scores, (3.10) acts as a safe­

guard against too rapid growth and (2.62) ensures that the a. do not cluster 
J 

too much around too few points, thus preventing a too pronounced lattice 

character of the distribution of T, as was pointed out in ABZ (1976). It 

was also noted there that in the important case of exact scores a.= EJ(U. N)' 
J J : 

with Ul:N < u2 :N < ••• < UN:N order statistics from the uniform distribution 

on (O,l), both (3.10) and (2.62) will be satisfied for all N with fixed c, 

Cando if J is a continously differentiable, non-constant function on (O,l) 

with J J 4 < 00 • The same is true for approximate scores a.= J(j/(N+I)) 
J 

provided that J is monotone near O and 1. 
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4. CONTIGUOUS LOCATION ALTERNATIVES 

The analysis in this section will be carried out for contiguous loca­

tion alternatives rather than for contiguous alternatives in general. The 

general case can be treated in much the same way as the location case, but 

the conditions as well as the results become mote involved. 

We recall some assumptions and notation from section 3 of ABZ (1976). 

Let F be a d.f. with a density f that is positive on R1 and four times dif-

f . bl . h d . ' f(i) . I 4 D f" erentia e wit erivatives , 1 = , ••• , • e ine 

( 4. I) 
f(i) 

1/li = -f- i = I, ••• ,4 , 

and suppose that po_sitive numbers E' and C' exist such that for 

6, m2 = 3, 4 I , ml = m3 = 3' m = 4 
00 

(4. 2) 

sup{ f 
m. 

S E: 1 } li/1/x+y) I 1 IYI C', i I , ••• , 4 f(x)dx: s = 
-co 

. 

So far, we have studied the distribution of T under the assumption that 

x1, ... ,~ are independent, x1, ••• ,Xm having common d.f. F and Xm+I'···,~ 

having d.f. G. We now add the assumptions that 

(4. 3) G(x) = F(x-8) 

for all x and that 

(4. 4) 0 s 8 s DN-½ 

for some D > 0. Probabilities under this particular model will still be de­

noted by P. Note that (4.2), (4.3) and (4.4) together imply contiguity. 

In section 3 we also introduced an auxiliary model where x1, ••• ,~ are 

supposed to be i.i.d. with common d.f. H = (1-A)F + AG. In view of (4.3) 

this common d.f. now becomes H(x) • (1-A)F(x) + AF(x-8). Probabilities, 

expectations and variances under this model will be denoted by PH, EH and 

a~ as before. Similarly, PF, EF and a; will indicate probabilities, 
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expectations and variances under a third model where x1, ••• ,~ are i.i.d. 

with coIIID1on d.f. F. Note that fore= 0 these three models coincide. 

Define 

5 
(4.5) K(x) = ~(x) - $(x) L akl\(x) , 

k=O 

where 

(4.6) ~ _ 1 ().(]-).))½[ 2 \ -1 \ 
a0 - 6 z 3(1-2).)8 l a.EFtjJZ(Z.) - 6N 8 l a.EFtjJl (Z.) 

Ia. J J J J 
J 

- e3IajEF{(l-3).+3A2)tjJ3(zj) - 6).(1-A)tjJ 1 (Zj)tjJ2(Zj) 

+ 3\(1-).)tjJi(Zj)}] , 

2 -] \ 2\ + 6(1-2).) N 8la.la.EFtjJl(Z.) 
J J J 



and let 

(4. 7) 

2 3 2 
(1-2A) 6Ea.Ea.EFij,l(Z.) 

J J J 
12{A(l-A)}l/Z(Ea~)S/Z 

J 

(I-2A) 2(Ea~>2 

n = _ (A(l-2A))½ 6 
Ea. 

l ajEFij,1 (Zj). 

J 

We shall show that K(x-n) is an expansion for the d.f. of {A(l-A)L a~}-½T. 
J 

The expansion will be established in theorem 4.1 and an evaluation of the 

order of the remainder will be given in theorem 4.2. 

Let n(F,6) denote the power of the one-sided level a test based on T 

for the hypothesis F = G against the alternative G(x) = F(x-6). Suppose 

that 

(4.8) E: 11 :,; a :,; 1 - E: 11 , 

for some E: 11 > 0. We shall prove that an expansion for n(F,6) is given by 

(4.9) 

where u 
a 

tion and 

(4. IO) 

5 
n(F,6) = 1 - ~(u -n) + ~(u -n) l BkH. (uN-n) , 

a a k=O --k ~ 

-] 
= ~ (I-a) is the upper a-point of the standard normal distribu-

3 (I-2A)Ea. 2 ~ 3 u ~ J a 
Bo = a -

6{A(l-A)}l/Z(Ea~) 3/Z 
(u -1) + 2a5(2u -Su) 

0 a a a 2N 
J 

2 4 
{ (l-6H6A )Ea. (l-ZA)2} 3 

- - (u -3u) 
24A(l-A)(Ea~)2 8A(l-A)N a a 

J 

SI 
~ 2 2 o-n>2 2I 3I 2 = al+ as (ua-1) 2 2 e a. a.EFij,2(Z.)(u -1) 

12(Ea.) J J J a 
J 

33 
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~ 8k = ak fork= 4,5. 

THEOREM 4.1. Suppose that (3.1) and (4.3) hold and that positive nwnbers 

c, c, C', D, o, E and E' exist suah that (3.10), (2.62), (3.19), (4.2) and 

(4.4) are satisfied. Define 

(4.11) M = N-5/4 + N-1/2e3[I{EFl~1<zj) - EF~1<zj)l3}4/9]9/4 

+ N-3/4e3[I{EF(~2(Zj) - EF~2<zj))2}2/3]3/2 . 

Then there exists B _> 0 depending only on c, C, C', D, o, E and E' such that 

suplP( T 2 ½ ~ x) - K(x-n) I ~BM. 
X 0,(1-).,)fa.} 

J 

( 4. I 2) 

If, in addition, (4.8) is satisfied there exists B' > 0 depending only on 

c, C , C ' , D, o , E , E ' and E" such that 

(4. 13) ln(F,e) - ;(F,e)I ~ B'M. 

PROOF. The proof of (4.12) hinges on Taylor expansion with respect to 8 of 

the moments under PH of functions of P = (P 1, ••• ,PN) occurring in expansion 

(3.20). Since both Hand P depend one the argument is highly technical and 

laborious and it is therefore give.n in the appendix. Theorem 3. I, corollary 

A.I, (A.12) and (A.13) immediately yield (4.12). 

The one-sided level a test based on T rejects the hypothesis if 

T{>..(I->..) l a7}-½ ~ ~ with possible randomization if equality occurs. Using 
J a 

(4.12) fore= 0 (or corollary 2.1), (3.10), (3.19) and (4.8) we easily show 

that 

(4.14) 

3 (J-2>..)Ea. 2 
~ = u + J (u -1) 
a a G{>..(I->..)}1/2(Ea7)3/2 a 

J 
2 4 

2a5(2u3-5u) 
a a 

u 
a +-2N 

{ (l-6H6>.. )Ea. (l-2>..)2} 3 5/4 
+ ____ _....,.. -----.,----,-- (u -3u ) + O(N- ) , 

24>..(J->..)(Ea~)2 - 8>..(1->..)N a a 
J 



35 

where, in this proof, O(x) denotes a quantity bounded by B1 lxl with B1 d~­

pending only on c, C, C', D, o, e, e' and e". Because of (4.12), 

~ 
rr (F, 8) = I - K(~ -n) + O(M) . 

a 

Using (4.14), (4.8) and the bounds provided by corollary A.I, we now ex-
~ 

pand K(~ -n) about the point (u -n) and arrive at (4.13). 0 
a a 

Define 

(4.15) f.(t) = ~.(F- 1(t)) 
l. l. 

f(i)(F- 1(t)) 
= -------'------

f ( F - 1 ( t)) 
l. = 1, ..• ,4 . 

THEOREM 4.2. Let M be defined by (4.11) and suppose that positive nwnbers 

Cando exist such that 1~;(t)I ~ C{t(l-t)}-5/ 4+o and 1~;(t)l~c{t(l-t)}-3/z+o. 

Then there exists B > 0 depending only on Cando such that 

PROOF. The proof is similar to that of corollary AZ.I in ABZ (1976). To 

deal with the second term of M we take h = f 1 and replace 4/3 by 5/4 1.n the 

proof of that corollary. For the third term of M we take h = f 2 , replace 

4/3 by 3/2, appeal to condition R2 instead of R3 and otherwise proceed as 

in the proof of corollary A2.l of ABZ (1976). 0 
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Fis the class of d.f. 's Fon R1 with positive and four times differentiable 

densities f and such that, for~-= f(i) /f, ,. = ~.(F- 1), m1 = 6, m2 = 3, 
4 1. 1. 1. 

m3 = 3' m4 = I, 
CX> 

(5.6) f 
m. 

lim sup I~- <x+y) I 1. f(x)dx < 1, •.• ,4, CX> 1. = ' y+O 1. 
-ex, 

(5. 7) 
'"(t) 

lim sup t(l-t)/ ! I 3 
<-2 • 

t➔O, I f I (t) 

Note that one can argue as 1.n the proof of corollary AZ.I of ABZ (1976) 

to show that, in conjunction with (5.5), condition (5.4) is weaker than 

the assumption JJ6(t)dt < 00 • Define 

(5.8) ao = ½ ( A~l-A) )~rl3(1-2A)Ne 2fJ(t)f2(t)dt - 6efJ(t)fl(t)dt 
NJJ (t)dt 

1 [ f 2 2 2f 2 al = 2 -4(1-2;>._)6 J (t)f 1(t)dt+2(1-2A) 6 J (t)f2(t)dt 
8JJ (t)dt 

-4;>._(J-;>._)e 2fJ2(t)fi(t)dt 

2 ff I f + 4;>._(}-;>._)6 J(s)J(t), 1(s), 1(t)[sAt - st]dsdt 

- 4(1-2A) 2e2{f J(t), 1(t)dt} 2 

+ ;>._(J-;>._)(J-2;>._) 2Ne 4{JJ(t),2(t)dt} 2] 
1 +-

2N ' 

ci2 
1 

[ 2(1-2;>._) f J 3(t)dt = 
12{;>._(J-;>._)N} 1/ 2{JJ2(t)dt} 3/ 2 

2 I 3 - 2(1-6A+6;>._ )6 J (t), 1(t)dt + 
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a = I r (1-6A+6A 2)fJ4(t)dt 
3 24A(l-A)N{JJ2(t)dt} 2 L 

+ 3A(l-A)(I-2A) 2Ne 2{fJ2(t)~ 1(t)dt} 2 

2 2f 3 f l (1-2A) 2 
+ 2A(I-A)(l-2A) N8 J (t)dt J(t)~2(t)dtJ - BA(l-A)N, 

3 2 
(l-2A)2e !J (t)dt!J (t)~ 1(t)dt 

12{A(l-A)N} 1/ 2 {JJ2(t)dt}5 / 2 

- (l-2A) 2 {f J 3(t)dt} 2 
a=........,...--,-........,.----,-------~ 

5 72A(l-A)N {JJ2(t)dt}3' 

(5.9) Kl(x) = ~(x) - ~(x)[ I akl\(x) 
k=O . 

(5. 10) 

(5. 11) 

( A(l-A) )! { N 
+ ½\ 2 e 2 l cov(J(U. ·N),~ 1 (U. •N)) 

NJ J ( t) d t j = 1 J • J • 

JJ(t)~ 1(t)dt N 2 }] 
- 2 l a (J(U. ·N)) , 

f J (t)dt j=l J. 

= ~(x) - ~(x)[ I akl\c(x) 
k=O 

1-N-l 

+ !( l~l-l) ) 1a{2 J J'(t)l;(t)t(l-t)dt 
NfJ (t)dt N-1 

f J(t)~ l (t)dt 

JJ2(t)dt 

1-N-l 

f _1 (J'(t)) 2t(l-t)dt}] , 

N 
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(5. 16) 

(5. l 7) 

1-N-l 

+ BN-312 J jJ'(t)l(IJ'(t)I + 1,;(t)j){t(l-t)}~dt. 
-1 

N 

PROOF. In the first part of the proof we shall not need requirement (5.4) 

but only the weaker assumption f J 4 (t)dt < 00 • We proceed as in the proof 

of theorem 4. 1 in ABZ (1976), drawing heavily on the results in appendix 2 

of ABZ (1976). Note that these results remain valid in the present context 

even though the definition of the functions f. is slightly different here. 
l. 

Throughout the proof we shall make use of O and o symbols that are uniform 

for fixed F, J, D, sand £ 1 • 

Because la.= NfJ(t)dt = 0 and in view of the remark made at the end 
J 

of section 3, the assumptions of theorem 4.1 are satisfied. The proof of 

corollary A2.l of ABZ (1976) shows that (5.6) and (5.7) imply that 

(5. 18) for t + O, l 

II -}3/6 -1/6 Hence, because of (5.7), t 1(t) = o({t(l-t)} ) and t 1(t) = o({t(l-t)} ) 

fort+ 0,1. Since f(F- 1) has a summable derivative , 1 on (0,1), f(F- 1) must 

have limits at O and I; as f is positive on R1, these limits must be equal 

to 0. It follows that f(F- 1(t))= o({t(l-t)} 516) fort+ 0,1. Combining these 

facts with the identity ,;(t) = 'i(t)f(F- 1(t)) + 3t 1(t)f;(t), we find that 

(5. 19) for t + 0, l • 

Thus the assumptions of theorem 4.2 are also satisfied and we can take the 

expansions of section 4 as a starting point for proving theorem 5.1. 

In ao,···,a5, so,···,S5 defined by (4.6) and (4.10) we may replace EF 
2 2 -1 . 

aF and ~.(Z.) by E, a and ~.(F (U. N)) = f.(U. N) without changing any-
1. J l. J: l. J: 

thing. Next, arguing as in corollary A2.2 of ABZ (1976), we see that for all 

sums of the form Iat and Ia!Eh(Uj:N) occurring in ao,···,a5, So,···,Ss we 

may write 
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(5. 20) ! la~= J Jk(t)dt + o(l) , 

(5. 21) _NI I k ( a. Eh U. N) 
J J: 

= J Jk(t)h(t)dt + 0(1) , 

and also 

(5.22) 

We note that a0 , ••• ,a5, a0, ••• ,a5 are obtained from a0, ••• ,a5, a0 , ••• ,a5 
by replacing every expression of the form (5.20) - (5.22) by the correspond­

ing integral on the right in (5.20) - (5.22). Since f J 2(t)dt > O, we know 
. ~ ~ ~ ~ 0 -1 that for those terms in a0, ••• ,a5 , 60 , ••• ,65 that are (N ), this substi-

tution can only introduce errors that are o(N- 1). 

The first terms in ~O' ~land ~2 as well as the second term in e0 are 

generally not O(N- 1) but only O(N-i), and here the substitution of integrals 

for sums gives rise to more complicated remainder terms. This creates 

problems we did not encounter in the one-sample case where certain symmetries 

prohibit the occurrence of O(N-1) terms. We have 

½ Iai = f J 2(t)dt-! Io2(J{Uj:N)), 

! Ia1 = f J\t)dt-! Icov(J(Uj:N),J2(Uj:N))- !IEJ(Uj:N)cr2(J(Uj:N)), 

l 2 
- N l Ell(Uj:N)cr (J(Uj:N)) • 

By (A2.22) in ABZ (1976), N-3/ 2 l cr 2(J(Uj:N)) = o(N-1). It follows that 

fork= 0, ••• ,5, 

(5.23) 
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(5. 24) 

By (A2.17), (A2.22) and (A2.23) in ABZ (1976) we have 

(5.25) - ( A(l-A) )½ [ \' n = n + ! 2 6 2 l cov(J(U .• N), '¥ 1 (u .. N)) 
NfJ (t)dt J• J• 

JJ(t)'¥l(t)dt \' 2 ] + o(N-1) 
- ·z lo(J(U .• N)) = 

JJ (t)dt J• 

Hence, uniformly in x, 

and similarly 

It follows that, in order to prove (5.14) and (5.16), it suffices to show 
-1 that M1 = o(N ). Since (5.15) and (5.17) are innnediate consequences of 

(5.14) and (5.16) on the one hand and (A2.22) and (A2.23) in ABZ (1976) on 

the other, the proof of the theorem will then be complete. 

At this point we finally need condition (5.4) rather than the weaker 

assumption f J 4(t)dt < 00 • Using (5.4), (5.18) and (5.19) and proceeding as 

in the proof of corollary AZ.I in ABZ (1976), we find that each term of M1 
is 

(5.26) 

1-N-I 

o(N-312 f {t(l-t)}-312at) = o(N- 1) • 

N-1 
D 
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REMARK. In the above we have stressed the fact that the only reason for re­

quiring (5.4) rather than assuming f J 4 (t)dt < 00 , is that we have to show 
-I 

that M1 = o(N ). However, there are special cases of interest where 

J J 4 (t)dt < 00 suffices. If either 11. = L or f is a symmetric density and 

J(t) is antisymmetric about t = !, then M1 = O. Less trivially, since 

J J 4 (t)dt < 00 and (5.5) imply that J'(t) = o({t(l-t)}-5/ 4), we can follow 

the reasoning leading to (5.26) while retaining the factor (1-211.), to arrive 

at 

(5. 27) 

-1 
Hence in the special cases where either 11. = ½ + O(N 4 ), or f is a symmetric 

density and J is antisymmetric about the point½, the conclusions of theorem 

5.1 will hold if condition (5.4) is replaced by the assumption J J 4 (t)dt < 00 • 

Comparison with ABZ (1976) shows that in these special cases the conditions 

under which theorem 5.1 holds are essentially the same as the conditions of 

the comparable theorem 4.1 in ABZ (1976) for the one-sample problem. This 

is not surprising as one may think of the one-sample case under contiguous 

alternatives as a two-sample situation with 11. = l + Op(N-½). 

We now turn to the special case J = - '¥ 1 . For FE F we obtain by partial 

integration 

(5.28) f '¥ 1 (t)'¥ 2(t)dt = ! f 3 '¥ 1(t)dt, 

J '¥:(t)'¥2(t)dt = j f 4 '¥ 1(t)dt, 

f '¥ 1 (t)'¥3(t)dt = j J '¥i(t)dt - f 2 
'¥ 2(t)dt, 

ff I I 

= ¼ J '¥i(t)dt - ¼<J'¥:(t)dt) 2 '¥ 1(s)'¥ 1 (t)'¥ 1(s)'¥ 1(t)[sAt-st]dsdt 

Substitution of J = - '¥ 1 and application of (5.28) considerably simplifies 

the expressions (5.8) and (5.12) for ak and Sk. Note that n defined by 

(5.11) reduces to 
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(5.29) 

The expressions for ak and Sk simplify somewhat further if we express e in 
* \ - * terms of q throughout. Finally we rearrange the terms in l akHk(x-n) and 

l sk~(ua-n*) according to the integrals involved and substitute the ex­

plicit expressions (2.43) for the Hermite polynomials~- In this way we 

find after laborious but straightforward calculations that for J = - f 1, 

(5.30) 

where 

(5.31) 

5 
~(x-n) - ~(x-n) l ak~(x-n) = Lo(x) ' 

k=O 

5 
1 - ~(u -n) + ~(u -n) l SkH. (uN-n) = 

a a k=O -K u 

* L0 (x) = ~(x-n) 

* ~(x-n) 
288 

2 * *2 {- 2(x -I) - 2n x + n } 

4 
4 ff I (t)dt 2 3 2 2 2 

+ --,---,--~---=- {3(1-6A+6A )(x -3x+n*(x -l))-3(1-5A+5A )n* x 
A(l-A)N {ffi(t)dt}2 

2 *3 48 
+ 5(1-3A+3A )n } - A(l-A)N 

ff;(t)dt 

{ffi(t)dt} 2 

3 2 
(l-2A) 2 {ffl(t)dt} 5 3 * 4 2 *2 3 

+ ---,---,- ----- {4(x -!Ox +l5x) + 4n (x -6x +3) - 8n (x -3x) 
A(l-A)N {ff2(t)dt}3 

I 

* = l - ~(u -n) + 
a 
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(5.32) 

+ 

4 
4 J'i'l(t)dt 2 2 2 * 

+ ---,---,---,,----=- {3(1-6A+6A )(u -l)-3(1-5A+5A )nu 
A(l-A)N {J'i'2(t)dt}2 a a 

I 
2 

2 *2 48 J'i'2(t)dt 2 *2 
+ 5(1-3A+3A )n } - A(l-A)N 2 2 (l-3A+3A )n 

{J'l' l (t)dt} 

3 2 
(l-2A) 2 {J'i'l(t)dt} 2 * 3 *2 2 

+ --- ----~ {- 8(2u -1) + 4n (u +3u) - 8n (u -I) 
A(l-A)N {J'i'2(t)dt}3 a a a a 

I 

+ (1-3A+3A )n } • . 2 *2 ] 

* * n <j> (x-n ) 
L 1 (x) = L0 (x) + 2 

2Nf'l' 1(t)dt 

N 2 
I cr ('l't(u .. N)) ' 

j=l J• 

1-N-l 

I ('i';(t)) 2t(I-t)dt, 
-1 

N 

Note that (5.9), (5.10), (5.11), (5.13), (5.30) and (5.31) imply that for 
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J = - 'i'l' K.(x-n) = L.(x) and n.(F,8) = TI~(F,8) for i = 1,2. The expansions 
l l l l 
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* L3 and TI 3 are connected only with approximate scores that were not considered 

so far. 

THEOREM 5.2. Let FE F, J = - f 1, G(x) = F(x-8), 0 ~ 8 ~ DN-~, E ~A~ 1 - E 

and E 1 ~a~ I - E 1 for positive D, E and E'. Then, for every fixed F, J, 

D, E and E 1 , there exist positive numbers B, u1, 02 , ••• with li~-+oo oN = O 

such that the following statements hold for every N. 

(5.33) 

(5.34) 

(5.35) ITI(F,e) - n~(F,e)I 

(5.36) I 2 ½ 
(f 1(t)) {t(l-t)} dt; 

(ii) For approximate scores aj = - f 1 <Nil) 

(5. 37) 

(5.38) 

(5.39) 

and (5.36) continues to hold. 

' , 
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6 PROOF. For FE F, ~l is not constant on (0,1), f ~ 1(t)dt = 0 and ~I is sum-

mable. In view of the remark following definition 5.1, this implies that 
- - * J E J. We have already noted that K.(x-n) = L.(x) and n.(F,0) = n.(F,0) for 

1 1 1 1 

i = 1,2, if J = - ~I. Part (i) of the theorem is therefore an immediate con-

sequence of theorem 5.1. 

To prove part (ii) we retrace the proof of theorem 5.1 for J = - ~l 

and approximate scores aj = - ~1(j/(N+l)). The first difficulty we encounter 

is that in general I a.~ 0. However, lemma A2.3 of ABZ (1976), (5.7) and 
J 

(5. 18) yield 
1-N-l 

N 
l 

l I ~l(t)dt + O(N-l I ,~;(t)ldt) o(N-5/6) (5.40) a = - I a. =,- = . N J j=l -] 
0 N 

and one easily verifies that the conditions of theorem 4.1 hold for the 

reduced scores a. - a •. Since the assumptions of theorem 4.2 are also 
J 

satisfied, we have 

(5. 41) ( 
T-Ha. 

suplP J 2 s 
x {\(1-\)L(a.-a) }½ 

J • 

) 
A I -5/4 x - K(x-n) = O(N ) , 

-

, 

where Kand n are obtained from Kand n by replacing a. by a. - a. through-
] J 

out. Because, by (3.10) and (5.40) , 

(5.42) 
2 2 -5/3 

\ (a.-a) = Ia.(l+o(N )) , 
l J • J 

we can change the norming constant I<aj-a.) 2 of T in (5.41) back to }:a~ 

with impunity. As f ~l(t)dt = o, (5.42) also ensures that In - nl = o(~-513). 

Finally (A2.16) of ABZ (1976) and (5.18) imply that o;<Iaj~l(Zj)) = O(N) 

for J = - ~l and, together with (5.42), (3.10), (5.6) and (5.40), this 

yields sup IK(x) - K(x)I = o(N-413). Combining these results we find 
X 

(5.43) \ ~ I -5/4 s x) - K(x-n) = O(N ) 

and similarly 

(5.44) ln(F,8) - n(F,e)I = O(N-514) • 
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The remainder of the proof parallels that of theorem 5.1 for the special 

case J = - v1• We replace all sums as well as a 2(Iajv 1(uj:N)) by the appro­

priate integrals. The reasoning of corollary A2.2 of ABZ (1976) shows that 

for those terms in the expansions that are 0(N- 1), this substitution will 

only lead to errors that are o(N-1). For the O(N-1) terms the error com­

mitted is 0(M1) + 0(M2), where M1 is given by (5.24) with J = - v1 and M2 
originates from the difference between-exact and approximate scores. It 

was shown in the proof of theorem 5.1 that M1 = O(N-1). With regard to M2, 

(5.7), lennna A2.3 of ABZ (1976), (5.18) and (5.19) imply that, uniformly in 

J, 

(5.45) I k k(_j_)I = O(N-1) + O/N-l{j(N-j+l)}-l-k/6) 
{EVl(Uj:N)} - Vl N+l \ (N+l)2 

IEVl(UJ .•• N>I = 0(1) + o({j(N-j+l)}-1/6\ 
(N+t/ ) , 

!Ev (U .• >I = 0(1) + o({j(N-j+I)}-113), 
2 J.N (N+1)2 

where k = 1,2,3. It follows that M2 is of the form (5.26) and is therefore 

o(N- 1). 

It remains to replace n by n*. Because of (5.7), (5.18) and lennna A2.3 
-1, 2 -2/3 

of ABZ (1976), N la (V 1(uj:N)) = o(N ), and in view of (5.45), 

Hence, for J = - v1, 

(5.46) 
* n = n* - ---- I E{V (U. ) - v (_j_)} 2 + o(N-4/ 3) 

2NJV2(t)dt 1 J:N 1 N+l 
1 

= n* + o(N-213), 



49 

and a comparison with (5.25) for J = - f 1 shows that (5.37) and (5.39) will 

hold if 1 3 and TI; can be obtained from 1 1 and TI~ by replacing l o2(~ 1(Uj:N)) 

by l E{~ 1(uj:N) - f 1(j/(N+l))} 2• Since this is true, (5.37) and (5.39) are 

proved. The validity of (5.38) and (5.36) for approximate scores is a con­

sequence of (5.37), (5.39) and corollary A2.2 of ABZ (1976). The proof of 

the theorem is complete. D 

At this point it is appropriate to repeat some remarks made in ABZ 

(1976). The correspondence between expansions (5.34) and (5.38) and the 

fact that (5.36) holds for both exact and approximate scores seem to be 

typical for the case J = ~ , 1 @ In the general case where JI - ~1 , expan­

sions (5.15) and (5.17) will not hold for approximate scores even if Tis 

replaced by T - Al a. in (5.15). A second remark is that the growth con-
J 

ditions on J' and ~i implicit in our assumptions (viz. (5.4) and (5.18)) 

do not guarantee that the right-hand side in (5.15), (5.17), (5.34), (5.36) 

and (5.38) is indeed o(N-1) as is our aim. For this we would need 
-I -1 

J'(t) = o({t(l-t)} ) and fj(t) = o({t(l-t)} ). This may explain the pres-

ence of the remaining expansions in theorems 5.1 and 5.2, which are less ex­

plicit but do have remainder o(N- 1) under the conditions stated. Note that 

their presence in theorem 5.2 also indicates that even for J = - f 1, ex­

pansions for exact and approximate scores are not necessarily identical to 

o(N- 1). Finally we should point out that similar expansions with remainder 
-I o(N ) might have been given in theorem 4.2 of ABZ (1976) where they were 

unfortunately omitted. 

We conclude this section with a few examples of the power expansions 

in theorems 5.1 and 5.2. First we consider the powers TIW(~,8) and TIW(A,8) 

of Wilcoxon's two-sample test (W) against normal and logistic location 

alternatives (~(x),~(x-8)) and (A(x),A(x-8)) respectively, where A(x) = 

= (l+exp{-x})-I and e = O(N-i). We find 

(5.47) Tiw(~,e) ~(u -n) + 
n~cu.-n)[ 37-217A+217A 2 2 

= 1 - (u -1) -½- 20A(1-A) a N a 

1 {1 + 
67-437A+437A 2 

}uan + + 
A(l-A) 20 
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where n 

(5.48) 

* where n 

I {/3 7T 29-219.;\.+219,;\. 2 } -2 
,;\.(I-,;\.) 6+ 36 + 20 n 

( l-6.;\.+6.;\. 2) 6 arctn/2 {u2 - 2] -I 
+ A (I-,;\.) 7T a - 1 - 2ua n + n } + 0 (N ) , 

= ( A ( 1 - A ) N) ½ e 
\ 3 • 

As a second example we compute expansions for the powers 7TNS(~,e) and 

TINS(A,e) of the two-sample normal scores test against the normal and logis­

tic location alternatives described above. The result is 

(5.49) 

0 

where now n* = {,;\.(l-,;\.)N}½e, and 

(5.50) 
n~(u -ri) [ 1-3.;\.+3.;\.2 2 

TINS(A,0) = l - ~(ua-n) + ; - ¾ - 12,;\.(I-,;\.) (ua-1) 

~ -1 (I-N-1) 

+ J 
0 

Hx)( I -Hx)) dx 
Hx) 

l l1r(l-S.;\.+S.;\. 2) 
6,;\.(J->.) 



- (A(I-A)N)! · where now n = ~ e. Note that theorem 5.2 ensures that expansion 

(5.49) is also valid for van der Waerden's two-sample test which is based 

on the approximate scores a.= ~-l(j/(N+1)). To evaluate the integral in 
J 

(5.49) and (5.50) we write (cf. (4.25) in ABZ (1976)) 

~- 1 (1-N- 1) CJ0 

51 

(5.51) f Hx) (1-~(x)) dx = } log log N + ~ log 2-2 f <P(x) log x dx 
<P (x) 

0 
CJ0 

+ f 
0 

(2~(x)-1){x(1-~(x))-<P(x)} dx + 
x<jl(x) 

CJ0 

f O-Hx)) 2 

<P(x) 
0 

= ! log log N +½log 2 + 0.40489 ••. + o(l) 

0 

dx + o (1) = 

where the final result is obtained by numerical integration. 

BIBLIOTHEEK 
CF~ N"TF: U f•~-1 

-AMSTEflflt,ic.~--
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APPENDIX. EXPANSIONS FOR THE CONTIGUOUS LOCATION CASE 

In this appendix we provide the tools for deriving theorem 4.1 from 

theorem 3.1. The quantities appearing in the expansion of theorem 3.1 are 

expected values under PH of functions of P1, ••• ,PN and in the set-up of 

section 4 both Hand P1, ••• ,PN depend one. Our task is to provide Taylor 

expansions in e with error bounds for these quantities, thus reducing ex­

pectations EH to expectations EF while at the same time expanding the r.v.'s 

involved. Since we are only concerned with the models PH and PF under the 

assumptions of section 4, we suppose throughout that x1, ••• ,~ are i.i.d. 

with common density h under PH and funder PF, where h(x) = (1-A)f(x) 

+ Af(x-9) and f is positive and four times differentiable on R1 • Define 

;(x,t), p(x,t) and p(x,t) by 

(A. 1) (1-A)F(;(x,t)) + AF(;(x,t)-t) = F(x) , 

(A. 2) 
H(x-t) p (x, t) = --,--..,.....,-.......,,...... ......... 

(1-A)f(x)+Af(x-t) ' 

(A.3) p(x,t) = p(;(x,t),t) • 

As in appendix 1 of ABZ (1976), these functions are introduced because 

p(Z 1,e), ••• , p(ZN,8) under PF have the same joint distribution as P1, ••• ,PN 

under PH. Our main problem is therefore to expand p(x,t) as a function of 

t around t = O. 

(A.4) 

With~-= f(i)/f as in (4.1), we define for i = 1, ••. ,4, 
l. 

x.(x,t) = l~.(;(x,t))I + l~.(;(x,t)-t)I 
l. l. l. 

and for any function q of two variables we write 

q .. (x,t) = 
1.,J 

Then elementary but tedious computations yield 



p0 , 3(x,O) = -A(l-A){(l-3A+3A2)~3(x)-6A(l-A)~ 1(x)~2(x) 

3 + 3A(l-A)~ 1(x)} , 

where b1, ••• ,b4 are positive constants. 

Define TI.= EH P. as in (3.16). 
J J 

THEOREM A.I. Suppose tflat positive numbers C, C' and£' exist such that 

La~ s CN, Os 0 s £' and (4.2) is satisfied. Then there exists B > O 
J 

depending onZy on C, C' and£' such tflat 

(A. 7) 
02 

L a.(TI.-A) = A(l-A){-0 L a.EF~ 1(Z.)+(l-2A)-2 L a.EF~2(Z.) 
J J J J J J 
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03 2 3 - 6 L ajEF[(l-3A+3A )~3(Zj)-6A(l-A)~ 1(Zj)~2(Zj)+3A(l-A)~ 1(Zj)J}+M1, 

IM1I s BN51404 ; 

(A.8) 2 2 02 2 L aj(Tij-A) = A(l-A){-0 l ajEF~l(Zj)+(l-2A)T L ajEFw2(Zj)} + M2, 

IM2I s BN51403 ; 

(A.9) L ai(Tij-A) = -A(l-A)0 L aiEF~l(Zj) + M3 , 

IM3l s BNt3/1202; 

(A. 10) 
2 2 2 2 2 2 2 l ajEH(Pj-A) = A (1-A) 0 l ajEF~l(Zj) + M4 , 

IM4l :S BN5/4e3; 
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(A. 1 1) 

(A. 12) 

(A. 13) 

2 2 2 2 2 \ 
aH(}:ajPj) = A (l-A) e aF(laj~l(Zj)) + Ms ' 

IMsl $ B{N2e24/5 + N019/5[EFI l aj(~l(Zj) - EF~l(Zj))!3Jl/3 

+ e3aF(}:aj$ 1(Zj))aF(}:aj~2(Zj)) + e4a;<Iaj$2(Zj))} ; 

(
Ag(X1) )4 4 

EH h (X ) - A $ B0 ; 
1 

[I{EH!Pj - 1rjl3}4/9]9/4 $ e3[I{EFl~1<zj)-EF~t(Zj)l3}4/9]9/4 +mf1/4e6. 

PROOF. Although the proof is very similar to that of theorem Al.I and the 

relevant part of corollary Al.I in ABZ (1976), there are additional compli­

cations due to the ~act that now p0 , 2(x,O) f O. We begin by noting that the 

distribution of s(X1,t) under Fis that of x1 under AF(x) + (1-A)F(x-t), so 

that (4.2) and (A,6) imply the existence of B1 > 0 depending only on C' and 

such that 

(A. l 4) 

where m1 = 

Using 

find that 

m. 
sup{EFIPo,i(x1,ve)I 1 : O $ v $I}$ B1, 1 = 1, .•. ,4, 

6, m2 = 3, m3 = 4/3, m4 = l. 

lemma Al.I of ABZ (1976) together with la~$ CN and (A.14), we 
J 

• 4 
IMI I $ -~4 sup{}: la.lEFIPo 4(z.,ve)I: 0 $ V $ l} 

J ' J 
1 

(CN)!e4 ~ B C4 

0 l } < _1_ NS/484 $ 24 sup{NEFIPo,4(Xl,ve)I: $ V $ 
- 24 ' 

IM2I 
e3 2 ~ 

$ 6 sup{l ajEFIPO, 3(zj,ve)I: 0 $ V $ l} 

$ V $ I} 

...,,..._,, 
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which proves (A.7) - (A.IO) and (A.12). To establish (A.13) we note that 

Hence 

l 

EHIPJ.-nJ.1 3 ~ ~~ EFl$ 1(z.)-EF$ 1(z.)1 3+4e6 f 2(1-v)EFIPo 2(z.,ve)j 3dv, 
J J J ' J 

0 

I{EHIPj-njl3}4/9 ~ e4/3I{EFl$1(Zj)-EF$l (Zj)l3}4/9+2(Bl+I)Ne8/3 ' 

and (A.13) follows. 

It remains to prove (A.II). We have 

p(x,t) - \ + \(l-\)t$ 1(x) - ½\(l-\)(l-2\)t2$2(x) 

2 l 3 l 

= T f 2(l-v)(p0, 2(x,vt) - i,02 (x,O))dv=T f 3(l-v) 2i>0 , 3(x,vt)dv, 

O 0 

and as a result 
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Similarly, 

1 

t 3 J 2~ 14/5 x IT 3(1-v) Po,3<x,vt)dv 
0 

1 

s ltl 2415{1l(2(1-v)(p0 2(x,vt)-p0 2(x,O))dvl 3 
' , ' 
0 

1 

1 J 2~ 14/3 + le; 3(1-v) Po,3(x,vt)dv } 
·O 

1 

I 12415 f I~ I 3 I ~ I 3 I ~ I 413 s t . { p0 , 2(x,vt) + p0 , 2(x,O) + p0 , 3(x,vt) }dv . 

0 

lp(x,t) - A+ A(l-A)tljJ 1(x) - ½A(l-A)(l-2A)t21p 2(x)l 3/ 2 

1 

I 121/5 J 1~ 13 ,~ 13 1~ 14/3 s t { p0 , 2(x,vt) + p0 , 2(x,O) + p0 , 3(x,vt) }dv. 

0 

It follows that 

a;(Iaj{p(Zj,e)+A(l-A)61/J 1(zj)-IA(l-A)(l-2A)621/J 2(zj)}) 

s NI aiEF(p(X1,e)-A+A(l-A)61/J1(x1)-lA(I-A)(l-2A)6 21/J2(x1)) 2 

I covF(Ia/p(Zj'9)H(l-A)61jJ 1 (Zj)-lA(l-A)(l-2A)921/J/Zj}}, 2 ajljJI (Zj)) I 

s [EFIIa.{p(Z.,6)-A+A(l-A}91jJ 1(Z.)-lA(l-A)(l-2A)6 21p 2(z.}}1 3/ 2J213 
J J J J 
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~ [(Ila}l)½NEFIP(X1,e)-A+A(l-A)e~ 1(x1)-½A(l-A)(l-2A)e 2~2 (x1)i 312 ] 213 

I\ 13 1/3 
x [EF l aj(~ 1(Zj) - EF~l(Zj)) ] 

~ (3B1)2/3cl/4Ne14/5[EFIL aj(~l(Zj) - EF~t(Zj))!3Jl/3, 

lcovF(Z:aj{p(Zj,e)+11(1-A)6~ 1 (Zj)-½A(l-A)(l-2A)6 2~2(Zj)}, l aj~2(Zj) )1 

~ (3Bt)l/2cl/4N612/5crF(Laj~2(Zj)) . 

These inequalities ensures that there exists B2 > 0 depending only on B1 

and C such that 

~ B2{N2624/5+N619/5[EFIZ:aj(~l(Zj)-EF~l(Zj))!3Jl/3 

22/5 , 
+ NS crF(laj~2(Zj))} . 

. 22/5 , < 2 24/5 4 2, 
Since Ne crF(laj~2(zj)) - Ne + e crF(laj~2(Zj)), (A.II) follows 

mediately and the proof of the theorem is complete. D 

im-

COROLLARY A.I. Suppose that (3.1) and (4.3) hold and that positive numbers 

c, C, C', D, £ and £ 1 exist such that (3.10), (3.19), (4.2) and (4.4) are 

satisfied. Let K, a., K, a. and n be defined by (3.17), (3.18), (4.5), (4.6) 
1 1 

and (4.7). Then there exists B > 0 depending only on c, C, C', D, £ and £ 1 

such that 

(A. 15) sup!K(x - Eajnj 2 i) - K(x-n)I ~ B{N-5/ 4 
x {11(l-11)Ea.} 

J 

+ N-!e3[I{EFl~1<zj)-EF~1<zj)l3}4/9] 9/4 

+ N-3/4e3[I{EF<~2<zj)-EF~2<zj))2}2/3]3/2} ' 
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(A. 16) 

(A, 17) 

2 

82 crF(Iaj~l(Zj)) ~ B{N-1 + N-!e3[2{EFlw1(Zj) - EFwl(Zj)l3}4/9]9/4}, 
Ea. 

J 

and all other terms occurring in ~0 , .•• ,~5 are bounded in absolute value by 
BN-I. 

PROOF. In this proof O(x) will denote a quantity that is bounded by B1 !xi 

with B1 depending only on~, C, C', D, £and£'. 

We begin by noting that (A.16) and the last statement in corollary A.I 

are immediate consequences of Holder's inequality, (3.10), (4.2) and (4.4). 

Also 

(A. 18) 

~I+ e3[2 lajl{EFlwl(Zj) - EFwl(Zj)l3}I/3] 3 

~ + e3(2a1)3/4[2 {EFlwl(Zj) - EFwl(Zj)l3}4/9]9/4, 

and in view of (3.10) and (4.4), this implies (A.17). For later use we note 

that similarly 

(A. 19) 

It remains to prove (A.15). Since (A.15) is trivially satisfied for 
2 N < (D/£ 1 ) , we may assume that O ~ e ~ £ 1 so that theorem A.I applies. 

Because of (3.1), la.~.= l a.(~.-A), In view of the bounds obtained. 
J J J J 

above, we can truncate expansions (A.7) and (A.8) to 
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(A.2O) 02 3 l aj1rj = A(l-A){- 8 l ajEFlj,l (Zj)+(l-2A) 2 l ajEFw2(zj)} +O(N8 ) 

= -A(l-A)8 l ajEFlj, 1(Zj) + O(N8 2) = O(N8), 

(A. 2 I) l ai(1rj-A) = -A(l-A)8 l aiEFlj,l(Zj) + 0(1) = O(Ni). 

Using (A.8) - (A.II), (A.2O), (A.21), (3.10), (3.19) and (4.4) we expand 

a0 , ••• ,a5 and find 

(A. 22) 

where 

(A.23) 

(A.24) 

s~pjK(x) - K(x)l = o(N-514+0 1915[EFI l aj(lj,l(Zj) - EFij,l(Zj))l 3J113 

+ N- 183aF(Iajlj,I(Zj))aF(Iajij,2(zj)) + N- 184a;(Iajij,2(Zj))), 

ci = a -
3 3 

1 ( 1-2 ') 28 2 i;- a3. i;- E ( ) 2 2 A l l aJ. Flj,2 ZJ. , 
12(Ea.) J 

J 

fork= 4,5 , 

with ak as given by (4.6). By applying elementary inequalities (A.22) may 

be simplified to 

(A.25) 

/ 
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With the aid of (A.7), (A.20) and the bounds obtained in the first part 

of the proof we now expand K(x-Ia.-rr.{A(l-A)La7}-½) about the point (x-n) and 
J J J 

obtain 

(A.26) .... ( Ea.-rr. \ ( 5/4 132( \) sup I Kl x - J J 2 ½) - K(x-n) I = 0 N- +N- 6 crF Ia.iµ 1 (Z.)) 
x \ {A(l-A)Ea.} J J 

J 

~ with K as given by (4.5). Combining (A.25), (A.26), (A.18) and (A.19) we 

see that (A.15) and corollary A.I are proved. D 
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