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Large deviation theorems for empirical probability measures*) 

by 

P. Groeneboom, J. Oosterhof£ & F.H. Ruymgaart 

ABSTRACT 

Some theorems on first-order asymptotic behavior of probabilities of 

large deviations of empirical probability measures are proved. These theorems 

extend previous results due to Borovkov, Hoadley and Stone. A multivariate 

analogue of Chernoff's theorem and a large deviation result for trimmed 

means are obtained as particular applications of the general theory. 

KEY WORDS & PHRASES: large deviations, empirical probability measures, 

Kullback-Leibler information, trimmed means. 
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I. INTRODUCTION 

Let S be a polish (separable complete metric) space and let B be the 

a-field of Borel sets in S. Let A ~e the set of all probability measures 

(pms) on B. For P, Q EA the Kullback-Leibler information number K(Q,P) is 

defined by 

K(Q,P) = 
I q log q dP 
s 

00 

if Q « p 

otherwise, 

where q = dQ/dP. Here and in the sequel we use the conventions log O = -oo, 

0.(±00 ) = 0 and log(a/0) = 00 if a~ 0. If Q is a subset of A and PE A we 

define 

K(Q,P) = infQEf2 K(Q,P). 

By convention K(Q,P) = 00 if Q is empty. 

Throughout this paper x1,x2 , ••• is a sequence of i.i.d. random variables 

taking values in S according to a pm PE A. For each positive integer n the 
.... .... 

empirical pm based on x1, ... ,Xn is.denoted by Pn, i.e. Pn(B) is the fraction 

of X.'s, ~ j ~ n, with values in the set BE B. 
J 
Let S = lR and let A1 be the set of pms on (lR ,B), endowed with the 

topology p induced by the supremum metric 

(1. 1) d(Q,R) = sup lR IQ([-00 ,x])-R([-00 ,x])I, 
XE 

Then we have the following theorem of Hoadley (1967) specialized to the 

"one-sample case". 

Let PE A1 be a non-atomic pm. Let T be a real-valued function on A1, 

unifoPmly continuous in the topology p. Define 

Q = {Q E Al: T(Q) ~ r} 
r 

for each r E lR. Then, if the function t + K(Qt,P), t E lR, is continuous 

at t = r and {u} 
n is a sequence of real numbers tending to zero, 
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( 1 • 2) lim n-+oo 
-1 -n log Pr{T(P ) 

n 
:::: r + u } = 

n 
-K(Q ,P). 

r 

In section 3 it will be shown that Hoadley's theorem can be generalized 

in three different directions simultaneously: 

(i) the set of pms A1 may be replaced by the set A of pms on a polish 

space S 

(ii) the uniform continuity of the function T can be weakened to continuity 

(in a convenient topology which is finer than p if S = JR) and the 

range space of T may be different from JR 

(iii) PE A may be an arbitrary pm, not necessarily non-atomic. 

Stone (1974) has given a simpler proof of Hoadley's theorem, but under 

the original strong conditions. His proof can easily be adapted to cover the 

case of cl-dimensional random variables, but other generalizations are less 

obvious. 

A related theorem has been obtained by Borovkov (1967): 

Let P E A1 be a non-atomic pm. Then., if Q is a p-open suhset of A1 and 

K(cl (Q) ,P) = K(Q,P) (where cl denotes closure in the topology p)., 
p p 

(1. 3) lim n-+oo 
-1 -n log Pr{P 

n 
E Q} = -K(Q,P). 

By this theorem the uniform continuity (in p) of the functional Tin 

Hoadley's theorem can be weakened to continuity, but Borovkov relies in his 

proof on rather deep methods of Fourier analysis of random walks in 

Borovkov (1962) for which generalization to more general pms seems to be 

difficult. 

In this paper the approach to large deviations based on multinomial 

approximations is systematically developed. It turns out that a natural 

topology on the set A of pms on (S,B) is the topology, of convergence on 

all Borel sets, i.e. the coarsest topology for which the map Q -➔ Q(B), 

Q EA, is continuous for all BE B. In this topology a sequence of pms {Qn} 

in A converges to a pm Q EA, notation Qn t Q, iff limn-+oo ~ fdQn = ~ fdQ 

for each bounded B-measurable function f: S ➔ JR. The closure and the in

terior of a set Q c A in the topology Twill be denoted by cl (Q) and int (Q), 
T T 

respectively. 
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With this notation we shall prove (Theorem 3.1) 

Let PE A and Zet Q be a subset of A satisfying 

(I. 4) K(int (Q),P) = K(cl (Q),P). 
T T 

Then (1.3) holds true. 

Since in the particular case S = 1R the topology Tis finer than 

p (LeIIll!la 2.1), any p-continuous functional T: A1 ➔ 1R is a fortiori T-con

tinuous. Hence our results on T-continuous functionals T imply the corre

sponding (weaker) results for p-continuous functionals. In fact, by this 

line of argument the generalized form of Hoadley's theorem mentioned above 

easily follows from Theorem 3.1. 

After some crucial leIIll!la 1 s in section 2 the basic theorems are obtained 

in section 3. The theory includes theorems of Borovkov, Hoadley, Stone and 

Sethuraman as particular cases and thus provides a unified approach to these 

results which were obtained by rather different methods. In section 4 a 

large deviation result for linear functions of empirical pms is proved. 

This result yields a multivariate analogue of Chernoff's (1952) celebrated 

large deviation theorem as a particular case. Finally we prove in section 5 

a large deviation theorem for a class of linear combinations of order statis

tics (L-estimators). This leads to a large deviation theorem for triIIll!led 

means under minimal conditions. 

Although for some results (e.g. LeIIll!la 3.1) the assumption that Sis a 

polish space and that Bis the Borel cr-field of subsets of Sis unnecessarily 

restrictive, we have not tried to relax this assumption since it seems to be 

satisfied in most applications. 

Recently Sievers (1976) proved (1.3) under conditions essentially dif

ferent from ours. Since Sievers' methods are based on a likelihood ratio 

approximation, his results cannot be fitted into our framework. 

2. PRELIMINARIES 

In this section some notation is introduced and a few preliminary 

results are proved which will play an essential role in the subsequent 
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sections. By a partition P of Sis meant a finite partition of S consisting 

of Borel sets. Such partitions are the starting point of the multinomial 

approximation on which the proof of. Lemma 3.1 in section 3 is based. For 

P,Q EA and a partition P = {B 1, ••• ,B} of S define 
. ID 

ID 

(2. 1) I 
j=l 

Q(B.)log{Q(B.)/P(B.)} 
J J J 

and for a set~ c A 

Without explicit reference the relation 

(2.2) K(Q,P) = sup{Kp(Q,P): Pis a partition of S} 

(see e.g. Pinsker (1964), section 2.4) will repeatedly be used. We shall 

say that a partition Pis finer than a partition Riff for each BE P there 

exists a C E R such that B c C. 

For each partition P = {B 1, ••• ,Bm} of S the pseudo-metric dp on Sis 

defined by 

dp(Q,R) = maxi<'< IQ(B.)-R(B.)I, 
-J-m J J 

Q,R EA. 

The topology, of convergence on all Borel sets of Sis generated by the 

family {dp: Pis a partition of S}. A basis of this topology is provided 

by the collection of sets {RE A: dp(R,Q) < o} where Q EA, o > O and P 

runs through all partitions of S. Note that this collection is a basis and 

not merely a subbasis of,. 

d 
LEMMA 2. I. Let S = JR • Then the topology p induced by the supremum metric 

d(Q,R) = sup ]Rd IQ((-00 ,x])-R((-00 ,xJ)I, Q,R EA, is strictly coarser than 
XE 

the topology , . 

PROOF. Since convergence in p of a sequence of pms does not imply convergence 

on all Borel sets (a sequence of purely atomic pms may converge in p to a 

non-atomic pm), it must be shown that p ~ ,. 
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Let E > 0 and let Q be a pm on JR. Then there exists a finite (possibly 

empty) set of points with Q-probability ~ ½E. Hence there exists a partition 

P = {B , ... ,B} of JR consisting of singletons B. such that Q(B.) ~ ½E and 
I m i i 

open or half open intervals B. such that Q(B.) < ½E. If Risa pm on JR such 
J ·. J 

that dp(Q,R) < ½E/m, then d(Q,R) < E, which proves the lemma for pros on JR. 
d Next suppose that Q is a pm on JR (d>l). Let Q., I ~ i ~ d, be the one

i 

dimensional marginals of Q. For each Q. there exists by the previous para
i 

graph a partition {B. 1, ... ,B. . } of JR consisting of singletons B .. with 
i, i,mi i,J 

Q. (B .. ) ~ !E and open or half open intervals B .. with Q. (B .. ) < h• Let 
i i,J i,J i i,J 

P be the partition consisting of the product sets B1 . x ••• x Bd . , 
,JI ,Jd 

I ~ ji ~ mi, I ~ i ~ d, and let m = max 1~i~d mi. The implication 

dp(Q,R) < !E/dm => d(Q,R) < E 

proves the lemma for S = JR.d . 0 

A function T defined on A will be called T-continuous if it is con

tinuous with respect to the topology Ton A and the given topology on the 

range space. The definition of T-(lower, upper) semicontinuity is similar. 

The topology of the extended real line JR is the usual topology generated 

by the sets [-oo,x), (x, 00 ], XE JR •. 

LEMMA 2.2. Let PE A. Then the function Q ➔ K(Q,P), Q E A3 is T-lower semi

continuous. 

PROOF. Let P,Q EA and let c be an arbitrary real number such that 

c < K(Q,P). By (2.2) there exists a partition P of S such that Kp(Q,P) > c. 

Clearly there exists a o > 0 such that 

proving the lemma. 0 

A collection r of pros in A is called uniformly absolutely continuous 

(u.a.c.) with respect to a pm PE A if for each E > 0 there exists o > O 

such that for each Q Er and each BE B: P(B) < o => Q(B) < E. 
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In the next lemma some topological properties are established of a 

class r c A with uniformly bounded Kullback-Leibler numbers. 

LEMMA 2.3. Let PE A be a:n arbitrary pm and let r = {Q EA: K(Q,P) ~ M} 

for 

(a) 

(b) 

(c) 

some finite M > 0. Then 

r is 

if a 

r is 

u.a.c. with respect to P 

sequence {Q} in r converges weakly to a Q EA, then Q ➔ Q n n T 

both compact and sequentially compact in the topology T. 

PROOF. 

(a) 

(b) 

-] 
Let E > O. Leto> 0 be such that ½E log (½E/o) > M + e . Then, for 

each Q Er and each BE B satisfying P(B) < o, 

where 

upper 

Q ( B) = f B q dP = f q dP + 

Bn{q~h/o} 

f q dP 

Bn{q>½c:/o} 

~ ½Eo- 1P(B) + (log(½E/o))-l I q log q ,dp 

Bn{q>h/o} 

< h + 
-] -] 

(M+e )(log(½E/o)) < E, 

q = dQ/dP (note that the inequality x log x 2:': -
-] 

e 

bound M + 
-] 

for the integral JC log qdP for e q any 

It follows that r is u.a.c. with respect to P. 

provides 

set CE 

Suppose {Q} is a sequence in r converging weakly to a Q EA. Let 
n 

an 

B). 

E > 0. By (a) there exists o > 0 such that for each n E JN and BE B: 

P(B) < o =:> Q (B) < E, Fix BE B. Since Bis the a-field of Borel sets 
n 

of a metric space, each pm on (S,B) is regular (cf. Billingsley (1968) 

Theorem 1.1). Hence there exists an open set U and a closed set K 

satisfying Kc B c U and P(U\K) < o. This implies sup """'Q (U\K) ~ E nEJ1.s n 
and hence, by the weak convergence of {Q} to Q, 

n 

lim sup Q (B) ~ lim supn-~ Q (K) + lim sup Q (B\K) 
n➔co n ~ n n➔co n 

~ Q(K) + E ~ Q(B) + E 
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and 

lim inf Q (B) 2 lim inf Q (U) - lim sup Q (U/B) 2 n~ n n~ n n--+«> n 

2 Q(U) - E 2 ~(b) - E 2 Q(B) - E. 

These inequalities imply lim Q (B) = Q(B). n~ n 
(c) By Theorem 2.6 of Ganssler (1971) the notions "compact" and "sequential-

ly compact" coincide for the topology T. Let {Q} be a sequence in r. 
n 

This sequence is tight because r is u.a.c. with respect to P and because 

Pis tight since Sis a polish space (cf. Billingsley (1968) Theorem 

1.4). Let {Q } be a 
Ilk 

By (b) Q ➔ Q and 
Ilk T 

subsequence of {Q} converging weakly to Q EA. 
n 

by Lemma 2.2 K(Q,P) $ lim infk+«> K(Q ,P) $ M 
nk 

proving sequential compactness. □ 

Lennna 2.3 is closely related to the information - theoretical proofs 

of convergence of a sequence of pms {Q } to P under the condition n 
K(Q ,P) ➔ 0, as n 

n 
➔ 00 (see Renyi (1961) and Csiszar (1962)). In fact, if 

K(Q ,P) ➔ 0 then {Q} converges to Pin the total variation metric (cf. 
n n 

Pinsker (1964)), which is a stronger type of convergence than convergence 

in T (the convergence has to be uniform on all Borel sets). 

Let P, Q EA, let P = {B 1, ••• ,Bm} be a partition of Sand let 

Kp(Q,P) < 00 • Then the Pp-linear pm Q' corresponding to Q is defined by 

(2.3) Q' (BnB.) = 
1 

P(BnB.)Q(B.)/P(B.) 
1 1 1 

0 

if P(B.) > 0 
1 

otherwise. 

The usefulness of this concept lies in its property 

K(Q',P) = Kp(Q',P) = Kp(Q,P). 

The device of P-linear pms was, as far as we know, first used in large 

deviation problems by Sanov (1957), for pms on JR. It was also used by 
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Hoadley (1967) and in the more general form of the preceding definition by 

Stone (1974). 

The next lennna generalizes relation (2.2) and plays a crucial role in 

the next sections. 

Lennna 2.4. Let PE A and Q c A satisfy 

(2.4) K(cl (Q),P) = K(Q,P). 
T 

Then 

(2.5) K(Q,P) = sup{Kp(Q,P): Pis a partition of S}. 

PROOF. Let a= sup{Kp(Q,P): Pis a partition of S} and suppose (2.5) does 

not hold, i.e. there exists an n > 0 such that~+ n < K(Q,P) (see (2.2)). 

Put r = {Q EA: K(Q,P) s a+ n}. The set of all (finite) partitions P, 
ordered by P >Riff Pis finer than R, is a directed set. Choose for each 

partition Pa pmQp E Q satisfying Kr(~,P) s a+ n, Let QP be the Pp-linear 

pm corresponding to Op· Then 

and hence Qp Er for each partition P. Since r is compact in the topology 

T by Lennna 2.3, there exists a Q Er such that Q is a cluster point of the 

net N = {QP: Pis a partition of S}. 

Consider the open neighborhood {R E A: dp(R,Q) < £} of Q. Since Q 1.s 

a cluster point of the net N there exists a partition T > P such that 

dp(Qr,Q) <£.If BE P, then 

l Qf (A) = 
AET,AcB 

Qf(B). 

Hence dp(Qy,Q) = dp(Qf,Q) < £, implying that Q is also a cluster point 

of the net {Qp: Pis a partition of S}. Since Qp E Q for each P, Q E cl,(Q). 

However, Q Er=> K(Q,P) s a+ n < K(Q,P) in contradiction to (2.4) and (2.5) 

follows. D 
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REMARK 2.1 Let scl (n) denote the sequential closure of n, i.e. Q E scl (n) 
T T 

if there exists a sequence {Q} inn such that Q + Q. We show that (2.4) 
n n T 

in Lemma 2.4 connot be replaced by·K(scl (n),P) = K(n,P). Let n be the T . 

set of all pms on JR with countable support and let P be a non-atomic pm on 

E. Then sup{Kp(Q1 P): P is a partition of JR} = 0, but K(n,P) = 

= K(scl (n) ,P) = 00 since n = scl (n). In this case cl (n) = A1 = the set of 
T T T 

all pms on JR. This shows that there are pms in A 1 which can be "reached" 

by nets inn but not by sequences inn. 

REMARK 2.2 It can easily be shown by counter examples that condition (2.4) 

is not necessary for (2.5) even if K(Q,P) < 00 • 

3. BASIC RESULTS 

... 
Our large deviation results concerning probabilities Pr{Pn En} have 

as a starting point Lennna 3.1 which exploits multinomial approximations to 

the distributions of the empirical pms {Pn} induced by the sequence x1, x2 , ••• 

Without explicit reference it will always be assumed that the set n c A is ... 
such that Pr{P E n} is well defined for each n E lN. This is certainly true 

n 
if the intersection of n and the set of pms with finite support is measurable 

with respect to the Borel o-field generated by the (relative) topology of 

weak convergence. It is easily seen that the lennna remains valid for arbitrary 

sets Sand arbitrary a-fields B containing all singletons. 

LEMMA 3.1 Let PE A and let n be a subset of A satifying 

(A) 

(B) 

Then 

(3. I) 

K(r.,P) 

K(Q,P) 

= sup{Kp(n,P): Pis a partition of S} 

= K(int (n) ,P). 
T 

-1 ... 
lim n log Pr{P En}= -K(n,P). 

n+oo n 

PROOF. To prove the lennna it is first shown that condition (A) implies 

(3. 2) 
-J ... 

lim sup n log Pr{P En}~ -K(n,P). 
n➔oo n 



10 

Let c < K(Q,P). By condition (A) there exists a partition P of S such that 

P(B.), 1 ~ j ~ m. Then 
J 

Pr{P E Q} 
n 

~ 

~ Pr{Kp(Pn,P) ~ Kp(Q,P)} 

m nz 
= r n!/{(nz 1 ) ! .•. (nz ) ! } . TT 

n,1. 
n, n,m i=1 

pi 

r m -1 m nz n,i = n! { TT (nz . ) ! } TT z 
i=1 n,1. i=1 n, 1. 

m 
exp{-n I z .log(z ./p-)}, 

i=1 n,1. n,1. i. 

where I* denotes summation over all (z 1, ... ,z ) such that 
n, n,m 

and 

m 

I 
i=1 

m 

z . = 1, 
n' 1. 

z . ~ 0, nz . E :ZZ 
n,1. n,1. 

I z . 10 g ( z . IP· ) ~ K p< Q • p) . 
i=1 n,1. n,1. 1. 

(1~i~m) 

The number of points (z 1, ... ,z ) satisfying the first condition 1.s equal n, n,m 
to 

(n+m-11\) = exp(O(log n)), 
\ m-

as n ➔ 00 

Moreover, by Stirling's formula, as n ➔ 00 , 

n ! / { (nz 1) ! ... (nz ) ! } 
n, n,m 

m 
~ exp{-n I 

i=1 
z . 
n' 1. 

log 

Hence Pr{Pn E Q} ~ exp{-nKp(Q,P) + O(log n)}, implying 

-1 ~ -1 
n log Pr{Pn E Q} ~ - Kp(Q,P) + O(n log n), 

as n ➔ 00 Since c < K(Q,P) 1.s arbitrary, (3.2) follows. 

z . 
n, 1. 

+ O(log n)}. 



Conversely we prove that condition (B) implies 

(3.3) -1 -lim inf n log Pr{P € Q} ~ -K(Q,P). 
n-r00 n 

Assume K(Q,P) < 00 since otherwise (3.3) is trivial. Fix£> 0. In view of 

condition (B) int (Q) is not empty and a 
T 

pm Q E int (Q) exists satisfying 
T 

K(Q,P) < K(Q,P) + !£, Since Q E int (Q), a partition P = {B 1, ••• ,B} of S 
T m 

I I 

and o > 0 can be found such that {RE A: dp(R,Q) < o} c n. It follows that 

for all sufficiently large n there exist pms Q EA satisfying 
n 

(i) 

(ii) 

(iii) 

nQ (B. ) E 7l , 1 ::;; i :s:: m n 1 

dp(Qn,Q) < o, hence Qn En and {RE A dp(R,Qn) = 0} c n 

Kp(Qn,P) < Kp(Q,P) + !£ :s:: K(Q,P) + ½£ < K(Q,P) + £. 

Putz . = Q (B.), I ::;; i :s:: m. Then for all sufficiently large n n,1 n 1 

-Pr{P En}~ Pr{dp(P ,Q) = O} n n n 

m 
= n!/{(nz 1)! ... (nz )!}. TT 

n, n,m i=I 

z . = I, z . ~ 0, nz . E 7l (1 :s::i:s::m) and n,1 n,1 n,1 

m 

I 
i=I 

z . log{z ./P(B.)} < K(Q,P) + £. n,1 n,1 1 

Hence, again by Stirling's formula, as n-+ 00 , 

-Pr{P En}~ exp{-n(K(Q,P) + £ + o(I))} 
n 

nz . 
(P(B.)) n,1 

1 

and (3.3) easily follows, which completes the proof. D 

Stone (1974) proves (3.1) under the conditions (in our notation) 

(Cl) K(Q,P) < oo 

For each£> 0 there are a pm Q En, a partition P of Sando> 0 such 

that 

(C2) Kp(Q,P) :s:: Kp(Q,P) < Kp(Q,P) + £ 

(c3) {RE A: dp(R,Q) < a} c n. 
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It turns out that if K(Q,P) < 00 these conditions are equivalent to 

conditions (A) and (B) of our Lennna 3.1, implying that Stone's theorem is 

in fact equivalent to Lemma 3.1 if K(Q,P) < 00 • 

To prove the equivalence suppose that conditions (A) and (B) are ful

filled and K(Q,P) < oo. Fix s > 0. By (B) a pm Q E int (Q) exists satisfying 
T 

K(Q,P) < K(Q,P) + ½s. Since Q E int (Q), there exist a partition T and 
T 

o >Osuch that {RE A : dT(R,Q) < o} c Q. By (A) there exists a parti-

tion P which is finer than T and satisfies K(Q,P) < KP(Q,P) + ½s (note that 

Kr(R,P) ~ Kp(R,P) for each pm R if Pis finer than T).Hence 

Moreover, for small enough o' > 0 the implication RE A, dp(R,Q) < o' => 

=> dT(R,Q) < o holds. It follows that conditions (C2) and (C3) of Stone are 

satisfied. 

Conversely, suppose that Stone's conditions (Cl) to (C3) hold. Then 

by Lemma 2.3 of Stone (1974), condition (A) also holds. Lets> 0. Let a 

pm Q E Q, a partition P of Sando> 0 satisfy (C2) and (C3) for this s. 

Let Q' be the PP-linear pm corresponding to Q (see (2.3)).Then (C3) implies 

Q' E int (Q) and (C2) yields 
T 

K(Q' ,P) = Kp(Q',P) = Kp(Q,P) < Kp(Q,P) + s ~ K(Q,P) + s. 

Thus K(int (Q),P) < K(Q,P) + s for each s > 0 and condition (B) follows. 
T 

The present method of proof of Lennna 3.1 is well suited to prove (3.1) 

under weaker conditions. It can for example be shown by an elaboration of 

the proof that Sanov's (1957) condition that Q be F-distinguishable is 

indeed sufficient for (3.1). (Some obscure points in Sanov's (1957) paper 

have raised doubt as to the validity of his Theorem 11, cf. Hoadley (1967), 

Bahadur (1971).) 

Combining Lemma 2.4 and Lennna 3.1 we have 

THEOREM 3.1 Let PE A and let Q be a subset of A satisfying 

(3.4) K(int (Q),P) 
T 

K(cl (Q),P). 
T 
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Then (3.I) holds. 

Borovkov has shown (see (31). in Borovkov (1967)) that (3.1) holds if 

Pis a non-atomic pm on JR, Q is a p-open set and K(Q,P) = K(cl (Q),P). This 
p 

1s a particular case of Theorem 3.1 in view of Lemma 2.1. 

REMARK 3.1 Suppose B c Sis a closed set satisfying P(B) = I. Let 

AB= {Q EA: Q(B) = l} and let TB denote the relative T-topology on AB. Then 

Theorem 3.1 remains valid if (3.4) is replaced by the weaker condition 

This result is an immediate consequence of Theorem 3.1 (replace S by B, A by 

AB :nd T by TB and note that K(Q n AB,P) = K(Q,P) and Pr{Pn E Q} = 

Pr{Pn E Q n AB}). This closed set B may even be replaced by an arbitrary set 

BE Bas an inspection of the proofs of Lemmas 2.4 and 3.1 shows; however, 

this result will not be used in the sequel. 

To determine the infimum K(Q,P) appearing 1n the preceding results one 

usually tries to find a pm Q E Q for which this infimum is attained. A 

sufficient condition for the existence of such a pm Q is given in the next 

lemma. 

LEMMA 3.2 Let PE A and Zet Q be a non-empty T-cZosed set of pms &n A. 

Then there exists a pm Q E Q such that K(Q,P) = K(Q,P). 

PROOF. We assume K(Q,P) < 00 since otherwise any Q E Q achieves the equality. 

Let n > O. Because Q is T-closed the set Q n {Q EA K(Q,P) ~ K(Q,P) + n} 

is compact by Lemma 2.3. By Lemma 2.2 the map Q ➔ K(Q,P), Q EA, is T-lower 

semicontinuous. Since a lower semicontinuous function attains its infimum 

on a compact set, the proof is complete. 0 

A similar result is proved in Csiszar (1975), where Q is required to 

be convex and closed in the topology of the total variation metric. 

Next we specialize Theorem 3. l by considering sets Q induced by an 

extended real-valued function T: A ➔ JR. For a fixed function T: A ➔ ]R, 

let 
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Q 
t 

{Q EA: T(Q) 2 t}, 

We first prove a technical lennna. 

t E JR. 

LEMMA 3.3 Let PE A and let T: A ➔ JR be a function which is T-upper semi

continuous on the set r = {Q EA : K(Q,P) < 00 }. Then the function 

t ➔ K(S\,P), t E JR, is e:ontinuous from the left. 

PROOF. Let K: JR ➔ JR denote the function defined by t ➔ K(S\ ,P), t E JR. Let 

{r} be 
m 

Since K 

a sequence in JR such that r tr for some r E JR satisfying K(r) < 00 • 

m 
is nondecreasing K(r) s K(r) < 00 for each m E ]N and lim K(r) 

m ~ m 
exists. For each m E ]N there exists by Lennna 3.2 a pm Q E Q such that 

m r 
K(Q ,P) = K(r) (note that {Q EA : T(Q) 

m m 
2 t and K(Q,P) s M} fs T-closed 

for each t E JR and M 2 0). Since K(Q ,P) s 
m 

K(r) for each m, Lennnas 2.2 and 

2.3 imply the existence of a subsequence {Q } of {Q} and a pm Q EA such 
m. m 

that Q ➔ Q and K(Q,P) slim inf. K(Q ,JP) < 00 • It follows that T(Q) 2 r 
m. T J➔oo m. 

since TJis upper semicontinuous on rand sfnce T(Q 2 rm. for each j E :JN. 
m· J 

Hence Q E Q and K(r) s K(Q,P) slim. K(Q ,P) = 11m K(r) ~ K(r). 
r J➔oo m· m-¾<> m 

Thus lim K(r) = K(r) follows. J 
~ m 

The left continuity also holds for a point r E JR such that K(r) = oo 

and K(r') < 00 for all r' < r. For if {K(r )}00 

1 is uniformly bounded for a 
m m= 

sequence {r} with r tr, then by the preceding line of argument there 
m m 

exists a pm Q E Q satisfying K(Q,P) < 00 in contradiction to K(r) = oo D 
r 

THEOREM 3.2 Let P be a pm in A and let T: A ➔ JR be a function which is T

continuous at each Q Er= {RE A: K(R,P) < 00 }. Then, if the function 

t ➔ K(Qt ,P), t E JR, is continuous from the right at t = r and if {un} is a 

sequence of real numbers such that lim u =O, 
n➔oo n 

(3.6) lim 
n➔oo 

-I -n log Pr{T(P) 2 
n 

r + u} = -K(Q ,P). 
n r 

(Note that the continuity property of Tis stronger than the property "Tis 

continuous on r " . ) 

PROOF. Again define the function K by K(t) = K(Qt,P). Since K is nondecreas

ing it has at most countably many discontinuities. It is continuous from the 



left by Lemma 3.3 and continuous from the right at t = r by assumption. 

Let K(Q ,P) < 00 • Then there exists for each s > 0 a o > 0 such that 
r 
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K(r) - s < K(r-6) $ K(r) $ K(r+o) ~ K(r) + s, where K is continuous at r - o 

and r + o. 

The continuity of Tat each Q Er implies cl (Q) n r = Qt n r. 
T t 

Hence 

K(cl (Q ),P) = K(cl (Q) n r,P) = K(Qt n r,P) = K(Qt,P). 
T t T t 

Moreover, if K is continuous from the right at t: 

since r n Q c {Q Er: T(Q) > t} c r n int (Q) for each y > O. 
t~ T t 

Hence by Theorem 3.1 

Thus 

-K(r) - E: < -K(r+o) = lim n 
D-r<JO 

-I log Pr{T(P 
n 

) :2: r + o} 

-I 
$ lim inf n log Pr{T(P) ;:: r + u } D-r<JO n 

$ lim supn-r<JO 
-1 

n log PdT(P n) ;:: 

-I A 

$ lim sup n log Pr{T(P) ;:: 
P..-r<JO n 

= -K(r-o) < -K(r) + E: • 

-1 A 

lim n log Pr{T(P) :2: n-r()O n r + u } 
n 

= -K(r) = 

n 

r + u } 
n 

r - a} 

-K(Q ,P). 
r. 

The case K(Q ,P) = oo may be dealt with along the same lines. The de
r 

tails are omitted. D 

REMARK 3.2 Theorem 3.2 continues to hold if Tis an1Rd-valued function and 

r and{u} are vectors in1Rd. The proof is quite similar. 
n 
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EXAMPLE 3.1. Let F be a class of continuous JR.d - valued functions defined 

on the polish space S and compact in the compact-open topology. Let P ·E A 

be a pm such that the one-dimensional marginals of Pf-l are non-atomic for 
-1 -1 -1 -1 

each f E F and let d(Qf ,Rf ) be ,the distance between Qf and Rf de-

fined in Lemma 2.1. 

(3. 7) 

where 

Sethuraman (1964) proves that for each£, 0 < £ < I, 

K(E) = min0 1 {(p+E)log((p+E)/p) + (l-p-E)log((l-p-£)/(1-p))}. <p$ -£ 

-1 -1 
Here we prove that the function T: A ➔ JR. defined by T(Q) = supfEFd(Qf ,Pf ) 

is T-continuous at each Q EA satisfying K(Q,P) < 00 and hence that (3.7) 

follows from Theorem 3.2. 

Let Q EA satisfy K(Q,P) ~ 00 and suppose that T is not continuous at 

Q. Then there exists an£> 0 such that for each T-open neighborhood U of 

Q a pm QUE U and a function fU E F can be found satisfying 

(3. 8) 

I I -1 -1 
(note that for all pms R, R' EA one has T(R) - T(R') $ supfE~(Rf ,R'f )). 

Let the set V = {U: U is a T-open neighborhood of Q} be directed by U > V 

iff V c U. With this (partial) ordering on the set V, {fU: U EV} and 

{QU: U EV} are nets in F and A respectively. Since Fis compact in the 

compact-open topology, the net {fU: U EV} has a cluster point f E F. 
Let for x = (x ( 1), ... ,x (d)) E JR.d the norm of x be defined by 

llxll = maxl$i$d lx(i)I and let x $ y iff x(i) $ y(i), 1 $ i $ d. Since Q 

is tight on S there exists a compact set Kc S such that Q(S\K) <¼£.The 

Qf- l h . . 1 . f- l h . . 1 d pm as non-atomic margina s since P as non-atomic margina s an 

Q << P. Hence there exists an n > 0 such that 

IQ{s EK: f(s) $ x} - Q{s EK: f(s) 
1 

$ y} I < -z; £ 
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if II x-yll < n. By Letmna 2. 1 we can choose a -r-open neighborhood u0 of Q such 

that d(Rf-l ,Qf-l) < ¼ e: and R(S\K), < ¼ e: if R E u0 • Since f is a cluster 

point of the net {fU: U EV} there exists a -r-open neighborhood Uc u0 of Q 

such that supsEK llfU(s) - f(s)II < n. Because~ EU c u0 one has 

+ supxElRd IQu{s E K: fu(s) s x}-Q{s E K: fu(s) s x} I 
1 s x}-Q{s E K: f(s) S x} I+ 2e: 

This contradicts (3.8) and hence Tis .-continuous at Q. Let 

Q = {Q EA: T(Q) ~ e:} for O < £ < 1. It has been shown by Hoeffding(l967) 
£ 

that K(Q ,P) = K(£) and that K is continuous in£ for O < £ < 1. Thus (3.7) 
£ 

follows from Theorem 3.2. 

For one sample Theorem 1 in Hoadley (1967) is a particular case of our 

Theorem 3.2. In Hoadley's theorem S =:JR, Pis a non-atomic pm onlR and Tis 

a real-valued unifoY'mZy continuous function with respect to the topology p. 

Actually Hoadley proves a more general theorem in [10 where Tis not 

merely a function of one but of several empirical pms. This setup is of in

terest in problems concerning k samples. The results obtained so far in this 

section can also be generalized to the k-sample case. We briefly indicate 

how this works out. 

Let X. 1, •.• ,X. be i.i.d. random variables taking values in S accord-
1., i,ni 

ing to a pm P. EA, 1 sis k, and assume that the 
l. 

sample sizes n. tend to 
k l. 

infinity in such a way that lim.. n./N = 
1'1~ l. 

l :,; is k. (We remark in passing that the 

v., where N = L. 1 n. and v. > O, 
l. 1.= l. -11. 

condition n. /N - v. = 0 (N log N) 
l. l. 

in Hoadley (1967) is unnecessarily restrictive.) The empirical pm of the 
A 

i-th sample will be denoted by P. , 1 s i:,; k. A is endowed with the top-
k i, ni 

ology T and A is given the product topology. 
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(Pl, ... ,Pk) 
k k k 

Let P = E A and v = where Ll 1.= (vi, ... ,vk) E (0,1] 

Let p = pl X ... X Pk be a partition of S consisting of product sets 

B . X 

1 , J 1 
Then we 

and 

... X B . where B .. belongs to a partition P. 
k,Jk ]. ,Ji ki 

define for Q = 

I (Q,P) 
V 

(QI' 0 .. ,Qk) .E 
A.k and a set Q c A 

K(Q.,P.), I (n,P) = 
l. l. , V 

of s for I s 

V. 
]. 

]. 

By making small changes in the proofs of Theorems 3.1 and 3.2 one obtains 

the following corollaries. 

COROLLARY 3.1. Let P = (P 1, ... ,Pk) E Ak and Q c Ak satisfy 

I (int(Q),P) = I (cl(Q),P). 
V V 

Then 

lim..+ooN-l log Pr{ (P 1 , ••• ,Pk ) E Q} = 
N ,nl •~ 

-I (Q,P). 
V 

k 7 k - b . 
E A , 1,,et T: A ➔ :JR e cont1,nuous at 

= 1 . 

s k. 

COROLLARY 3.2. Let P = (P 1, ... ,Pk) 

each Q Er= {RE Ak: I (R,P) < 00 } 
V 

and let Qt= {Q E Ak: T(Q);:: t}, t E JR. 
Then, if the function t ➔ Iv(Qt,P) is continuous from the right at t =rand 

if {uN} is a sequence of real numbers such that uN ➔ O, 

= -I (Q ,P). 
V r 

4. LINEAR FUNCTIONS OF EMPIRICAL PMS AND A MULTIVARIATE ANOLOGUE OF 

CHERNOFF'S THEOREM 

pms. 

T(P) 
n 

Several important statistics are in fact linear functions of empirical 

For example, if 

= JJR x d;n(x), 

-1 n 
S =JR, the sample mean n I. 1 X. may be written as 1.= ]. 
where Tis defined by 
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T(Q) =Ix dQ(x) 

JR 

for all Q EA with bounded support. Note that Tis a linear function, i.e. 

T(aQ+(l-a)R) = aT(Q) + (1-a)T(R), 0 ~a~ l. Although Tis not T-continuous 

at any pm Q, Tis T-continuous on each set {Q EA: Q([-M,M] = l}, where M 

is a fixed positive number. This property suggests that large deviation 

theorems might be obtained by first truncating the underlying pm and sub

sequently taking limits, letting the support of the truncated pm tend to S. 

It turns out that this kind of truncation is more convenient than truncation 

of functionals T. Slightly different truncation arguments are systematically 

used in Bahadur (1971) and Hoadley (1967). 

For the purpose of truncation we introduce conditional pms. If B c Sis 

a Borel set and Q EA satisfies Q(B) > 0, the conditional pm QB is defined 

by QB(C) = Q(C I B), CE B. For r c A and BE B with P(B) > O, we write 

Pr{P Er I B} to denote Pr{P Er I X. EB, l $ i $ n}. 
n n i 

The following lemma explains why truncation is a useful approach. 

LEMMA 4. l • Let P E A and let B cB c , . . be an inc1•eas-i'.ng seQuence of Bore Z 
l 2 · 

sets in S such that lim P(B) = l. Let A*= {Q EA: Q(B) = l for an 
m-+<x> m m 

m E JN}. Then., for each subset S"2 of A 

limJ:Il:+<Xl K(rl,PB ) = K(rl,P). 
m 

* 

PROOF. Fix E > 0. Let m0 E lN be so large that I log P(B ) I < E. Write 
mo 

p 
m 

= PB , m E lN'. 
m 

Then 

K(Q,P) ~ K(Q,P) + E 
m 

for all Q E A 

The equality is trivially true if K(O,P) = 00 and 1s a consequence of - m 

K(Q,P) - K(Q,P) = - log P(B) if K(Q,P) < 00 • It follows that 
m m m 

K(S"l,P) $ lim inf K(S"l,P ). To prove the lemma it still must be shown that 
m-+<x> m 

conversely 

( 4. l ) K(S"l,P) ~ lim sup K(S"l,P ). 
m-+m m 
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The inequality is obvious if K(Q,P) = oo. Hence assume K(Q,P) < 00 and let 

Q E Q satisfy K(Q,P) < K(Q,P) 

such that Q(B ) =I.Hence 
mo 

. * . + £, Since Q EA , there exists an m0 E JN 

lim sup K(Q,P) $ lim K(Q,P) = K(Q,P) < K(Q,P) + £ 
rrt+m ID m+"" ID 

implying (4. I). D 

THEOREM 4.1. Let PE A, let Ebe a real topological vector space and let 

B1 c B2 c ..• be an increasing sequence of closed subsets of S such that 

1 im P (B ) = I . Let ljl { Q E A: Q (B ) = I } for m E JN and let 
m-+oo ID ID ID 

* 00 * . A = Um=! ,m. Let T: A ➔ Ebe a funct&on whose restriction to ljlm is linear 

and continuous at each Q E ljl such that K(Q,P) < 00, for each m E JN. 
m 

If A is a convex subset of E with closure A and interior AO satisfying 

K(T-l(AO),P) < 00, then 

lim n-+oo 
-I -n log Pr{T(P) EA} 

n 
= -K(T- 1(A),P), 

PROOF. Assume without loss of generality that P(B 1) > 0. Let Pm PR, 
-I O -I O ---m 

~ E JN. By Lemma 4.1 K(T (A ),P) = lim K(T (A ),P ). Hence we may also 
. nr+<:o -I O m 

assume without loss of generality that K(T (A ),P) < 00 for each m E JN. 
m 

We shall first prove 

(4.2) 

Fix 

K(Q,P) < 
m 

£ > 0 and m E JN. There exists 
-I -

K(T (A),P) + £, There also 
m 

Q = aQ + (1-a)R, 0 < 

for each m E JN. 

a pm Q E T- 1(A) which satisfies 
-I 0 

exists a pm RE T (A) such that 

a< l. Since Q, RE ljl and Tis K(R,P) < 00 • Let 
ID 

linear on ljl, Q 
ID a 

a 
E T- 1(AO) for each a E (0,1). 

m 
Moreover K(Q ,P) $ a K(Q,P) + 

a m m 
+ (1-a)K(R,P ), a E (0,1), by the convexity of 

ID -] Q 
the mapping Q' ➔ K(Q',P ), 

Q' EA. It follows that K(T (A ),P) $ 
m 

proving (4.2). 
-I * Let Q = T (A), let ljl = {Q E ljl : 

ID ID 

relative T-topology on ljl , m c JN. Since 
w * continuous at each Q c ljl , one has ljl n 
m m 

-] - ID 
lim I K(Q ,P) < K(T (A),P) + £, 

at a m m 

K(Q,P) < 00 } and let T denote the 
m 

the restriction of 

T- l (A) ~ ,* n cl 
ID T 

m 

T to ljlm is Tm -

(Q n ljl ) ~ 
m 
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* '¥ n int 
ID 'I 

* -1 0 (Q n '¥) ~ '¥ n T (A). Hence, by (4.2) 
nl Ill 

m. 

(4.3) K(cl (Q n '¥ ),P) = 
T m m 

K(int (an'¥ ),P ), 
T m m 

for each m E JN. 
m m 

--I 
Let y = lim sup n log Pr{T(P) EA} and let k E ]N be such that 

-I - n-+oo n 
k log-Pr{T(Pk) E A} ~ y - E: ■ Since lim Pr{T(Pk) E A I Bm} = m-+oo 
= Pr{T(Pk) E A} there exists mo E: ]N such that 

-1 
k log Pr{T(Pk) EA 

Hence form~ m0 

-I -(4.4) lim supn-+oo n log Pr{T(P) E: A I B } 
n ID 

(kj) -I 
A 

B } )J ~ lim. log(Pr{T(Pk) E A 
J-+<X> ID 

-1 -= k log Pr{T(Pk) E: A I B } ~ y - 2i::. 
ID 

The first inequality in (4.4) follows from the convexity of A, the linearity 
- -I j -of Ton~ and the property P = j L. 1 Pk ., where n = jk and Pk . is the 

ID n 1= ,1 ,1 

empirical pm of the random variables X(i-l)k+i•···,Xik' sis j. 

By (4.3), Theorem 3.1 and Remark 3.1 

lim n-+oo 
-1 

n log 

= lim n-+oo 
-1 

n 

Pr{T(P) EA I B} 
n ID 

A 

log Pr{P E Q I B } n m 

Lemma 4.1 and (4.4) now imply 

A -I 
slim lim n log 
~ n-+oo Pr{T(P ) E: A I 

n 

= -lim K(T-I(A),P) 
m-+oo ID 

= -K(T- 1 (A),P). 

Thus y s -K(T-l(A),P). 

Conversely, for any m, n E JN 

B } 
ID 

-1 A 

n log Pr{T(P) EA} 
n 

-1 -~ n log Pr{T(P) EA I B} + log P(B ). 
n m ID 

~,' I ,- - \:- ;, __ , ; 

BIBL!OTHEEK 1 1.. ....... i ~ • 

--AMSTERDAM--
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Hence, by the first part of the proof and Lemma 4.1 

lim inf 
-I 

log Pr{T(P) EA} 2 n n~ n 
.... . -1 

Al 2 lim [lim inf n log Pr{T(P) E Bm} + log P(Bm)J 
m-+oo n~ n 

= lim -K(T-1 (A) ,P ) = -K(T- 1 (A) ,P). □ m-+oo m 

d * Next, we specialize S and E to S = E = E. • Let A = {Q EA: Q has compact 

support}. We define T : A* -+ E.d by T{Q) = I d xdQ{x), Q E A*. In Chernoff 

(1952) the following large deviation theorem:J\ras proved for the cased= I: 

lim n-l log Pr{T(P) 2 r} = -sup O {tr - log 
n~ n t2 

f etxdP(x)} 

E. 

for any r EE. and PE A1 (as was noted in the beginning of this section, 
.... -I n 

T(Pn) is equal to the sample mean n Li=I Xi). With the help of Theorem 4.1 

we shall generalize this theorem to the cased> I. 

Our results are in a certain sense complementary to those of Sievers 

(1975), who gives sufficient conditions to reduce limits of the form 
-1 d 

lim 
tl~ 

lim n~ 

n log Pr{T E B}, B c E. , B E B to limits of the form 

n-l log Pr{T!I) * x 1, ... ,T~d) * xd}, where the *'s are either 2 ors 

( ( l) (d)) . d . bl k. . d and T 
n 

= T , ..• , T 1.s a ran om var1.a e ta 1.ng values 1.n E. • Here we 
n n 

shall give explicit expressions for the latter limits in the case that T is 
n 

the sample mean. 

We introduce the following notation. The i-th component of a vector 

x E E.d is denoted by x (i) and the inner product of two vectors x,y E E.d 

by x'y. The following ordering relations on E.d will be used: x 2 y iff 

x(i) 2 y(i) (is is d) and x > y iff x(i) > y(i) (l sis d). Furthermore 
d d d c . 

E.+ = {x E E. : x 2 0}. We denote the complement of a set Ac E. by A, 1.ts 

interior by Ao, its closure by A and its boundary by 3A (always in the 

Euclidean topology). For Q EA~ the integral f d xdQ(x) denotes the vector 
J E. 

of marginal means of Q. To avoid confusion, the letters a, 8, y, 6 and£ 

will always denote real numbers. 
d 

For r E E. and P E A we define 

Qr = { Q E A*: J xdQ (x) ::?: r} 
E.d 



and 

~= 
d {s E JR : K(Q ,P) < oo}. 

s 

With these notations the following theorem will be proved. 
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THEOREM 4.2. Let PE A and r E (a~)c. Then, for each sequence {un} &n JR.d 

such that lim u = 0 n-+oo n ' 

(4.5) lim n-l log Pr{n-l 
n-+oo 

n 

I 
i=I 

X. 2 r + u} = -K(Q ,P) 
i n r 

and 

K(Q ,P) = sup ]Rd {t'r - log f et'xdP(x)}. 
r tE + d 

JR 

(4.6) 

Moreover, the supremwn on the right-hand side of (4.6) is achieved if 
0 

r E AP . 

Theorem 4.2 generalizes Chernoff's theorem to cl-dimensional vectors, 

but does not cover the case r E a~. Relation (4.6) extends results by 

Hoeffding (1965) and Csiszar (1975, Theorem 3.3) who both considered sets 

Qr of the type {Q E A: f d xdQ(x) = r} assuming finiteness of the moment 

generating function of P~n a neighborhood of the origin. 

The following example demonstrates that (4.5) may fail if r is a bound

ary point of AP. 

EXAMPLE 4.1 Let d = 2 and define the pm P by P({a}) = P({b}) =½,where 
-1 n 

a= (1,0) and b = (0,1). Let r =(½,½),hence r E 3AP. Since Pr{n Ei=I X. 2 
( n\ -n i 

2 r} = \½n} 2 for n even and= 0 for n odd, the limit in the left-hand 

member of (4.5), with u = O, does not exist in this case (the limes inferior 
n 

is - 00 , the limes superior is 0). It is easily verified that K(Qr,P) = 0. 

The next theorem provides some more information about the exceptional 

case r E 3A. It asserts the existence of a supporting hyperplane through 
p 

r of the support of P with some special properties. 

THEOREM 4.3 Let PE A and r E 3A. Then there exists a hyperplane 
p 

1H (r) = {x E JR.cl: s'x = s'r} through rand a corresponding half-space 
s 
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* d IB (r) = {x E 1R : 
s 

s 'x > s 'r} where s E 1R~ and s ;. 0, with the following 

properties 

(i) P( ni*(r)) = 
s 

* 0 and P ( IB (p) ) > 0 for each p < r 
s 

a~, then P(JHs (r)) > 0 

a~ and P(JHs(r)) = O, then (4.5) and (4.6) hold 

(ii) If r E ~ n 

(iii) If r E ~ n 

(iv) If P(llis (r)) = P({r}) > O, then (4.5) and (4.6) hold provided u = 0 
n 

for all large n e: :IN. 

Consider the cased= I. If r Ea~, then the hyperplane IBs(r) of 

Theorem 4.3 reduces to the point {r} and either (iii) or (iv) are satisfied. 

Hence Theorem 4.2 and 4.3 together contain the original one-dimensional the

orem of Chernoff. 
d If P 1s absolutely continuous with respect to Lebesgue measure on 1R, 

case (ii) of Theorem 4.3 cannot occur and (iii) is in force. Hence Theorems 

4.2 and 4.3 yield 

COROLLARY 4.1. Let PE A and suppose Pis absolutely continuous with respect 

to Lebesgue measure on 1Rd. Then ( 4. 5) and ( 4. 6) hold for each r E ]Rd and 

each sequence { u } in 1Rd tending to the zero vector. n 

and 

d 
Henceforth the sets Bm c 1R and 'I'm c A for m E ]N are defined by 

B 
m 

d 
= {x E 1R : Ix. I ::;; m, I ::;; i ::;; d} 

l. 

'¥ = {Q EA: Q(B) = I}. m m 

For any m E :IN and Q EA such that Q(B) > 0 the conditional pm Q is defined 
m m 

by Q (B) = Q(B I B ), BE B. 
m m 

Before proving the theorems we first establish two leilllllas. 

LEMMA 4.2 Let PE A. Then AP is convex and the functions ➔ K(ns,P), 

s E lR.d, is convex and hence continuous on Ao. 
p 

PROOF. This is an easy consequence of the convexity of the function 

a ➔ a log a, a> 0 and the linearity of the function Q ➔ f d xdQ(x) on 

]R. 

* A • □ 



* .d LEMMA 4. 3. Let r be a non-empty convex subset of A and let p E :m. • Con-

sider the system of d inequalities 

(4. 7) f xdQ(x) > p . 

:Rd 

Then either there is a solution Q Er of (4.7) or, alternatively, there 

exists t E :Rd, t =f O, such that 
+ 

t' I xdQ(x) ~ t'p 
:Rd 

(4.8) for aU Q E r. 
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PROOF. This is Theorem 1 in Fan, Glicksberg and Hoffman (1957), specialized 

to the present situation. D 

4 2 . 1 h ·. A* d . PROOF OF THEOREM . It is c ear tat T +:R defined by 

T(Q) = kd xdQ(x), Q EA*, is !inear and T-cont~nuous on ~m for each m E IN. 

Let r E i and let Cr= {x E :R: x ~ r}. Then Cr= {x E :R: x > r} and 

K(T- 1(c0),P) < 00 by Lemma 4.2. Hence the conditions of Theorem 4.1 are sat-
r d 

isfied with A= C and B = [-m,m] , implying that (4.5) is satisfied if 
r m 

u = O, n E IN. If r EA~, then obviously K(Q ,P) = 00 and the left-hand n --p r 
member of (4.5) is equal to - 00 by Markov's inequality and (4.6), cf. the 

proof of Theorem 4.3 (iii). 

We proceed to prove (4.6). First consider the case that r E ~- Let 

Q E Qr' K(Q,P) < 00 , q = dQ/dP and t E :m.!. Following Hoeffding (1967), we 

note that by Jensen's inequality 

K(Q,P) ~ K(Q,P) + t' (r- I:m.d xdQ(x)) 

i t'x 
= t'r - log{e /q(x)}dQ(x) 

q >O 

~ t'r - log I t'x 
:Rd e dP(x) 

and hence 

J t 'x K(Q ,P) ~ sup -rod {t'r - log e dP(x)}. 
r tE=+ d 

:m. 
It still must be shown that conversely 
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(4.9) K(SJ ,P) ::;; sup ]Rd {t'r - log ·I et'xdP(x)}. 
r tE + d 

JR 

First suppose that P has compact support, i.e. P (B ) = 1 for sufficiently 
m 

large m E ]N. Since '¥ is T-closed and the restriction of T to'¥ is T-continuous, m m 
11 n '¥ is T-closed and hence, by Lemma 3.2, there exists a pm Q E r2 such that r m r 

(4.10) K(Q,P) = K(SJ ,P). 
r 

The supporting hyperplane theorem, the convexity of the function 

( ) d . . . . h (i) . 1 h . t ➔ K Si ,P an its monotonicity in eac argument t imp y t e existence 
t d 

of s E JR such that 
+ 

(4.11) K(SJ ,P) ~ K(rl ,P) + s'(t-r) 
t r for all t E 1\>· 

Let S ( s) = f JR d 

given by q(x) = 

s 'x 
e dP(x) and let the pm Q be defined by its density q = 
s'x d 

e / S ( s) , x E JR • Then 

(4.12) K(Q,P) = s' J xdQ(x) - log S(s). 

JR.d 

Application of (4.10) and (4.11), with t = J]Rd xdQ(x), yields 

(4.13) K(Q,P) ~ K(Q,P) + s' ( f xdQ(x)-r). 

JR.d 

Since 

K(Q,P) - K(Q,Q) 

we have by (4.12) and (4.13) 

J log q (x) dQ (x) 

JR.d 
= s' t 

JR 

(4.14) K(Q,Q) = K(Q,P) s I I xdQ(x) + log S(s) 

JR.d 

K(Q,P) - K(Q,P) + SI ( f 

xdQ(x) - log S(s) 

xdQ(x)) xdQ(x) - J 
jd 

JR JR.d 

::;; 8 I (r- f xdQ(x)) ::;; o. 
J d 

JR 

dQ/dP 



-
It follows that K(Q,Q) = O, hence Q = Q and therefore 

(4.15) K(n ,P) = K(Q,P) = s'r.
r log f 

]Rd 

s 'x e dP(x). 
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This proves (4.9) for P 

(4.14) s(i) > 0 implies 

with compact support. (We note in passing that by 

f x(i)dQ(x) = r(i~) 
]Rd 

There is also another line of argument to reach this conclusion. One 

first proves that the function t ➔ t'r - f d et'xdP(x) attains its supremum 

on the set ]Rd for some s E ]Rd , defines Q~ith this s as before and shows 
+ + 

by considering partial derivatives that Q En and finally by Jensen's in
r 

equality that (4.15) is indeed satisfied. However, the present proof seems 

to be more direct and continues to hold if r E AP n a~. 
Now let PE A be arbitrary. For each m E ]N such that P(B) > 0 and 

m 
O h . b (4 11) d . f . r E ~ t ere exists y . s E JR satis ying 

--pm m + 

s I (t-r) s K(n ,P ) - Km ,P ) 
m t m r m 

for each t E ~ . Hence in view of Lemma 4.1 
m 

lim sup s'(t-r) s K(n ,P) - K(n ,P) 
m-+oo m t r 

for each t > r, t E ~• implying that {sm} has a convergent subsequence {sm }. 

Let lim s = s. By Lemma 4.1, (4.15) and Fatou's lemma n 
n➔oo ~ 

K(nr,P) = limn➔oo K(nr,Pm) 
n 

= lim 
n➔oo 

{s' r - log f exp(s' x)dP (x)} 
mn d m m 

JR n n 

s s'r - log f exp(s'x)dP(x). 
]Rd 

Thus (4.9) is proved in this case too and (4.6) follows for r E ~-

It remains to prove (4.6) in the case r E (~) 0 . Let p E (A~)o, p < r. 

Apply Lelllllla 4.3 with r = {Q EA*: K(Q,P) < 00 }. Since (4.7) does not hold, 

there exists s E JR.a, s # 0, such that 
+ 
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(4. 16) s' L xdQ (x) s s 'p 
JR 

for all Q E r. 

It follows that (with the notation of Theorem 4.3) 

(4.17) * p ( ]H ( p) ) = o. 
s 

* For suppose that (4.17) does not hold. Let A be a compact subset of JH (p) 
s 

such that P(A) > 0, and let Q be the conditional pm defined by Q(B) = P (B jA), 

B E B. Then K(Q,P) = -log P(A) < 00 and s' f ]Rd xdQ(x) > s 'p, in contradic

tion to (4.16). Hence 

suptEJR.d { t 'r - log J et 'xdP (x)} 2 

+ JR.d 

2 lim - log J exp{as' (x-p) + as' (p-r) }dP (x) = 
a~ 

JR.d 

= oo = K(Q ,P) 
r 

and the proof of Theorem 4.2 is complete. D 

* PROOF OF THEOREM 4.3. Let r E a~ and put f = {Q EA: K(Q,P) < 00 }. Applying 

Lemma 4.3 with p = r, (4.7) is obviously not satisfied and hence there 
d 

exists s E JR , s f- 0, such that 
+ 

s I J xdQ (x) s s I r 

JR.d 

for all Q E r. 

* It will be demonstrated that for this vector s, lH (r) and JH (r) have the 
s s 

required propertie~ 

(i) The proof of P(JH*(r)) = 0 1.s similar to the derivation of (4. 17) 
s 

from (4. 16). Let p < r, hence p E ~- Then P(JH*(p)) > 0. For otherwise 

every pm Q E r would satisfy s' f ]Rd xdQ(x) s t,p, in contradiction to 

the existence of a p!'l q E r with the property f]Rd xdQ(x) > p. 

(ii) Supposer E AP n aAP. In that case a pm Q Er exists such that 

Id xdQ(x) 2 r. Hence Q(IB (r) ulli*(r)) > 0 and therefore, as a con-
JR s s 

sequence of Q << P and (i), P( lH (r)) > 0. 
s 



(iii) Let r E ~ n a1\i and P(JHs(r)) = 0. In this case K(Qr,P) = 00 since 

(iv) 

C * r E Aj_;· Moreover, since P(JHs(r) u JHs(r)) = 0, 

I , t'x 
sup ]Rd { t 'r - log e dP (x)} 2:'. 

tE + ]Rd 

2:'. - lim log f exp{as'(x-r)}dP(x) = oo 
a-+«> d 

]R 

by dominated convergence and (4.6) is proved. Finally, by Markov's 
]Rd d 

inequality, for any t E + and un E 1R , 

-1 
Pr{n 

n 

I 
i=l 

X. 2:'. r + u } ::::; 
i n 

n 
Pr{ l 

i= 1 
t'X. 2:'. nt'(r+u )} 

i n 

n 
s E exp{ l t'X.}/exp{nt'(r+u )} 

i=l i n 

= ( f ]Rd exp{t'(x-r-un)}dP(x))n. 

Hence, if lim u = 0, n-+co n 

lim n-+co 
-1 -1 

n log Pr{n 
n 

I 
i=l 

X. 2:'. r + 
i 

u } s 
n 

::::; - sup -]Rd (-log f exp{t'(x-r)}dP(x)) = -oo 
tc d 

+ ]R 

and (4.5) is established. 

Let y = P(ll (r)) 
s 

= P({r}) > 0. Since in this case Q E r n 

Q({r}) = I , K(Q ,P) = -log y. It is also readily seen that 
-1 r 

Pr{n n Pr{X. n} n 
L_1 X. 2:'. r} = = r, s i s = y and hence 

.!T i -1 i 
lim n r} proving (4.5) n log Pr{n LI X. 2:'. = log y, n-+co i= i 
By dominated convergence 

suptdRd {t'r - log I et'xdP(x)} ;c: 

+ ]Rd 

2:'. -lim log J exp{as'(x-r)}dP(x) =-logy. a-+co 
1Rd 

Q 
r 

for 

iff 

u = n 

29 

o. 
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The reverse inequality is obtained by Markov's inequality, as in the 

last lines of the proof of (iii). Thus (4.6) is also established and 

the proof of the theorem is complete. D 

5. LINEAR COMBINATIONS OF ORDER STATISTICS 

In this section x1, x2 , ••• , are real-valued i.i.d. random variables 

with distribution function (df) F. Instead of J\. 1 , the set of pms on (lR, B), 

we shall consider the set D of one dimensional dfs. If GED, the correspond

ing pm in J\. 1 will be denoted by PG. A set of dfs A in D will be called 

,-open (or p-open) if the set of pms {PG E J\. 1 : GE A} is open in the top

ology, (or p) defined on A1• The topologies, and p on Dare defined by 

these ,-open and p-open sets respectively. Obviously all results on large 

deviations for pms on lR lead to corresponding results for dfs on lR, so we 

freely use the theory of the preceding sections. 

For convenience of notation we write K(G,F) instead of K(PG,PF) and 

similarly we write K(Q,F) to denote infGEQ K(PG,PF) if Q is a subset of D. 
-1 

For GED the inverse G is defined in the usual way by 

G-l (u) = inf{x E lR: G(x) 2: u}. 

Suppose J [0,1] ➔ lR is an L-,-integrable function, i.e. I~ IJ(u)I du< 00 • 

We consider linear combinations of order statistics of the form 

(5. 1) T(F) 
n 

1 

= I 
0 

... -1 
J(u)F (u)du 

n 

where F denotes the empirical df of x1, ••• ,X ., or in a perhaps more familiar 
n n 

notation 

n 
(5.2) T(F) = l c . X. 

n i=l n,1 i:n 

where c . = J1('(nl)/ J(u)du and X. is the i-th order statistic of n,i 1- n i:n 
x1, ••• ,Xn. These statistics are sometimes calles L-estimators, cf. Huber 

(1972). For a more recent discussion we refer to Bickel and Lehmann (1975). 

Related to the statistics T(F) are the sets n 
1 1 

(5.3) {GED: I -1 r IJ(u)G-l (u) I du< 00}, Qt = J(u)G (u)du 2: t, 
J 

0 0 
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where t E JR. 

The following large deviation theorem is a consequence of the preceding 

theory. 

THEOREM 5. 1 . Let F E D, Zet J : [ 0, 1 J ➔ JR be an L-integrab le function and 

let [a,S] be the smallest closed interval containing the support of J. Then3 

for each sequence {u} of real numbers such that lim u = 0 n n-+«> n ' 

(5.4) lim n-+«> 
-1 

n log Pr{T(F) 
n 

:2: r + 

-1:j' J, F and r E JR satisfy the conditions 

u } 
n 

= -K(r2 ,F) 
r 

(i) t ➔ K(nt,F), t E JR, is continuous from the right at t = r 

(ii) - 00 < sup{x E JR: F(x) :::; a} :::; inf{x E JR: F(x) :2: S} < 00 • 

Moreover3 (i) is certainly satisfied if one of the following pairs of 

conditions holds: 

(a) J :2: 0 on an interval (y,o) and f~ J(u)du > 0 

(b) Fis continuous 

or 

(c) the support of J is an interval3 J :2: 0 and f~ J(u)du > 0 

(d) Fis continuous at r 1 = r/f~ J(u)du. 

Finally3 if r 1 is a discontinuity point of F then (5.4) holds provided 

conditions (ii) and (c) are satisfied and u :::; O for> aU lar-ge n E lL 
n 

REMARK 5.1. Condition (ii) of Theorem 5.1 is satisfied if PF has compact 

support or if O <a< S < I. 

REMARK 5.2. The second part of Theorem 5.1 illustrates a phenomenon known 

from proofs of asymptotic normality of linear combinations of order statist

ics: with strong conditions on the underlying df F only weak conditions on 

the score functions are needed and vice versa. 

PROOF OF THEOREM 5.1. Let A= [a,S], let B be the smallest interval contain

ing the support of PF and let IA and IB denote the indicator functions of A 

and B respectively. Then 

I 

T(F) 
n = I --1 --1 

J(u)IB(F (u))F (u)du 
n n 

0 
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with probability one. Define the function T D + JR by 

(5.5) 

I 

T(G) = J J(u)IB(G- 1 (u))G- 1 (u)du, GED, 

0 

The function Tis p-continuous. For a proof consider a sequence of dfs {G} 
-1 -I n 

such that G ➔ G for a df GED. Then G ➔ G except perhaps on a 
n P n 

countable number .of discontinuity points of G-J. Together with condition 
-1 -1 

(ii) this implies that the functions JB(Gn )Gn .IA, n E JN, are uniformly 

bounded on the interval [O,I]. Hence lim T(G) = T(G) by dominated con-
n➔oo n 

vergence implying that Tis p-continuous. The proof of (5.4) is now completed 

by an application of Theorem 3.2, since p-continuity implies T-continuity. 

In the proof of the other statements of the theorem we may assume that 

K(~ ,F) < 00 , since otherwise condition (i) is trivially satisfied. Let 
r 

GE~ satisfy K(G,F) = K(~ ,F). The existence of G is assured by Lemma 3.2 
r r 

and the fact that a p-closed set is also T-closed. 

First suppose that conditions (a) and (b) are satisfied. Since PG<< PF, 

G is continuous. Let (y,o) be an interval satisfying condition (a) and let 

y 1 and 2 > 0 be numbers such that YJ E (y,o) and 2 < min{y 1 -y, o - y 1}. 
-1 -I -1 

Let c = G (y), d = G (o), c 1 = G (y 1) and let the df G2 be defined by its 

PG-density g£ = dPG /dPG given by 
E: 

(yl-y-E:)/(yl-y), 

g 2 (x) = (o-y 1+2)/(o-y 1), 

1 ' 

x E (c,c 1) 

x E [c1 ,d) 

elsewhere. 

-I -1 -I -I 
Then G (u) > G (u), u E (y,o) and G = G elsewhere. Note that G is 

E: E: E: 
derived from G by moving some probability mass of PG to the right on the 

interval (c,d). Since J(u) ~ 0 for u E (y,o) and Jo J(u)du > O, 

Jo -1 Jo -1 Y J(u)G (u)du > J(u)G (u)du. Hence T(G) > T(G). Since lim , 0K(G ,F) = 
y E: y E: E:~ E: 

K(G,F), (D follows. 

Next suppose that conditions (c) and (d) are satisfied. Without loss 

of generality assume J~ J(u)du = I and hence r 1 = r. Let again GE ~r sa

tisfy K(G,F) = K(~ ,F) < 00 • First suppose that G- 1(a+O) < G-J(S). Then r 



-1 · -1 
there exists y E (a,S) such that G (y+h) > G (y) for each h > O. Let 

-1 
c = G (y) (hence O < G(c) = y < l) and let for O < s < rnin{y,l - y} the 

df Gs be defined by its PG-density gs = dPG /dPG given by 

g (x) 
s 

(y - s) / Y, 

(I - y + s) / (I - y), 

s 

X S C 

X > C. 
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-I -I 
Then G ~ G 

s JI 

-1 -1 
and G s(u) > G (u) for each u in a left-hand neighborhood -I JI -I of y. Hence 0 J(u)Gs (u)du > 0 J(u)G (u)du for each s > 0. Since 

lims+O K(Gs,F) = K(G,F), condition (i) follows. 
-1 -) 

It remains to consider the case that G (a+O) = G (S) = b, say. Then 

J~ J(u)G- 1(u)du = b ~ r since GE Qr. Supposer is a continuity point of 

F. Then PG<< PF implies PG({r}) =_O and hence b > r, since bis a discon

tinuity point of G. It follows that K(Qt,F) = K(Qr,F) for all t ~ (r,b), 

implying (i). 

Now suppose that r is a discontinuity point of F and that b = r. Note 

that G(r-0) s a in this case. If G(r-0) > 0 we proceed as follows. For 

0 < s < G(r-0) define the df Gs by its density gs = dPG /dPG given by 
s 

(G(r-O)-s)/G(r-0), X < r 
g (x) = 

s (I-G(r-O)+s)/(l-G(r-0), X ~ r, 

Then G (r-0) = G(r-0) - s s a - s, hence G E Q. Considering the partition 
s s r 

P = {(-oo,r), [r,oo)} of JR it follows immediately that there is a T-open 

neighborhood of G contained in Q . Hence K(int (Q ),F) s K(G ,F), for each 
s r T r s 

E > 0. Since lim ,. 0 K(G ,F) = K(G,F), we have K(int (Q ),F) slim 'O K(G ,F) 
SY s T r SY s 

= K(Q ,F), i.e. K(int (Q ),F) = K(Q ,F). The T-continuity of T implies that 
r T r r 

Q is T-closed and hence Theorem 3.1 yields that (5.4) holds provided u = 0 
r n 

for all large n E JN. The left continuity of the function t ➔ K(Qt,F) (Lemma 

3.3) implies that (5.4) also holds if u s O for all large n E ]N (consider 
n 

a sequence { t } in ]R such that t 
m m 

tr and t ➔ K(Qt,F) is continuous at tm 

for each m E JN). 

finally suppose G(r-0) = 0. Let the df G' be defined by 

PG,(B) = PF(Bn[r, 00))/PF([r, 00)), for each Borel set B. Then G' E Qr and 

K(G',F) s K(G,F), hence K(G,F) = K(G' ,F) = - log PF([r, 00)). Since Qr is 
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T-closed, Lemma 2.4 implies that 
-I 

condition (A) of Lemma 3.1 is satisfied. 

Hence lim sup n log Pr{F E n-+oo n nr} ~ log PF([r, 00)) (see (3.2)). It is 
-I ,. 

clear that conversely lim inf n log Pr(F En)~ n r -I n-+oo 
~ lim inf n log Pr{X1 ~ r} n-+oo :n = log PF([r, 00)). Thus (5.4) holds pro-

vided u = 0 for all large n E ]N. 
n 

By the same argument as before (5.4) also 

holds if u ~ 0 for all large n E lN. 
n □ 

REMARK 5.3. The continuity of a function which is essentially equivalent to 

the function Tin (5.5) has been pointed out by Bickel and Lehmann (1975). 

In fact there exists an interesting link between robust statistics and the 

theory of large deviations, since robustness of statistics T(F) may be de-
n 

fined by continuity of the corresponding functionals Ton D with respect to 

some suitably chosen topology and since large deviations of these types of 

"continuous" functionals of empirical dfs can be tackled by the methods of 

this paper. Note that Hoadley' s (I 96 7) Theorem I would not suffice to prove 

(5.4) since Tis in general not uniformly p-continuous (and Fis not assumed 

to be continuous). 

In applications the weight function J appearing in the definition of 

the statistic T(F) may also depend on n. In this case Theorem 5.1 is not 
n 

immediately applicable, but the next theorem may be of use. 

THEOREM 5.2. Let FED, let J (nE:N) and J be L-integrable functions defined n 
on [0,1] and let [a,B] be the smallest closed interval containing the support 

of J and the support of each Jn. Let nt be defined by (5. 3) for t E JR. Then, 

for each sequence of real numbers {u} such that lim u = 0 n n-+oo n ' 
I I ,. I 

Pr{ J (u) F- (u)du ~ r + u} = -K(n ,F) 
n n n r 

(5.6) -I 
lim n log n-+oo 

0 

if J, F, a and B satisfy conditions (i) and (ii) of Theorem 5.1 and if the 

sequence {J} satisfies 
n I 

(iii) lim I IJ (u) - J(u)I du= 0. n~ 0 n 

PROOF. The proof proceeds by a truncation argument. In accordance with sec

tion 4 we write B = [-m,m] and denote by G the conditional df defiued by m m 

PG (B) = PG(B I Bm), BE B, if GED and PG(Bm) > O. 
m 
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* Let D ={GED: PG(Bm) = I for some m E JlliI }. By condition (i) there 

exists for each n > 0 a o > 0 and a df GE Q ~ satisfying 
r+u 

K(G,F) ~ K(Q ,F) + n. Since G E Q. for large m and lim K(G ,F) = K(G,F), r m r m+oo m 
it follows that K(Q ,F) = K(Q n n* ,F). Hence by LeI!llila 4. I lim K(Q ,F ) = r r · m+<x> r m 
= K(Qr,F). Fix E: > 0. Then there exists N0 =N0 (m,E) such that for all n2N0 

I 

(5. 7) 

I I 

J Jn(u) ;:1(u)du - J 
0 0 

--1 
J(u)F (u)dul 

n ~ m I IJn(u) - J(u)I du<¼ l 

0 

if ;-I (u) E B , 
n m 

U E (0,1). For convenience of notation we shall write 

Pr{F EA I ;- 1(u) EB, u E (0,1)} = Pr{F EA B} 
n n m n m 

With this notation we have for each large m E JlliI: 

I 

lim inf 
-I I A I u } n log Pr{ J (u)F (u)du 2 r + n0-00 n n n 

0 
I 

-I J --1 B } + log PF(Bm) 2 lim inf n log Pr{ Jn(u)Fn (u)du 2 r + u n-+oo n m 
0 
I 

-I I A I I I 2 lim inf n log Pr{ J(u)F: (u)du 2 r+- E: B } + log PF(Bm) n-+oo 2 m 
0 

2 -K(Q + ,F) + log 
r E: m PF(Bm). 

The last inequality holds by Theorem 5.1, since we may choose a continuity 
I 

point r E (r+-2E,r+E:) of the function t ➔ K(Q ,F ). 
m t m 

Since lim K(Q ,F) = K(Q ,F), we have 
m+m r+E: m r+E: 

lim inf n+oo 
-I 

n log Pr{ 

l 

J J (u);-l(u)du 2 
n n 

0 

r + u } :::: 
n 

-K(Q ,F). 
r+E: 
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Hence by condition (i) 

1 

(5.8) lim inf 
-1 

log Pr{ J 
--1 

u } -K(Q ,F). n J (u)F (u)du 2 r + 2 n-+oo n n n r 
0 

Next we show that conversely 

1 

(5.9) lim sup 
-I 

log Pr{ I --1 
u } -K(Q ,F). n J (u)F (u)du 2 r + ::; 

n-+oo n n n r 
0 

Fix E > O. There exists for all n E lN, 
--1 

Pr{F (a+O) /. n 

an m E lN such that 
--1 

B} < En and Pr{F (B) /. B} 
m n m 

< En (this may be seen for exam-

ple by an application of Chernoff's theorem to the binomial representation 
A-1 --1 

of the probabilities Pr{F (a+O) i B} and Pr{F (B) i B }). Hence for large 
n m n m 

n: 

I 

Pr{ f --1 
u } J (u)F (u)du 2 r + 

J n n n 
0 
1 

~ Pr{ I --1 ;-1 (u) n 
J (u)F (u)du 2 r + u and EB,UE (a,B)} + 2E 

n n n n m 
0 
1 

::; Pr{ I --1 
r-'- E} + 2En J(u)F (u)du 2 

n 
0 

since (5.7) holds again for large n if F- 1(u) EB for u E (a,S). 
n m 

This result implies (5.9) by Theorem 5.1 and Lemma 3.3 (also if K(Q ,F) oo) 
r 

and the present theorem follows from (5.8) and (5.9). D 

(5.10) 

For O <a< ½, the a-trimmed mean of x 1, ... ,Xn is defined by 

T = (n-2[an])- 1 
n 

n-fanl 
I xi:n' n E lN, 

i=[an]+l 

where [x] denotes the largest integer::; x. As an application of the previous 

theorems we prove the following large deviation result for a-trimmed means. 



THEOREM 5.3 Let r E JR let FED be continuous at rand let T be the n 
a-trimmed mean given by (5.10). Then, for each sequence {u} such that n 
lim u = 0, 

n➔00 n 

(5.11) 
-1 a 

lim n log Pr{T 2 r + u} = -K(Q ,F), 
n➔oo n n r 

where 

1-a 

{GED: I -1 
G (u)du 2 (1-2a)r}. 

a 
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If Fis discontinuous at r, then (5.11) continues to hol~ provided un ~ 0 for 

aU large n E IN. 

PROOF. Write the statistic T in the form II J (u) F- 1(u)du with 
--- -1 n O n n -1 
Jn = n(n-2[an]) IA where An = ([an]/n, 1-[an]/n). Let J = (1-2a) 1 (a, I-a)• 

n If Fis continuous at r, then (5.11) follows since in this case (c) and (d) 

of Theorem 5.1 and hence the conditions of Theorem 5.2 are fulfilled. 

Now suppose that Fis discontinuous at r. Let GE Qa satisfy K(G,F) = 
r 

K(Qa,F) (such G exists!). It was shown in the course of the proof of 
r 

Theorem 5.1 that the function t ➔ K(Q~,F) is continuous at r (and hence the 

above proof remains valid) unless G- 1(a+O) = G- 1(1-a) = r. 

It remains to consider this exceptional case. Fix E > 0 and let Q II _ 1 r,n 
{HE D: O Jn(u)H (u)du 2 r}, n E IN. For O < o < I let G0 ED be defined 

by G0 (x) = (1-o)G(x) if x <rand G0 (x) = (1-o)G(x) + o if x > r, implying 
a 

G0 (r-0) ~ a - oa and G0 (r) 2 1-a + oa. Note that K(G 0 ,F) < K(G,F)+E =K(Qr,F~7E 

if o < o , say. Moreover A c (a-oa,1-a+oa) and hence G~ E Q if n > (ao) 
E n u r,n 

Let P denote the partition {(-00 ,r), {r}, (r, 00 )} of JR. Choosing appropriate 

o E (!o ,o ) it follows that there exists a sequence {G} 
n E E _ 1 n 

for all n > (!ao) 
€ 

(I) nG (r-0) E 'll and nG (r) E 'll 
n n 

(2) G E Q and {HE D: dp(PH, PG)= O}cQ 
n r,n a r,n 

(3) Kp(G ,F) < K(Q ,F) + s. n 
n r 

{G0 } such that 
n 

Hence, if u ~ 0 for all large n, the same arguments that were used in the 
n 

last part of the proof of Lemma 3.1 yield 
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-Pr{T 2 r+u} 2 Pr{F e Q } 2 Pr{dp(PF- ,P ) = 0} 2 
n n n r,n G 

as n ➔ 00 , implying 

lim inf 
n➔oo 

n n 
a 

2 exp{-n(K(Q ,F) + E + o(J))} . r 

-I 
n log Pr{T 

n 
2 r+u } 

n 
a 

2 - K(Q ,F). 
r 

On the other hand (5.9) continues to hold in the present case, with Qa. in 
r 

in lieu of Qr, since the second part of the proof of Theorem 5.2 does not 

use condition (i). This completes the proof of the last statement of the 

theorem. D 

The actual computation of the infimum K(Qa.,F) in (5. 11) is not easy. r 
derive a more explicit expression 

a 
assumption We shall for K(Q ,F) under the r 

that Fis continuous. In this case any df H such that K(H,F) < 00 is also 

continuous and 

I-a b 

f H- 1 (u)du = f xdH(x) 

a a 
-I -I 

where a= H (a), b = H (I-a) and - 00 <a< b < 00 • We also assume F(r) < I 

since otherwise K(aa.,F) = 00 • 

r 
The minimization procedure is performed in two steps and is closely 

related to the proof of (4.6) in Theorem 4.2. Let 

b 

Q~(a,b) ={He D: (l-2a.)-I f xdH(x) 2 r, H(a) = a, H(b) = I - a} 

a 

for - 00 <a< b < 00 • In view of the continuity of F 

(5.12) K(Qa.,F) = inf{K(Qa.(a,b),F): 0 < F(a) < F(b) < I, F(b) > F(r)}. 
r r 

(b tx Consider the function t ➔ tr - log e dF(x), t 2 0. 
;a 

This function achieves 

its maximum on [0, 00 ) at a points= s(a,b) defined by 

s= 
0 if J: xdF(x)/(F(b) - F(a)) 

¢- 1(r) otherwise 

2 r 
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fb tx 
where ¢(t) = axe dF(x) 

the equation ¢(t) = r has 

lim ¢(t) >rand ¢'(t) 

If~ etxdF(x), t ~ 0. Note that in the second case 

a unique positive roots since ¢(0) < r, 

> 0 for all t ~ 0. 
t~ 

Let GED be defined by its density g = dPG/dPF given by 

g(x) = 

a/F(a) , 
b 

(l-2a)esx / f 
a 

a/(1-F(b)), 

X < a 

SX e dF(x), a :s; x :s; b 

X > b. 

a 
Then GE ~r(a,b) and 

K(G,F) = 2a log a+ (l-2a) log 
b 

+ (1-2a)sr-(1-2a)log f 
a 

(1-2a) - a log F(a) - a log(l-F(b)) + 

SX e dF(x). 

a Let HE ~r(a,b), K(H,F) < 00 and h = dPH/dPF. By Jensen's inequality 

Hence 

b 

sr - log { (1-2a) -1 r 
J 
a b 

:s; sr - log {(l-2a)-l J exp(sx-log h(x))dH(x)} 

b a b 

:s; s{r - (1-2a)-l J xdH(x)} + (1-2a)-l flog h(x)dH(x). 

b I log h(x)dH(x) 

a 

a a 

b 

~ (1-2a) {sr + log (1-2a) - log f esxdF(x)}. 

a 

Similarly, by Jensen's inequality, 

a 

J log h(x)dH(x) ~ H(a) log {H(a)/F(a)} = a log(a/F(a)) 

-oo 

and 
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Thus 

00 

J log h(x)dH(x) ~ (1-H(b)) log {(1-H(b))/(1-F(b))} = 

b 

= a log {a/(1-F(b))}. 

K(H,F) = J log h(x)dH(x) ~ K(G,F), 

JR 
a implying K(Q (a,b),F) = K(G,F). 
r 

Now define the functions 

and 

f (a,b) = (1-2a)s(a,b)r - a log F(a) - a log (1-F(b)) + 
a 

b 

- (1-2a) log J exp (s(a,b)x)dF(x). 

a 

g(a) = 2a log a+ (1-2a) log (1-2a) 

Then, by (5. 12) 

(5. 1 3) K(Qa,F) = g(a) + inf {f (a,b): 0 < F(a) < F(b) < 1, F(b) > F(r)}. 
r a 

REMARK 5.4. We briefly indicate another route to the result (5.11). Let T 
n 

be defined by (5.10) and let n = n - 2[an], for each n E lN. Then we may 
a 

write 

E exp(n tT) = E(E{exp(t 
a n 

n-[ an] 
~ x. ) I x[ J , x [ J }). l i:n an :n n- an +1:n i=[an]+1 

Suppose that F has density f with respect to Lebesgue measure. If f satis

fies certain smoothness conditions, it follows from this representation that 

(5. 14) -1 lim n log E exp(n t(T -r)) = 
n-+oo a n 



= -inf {(1-2a)tr - a log F(a) - a log (1-F(b)) -oo<a<b<oo 
b 

- (1-2a) log J exp(tx)f(x)dx}. 

a 

By Theorem 1 of Sievers (1969) (see also Plachky (1971) and Plachky and 

Steinebach (1975)): 

(5.15) lim n-l log Pr{T ~ r} = -inf >OE exp{n t(T -r)) 
n~ n t- a n 

41 

provided the sequence of moment generating functions E exp(n t(T -r)) enjoys 
a n 

certain convergence properties. 

By (5.13) the expression on the right-hand side of (5.14) is equal to 

- K(n°,F) (note that the infima overt and a, bare interchanged). Although r 
this alternative approach requires stronger regularity conditions it may 

lead to evaluation of higher order terms in an expansion of large deviation 

probabilities of the trimmed mean. 
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