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Introduction 

If f x is a function defined for all real x and satisfying 

certain conditions as regards integrability in the Lebesgue sense 

and behaviour at infinity we may consider the following pair of 

analytic functions 
1' + 1 f t • 
' dt Im z ~ 0 z 2n:i t-z , 

-c,....::i 
1 .1 

- 1 f t z dt Im z ~o 2-rri t-z , 
-C\:> 

which are regular respectively in the upper and lower half plane. 
For real z the following limiting values may exist 

+ x+iy X x+iy -
X, 1.2 

and we have formally 

+ -
X f 1 .. 3 - X X 

00 

+ - 1 f t dt 1e4 X + X •• ' ' :r ,. , . , 
Tfl -x 

wh.ere denotes a Cauchy integral "' i.e. 
c,..? C"3 

1 lim 
f. ,_, ), 0 

1 
, ' , ' 

f x+t -f x-t dt. 1.5 ' ... JO il:IIU; 

-x 
E 

The formulae 1o3 and 1.4 are called the 

T. Plemelj who introduced them in 1908 

t 

Plemelj 

1 . It - -

• 

formulae after 

is not difficult 

to prove that the Cauchy integral 1.5 exists and the P · emelj fo1~ ... 

mulae hold if f x belongs to a class of h~lderian functions. In 

Muskhelishvili's book a generalisation is made in so far that the 

real axis is replaced by an arbitrary smooth line. 

Thj_s report is the result of an attempt to generalise the class 

of functions r x for which 1.5 exists and the Plemelj formulae 

1.3 and 1.4 hold or at least hold alm~,t everywhere. It appears 

that the relevant theorems are more or less explicitly contained 

' 

-, 
in the chapter on Hilbert transforms in Titchmarsh _2J. They will 

be given herA in a slightly adapted and simplified version with 

special reference to the concept of the Cauchy integral and the 

validity of the Plemelj formulae. In section 2 a simple theory 

Bt~earch:.ca~r~ed out under the direction of Prof.Dr D. van Dantzig 
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2 . 
will be given for functions of the I, - tX>;c.",j class. It will be 

x> x,gx 

preted as limits in the mean the Plemelj formulae hold almost 
-

X , g X 

exist not only as limits in the mean but also for almost all x as 

ordinary limits. 

Finally in section 4 it will be shown that also for the class 

L -00,oc, the formulae of Plemelj hold for almost all x. W8 note 

that convergence in the mean does not imply convergence at any 

gives an example where the limit in the mean is 
--

point. Wiener l 3 
._ 

zero whereas the limit in the ordinary sense does not exist in any 

point. On the other hand convergence in the ordinary sense does 

not imply convergence in the mean, even if the ordinary limit 

exists everywhere. However, if both the limit in the mean and the 

ordinary limit exist, at least almost everywhere 3 both limits are 

equal almost everywhere. 

In these sections we shall consider Fourier transforms of functions 

If f x belongs to 

-c~,c<, the Fourier transform off x is defined by 

F X l.i.m. 
A - ➔ C\:> 

1 

\ 2Tt -A 

A 
e--itx ft 1 e-itx f t dt. 

By the norm off x we shall understand 

1 

-
2 

3 

def 
l 
2 

• 

MuskheliAhvili. Singular integral equations. Groningen 1953. 

Titchmarsh. Introduction to the theory of Fourier integrals. 
Oxford 1937. Ch.V. 

Wiener. The Fourier integral. New York 1933. p.29. 



Let f x 

2 
L theory 

belong 

F X 1 
·-

-3-

• 

-0.:J,cx:; • Then its Fourier transform 
0v 

-itx e ft dt 
-00 

•·O,...:,,c--o .. 

Since for Im z > O dt 
U>O 

2.1 

-oo 

1 
t-z 

0 u c:. 0 , 

we obtain by means of Parseval's 
from 1.1 and similarly for ~- z 

+ z 

- z 

••• 

V 21r. 

.,,..,r ...,.. 
1 

\/21t 

C"\:) 

0 

-~ 

theorem for the function 

Im z > O , 

Im z ~ O • 

For real x we define also in the l.i.m. sense 

+ X 
def 1 

V2n 
•• 0 

-
X 

def 1 
-· \/._2.rr 

Theorem 1 

l.j __ m. + x+iy 
yto l 

..... 
l.i.m. x+iy 
yiO 

+ 1 Proof If z 
A -· 

2-rr 
then 

+ z - + X 

el x Ft dt . 

+ 
X , 

-
X • 

A 
itz 

F t dt and e 

0 

+ 

similarly 

+ X 
A 

........ , + z 

2.2 

2.3 

2.4 

·+ 
A 

X J 

For A ., 0-.J + • the to + z converges ll"'l mean z A uniformly in y 
.. since 

+ 

Thus A may 

right-hand 

say. For a 

' 

z 

,C'-0 

+ 2 t 2 
d t · · "> 0 4 ' I I z J:i - -A • 

A 

be determined such that ·the first and third term on the 

we have l.i.m. 
y"' 0 

• 
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A 
+ • • 

' 
itx -ty e 1-e 

A 0 
a ,r 

-ty 2 1-e 
l 

' 

·,. ·➔ 0 for y ~ O. 
• 

J 

0 

Thus also the second term of the inequality is less than 3 for 
-+ + X y sufriciently small 

is less than t for y 

and positive, and the norm of 

sufficiently small and positive. This proves 
-the first part of the theorem. Similarly for 

Theorem 2 

z . 
I 

X f X 

+ ,, --
1. i .m 1 f x+t -f x-t 

X + X <> t 7tl E •· ~ 0 
l 

almost everywhere. 

Proof The first part of this theorem .. obvious lS an 

2.1 and 2.3. For the second part we have 

+ -+ X X ..... , .. 

V 

On the other hand 
.,..CO 

1 f 
Tei ' 

t, 

x+t -f x-·t 
t 

0-.....:J 

1 ,... i tx 
e 

2rr 
-CQ 

dt 1 
" "Kl 

where t. t is zero for 
. c,.:;, 

Since 
-o-o 

-itx e d t -·· 2i 

dt. 1-;l t sgnt -, 
' -

f x-t dt, 

and -1 for t '7 .t, • 

sin tx dt., 

we obtain by means of the convolution theorem 
• C"-..) 

2.5 

dt. 2.6 

• 

consequence 

2 
1t 

sin tu du "'dt 

• 

The square norm of the last term 
.E. 

equals 
(:"-,) 

2 2 sin tu 
~ ., ... 
TT 

• u 
0 

and obviously ten d s ,.t o z e r o a s t · ..,. 0 • Thu s 
c-,.::, 0.) 

2 

0 

u 

Sin 
u 

of 

1. i .m. 
e. .. ., 0 

1 
"' . " 1 

.. -· ----- t sgnt dt and the 
t t 2n -c<J 

second part of th(J theorem has been proved. 
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Let again f x 

theory 

belong 

1 

be longs to •--- (,'-.:.), oo • 

We know alread~ that 

1. i .m. 
t,-~o 

111. (IF:, 

E 

·C"O , ~ - ' 
f x+t -f x-t ---..,..,j-----~ . 

t 

We shall now prove 

Theorem 3 
I - II t• • JI - £ ts 

dt 

,, . , . 

. Then also 

sgnt dt 

• 

lim 
c -.:,0 0 

1 
·re 

f x+t -f x-t -"' · · dt t I 

for almost all x. 

We need the following two lemmas 

Lemma 1 t'i}t If be 1 ongs to L - c-v , c-..o 

'1+x 

E --~ 0 
- 2"'' . -· 

for almost all x. 

Proof 
........ I 17\IP:at ft. Si 

1 
•••• 
1t 

.-CO 
I 

t .. 

X 

t + 
• 

0 

then 

3.1 

3.2 

3.3 

c1 t. 
t +t 

Since Cf) is an integrable function., we have for almost all x 
• 

lim <1) u 
u-,. 0 

where 

=0 

(v U 

........................... - ................... 

dt. 
u 

• 

0 

~ Cf. Titchmarsh, Theory of Fourier integrals theorem 91. 
** A generalisation of this lemma is given in Titchmarsh l.c. 

theorem 13. 

~i* The point set where this is true is a Lebesgue set. Cf. Titch
marsh. Theory of functions 11.6. 
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For such an x 

u 

-
c ,.._:2 ,,..,,.,. r,..,....· x+t + x-t dt 

... ) 
+ 

0 0 u 

u u 

+ +7twu' 
~ J 

0 0 
I 

where u 1 

-,· • ' ., ,, ' • • • 

x+t I -2 
, 

+ X-0 X T 
, 

~ • 
_J 

dt, provided 

u u 
• 

u t +1 ' 

Since can be made arbitrarily small for suitable u and since for 
0 - 0..:, 

any fixed u -::>;; O as t •· , O, we have for almost a 11 x 
u 

lim 
t ... :, 0 O 

..... 2··· ... 7 2· 
t +t 

X dt =;0 

lemma. 

Lemma 2 If be 1 ong s to L - r.-v., C,',.j 

N • 
- I ' ~ • ~ 

i..,_.,• x+t - c • x-t 
lim 

t · ➔ 0 

for almost all x. 

Pro0f 

;___.,_.; " 

t 

For almost all x we have lim 

J 
0 

u -
u - > 0 

dt -

8 u 
u 

0 

t 

O where 

• 

which proves the 

x-t , dt . 
_J 

3.4 

:::0 

• 

Let x be such a point. Then the expression between brackets in 3.4 

may be written as 

0 "" ••• 0 4 ,. ' '··2"'". 
t t + f .. 

which is absolutely less than 

1 .-

-
c 

2 
t 

5 ••• " ..... ., 4 ......... 2· 
t t + e. 

• ae t + £ 2 

• 

x-t 

,,,- t'."'v 

.... 

~ 

+ 

') 
L dt -

._i 

x+t 

rE 
1 
2f 

0 

* Cf. Titchmarsh. F.I. theorem 92. 

,.. t. 
'i 

x+t - (j,; x- t , 

- dt + t 

x+t - x-t dt. 

dtJ 
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The second and third te· rm tend to c zc:ro as c. - 'JO. For the first 
term have 

1 1 

• 

e t 
.,,.. 

d e t 1 ..::. 1 + - --- + 2 ~ 

t l 
~ t 

0 1 + e tt dt "., "'2 
t t +1 2 Et 

We now proceed to the proof of the theorem. 

Since 

1 

and 
1 

-c:-c 

E - 2· . 2· d t 
t +t 

t 
2 · ~~ dt 

t + t, 

1 n - tlx 
2 e 

- clx e 

we have according to Parseval's formula 
. G'\J 

- t , -... 2 2 f x- t d t 
t +t. -C'() 

-, ... 

, 

sgn x, 

e • 
1: 

t t +l 

0 1 • 

3.5 

AccorcJing to lemma 1 the right-hat1d side of this equality tends 

tog x as f..- .. ·:tO for almost all x. According to lemma 2 we have 

for almost all x 
(:-,:> I . I , • 

,C\.) 
' 

') 

dt 

lim 
t -~ 0 

1 f x+t -f x-t, 
t 

dt lim 
i -➔ 0 

1 
.,, 

~~ d t 
_j 

1 - lim 
C O ·rr. 
~ -~ 

Theorem 4* 

t . 2· ,,,,,,. Z 
·-- t +E 

·- 0-,.), 

0 

f x-t at 

l l + lim (I't T x+iy 
• f ig - ... X X -I 

-

r I 

J., 0 \ y 
) 

·,._ 

I • 
I lim 
'-' y ,Jr- 0 

for almost all x. 

Proof 

a + x+i t. -

• 

x+iy 

x- it., 

- X 

1 
... I 

-f X 

(". ;_. 

-

a i I SC,._ O' Co 2· '2 
7T. -ex> t-x + t: 

for almost all x according to lemma 1. 
- - - ,,,u ........ --- ...... - ..... -- _,,_ -- ... 

* Cf. Titchmarsh. F.I. theorem 93. 

" lg 

X 

3.6 
X 

---~- f X 



b x+i[ + x-it - 1 t f x-t dt 

1 
--rt:i - ~ .. , 2 g X - t d t -- -;; - ig X 

_~.(X) t + E, 

for almost all x according 

Combining both theorems we 
,.,..,. + 

by lim .....,, x+iy 
y --·➔ 0 

Theorem 5 

+ -I X X \.. -
• 

+ 
, -

X + X 

to J.5 and lemma 1. 

h f 4.+ d ave or 4,i x an 

-r X , ..,_ 

I 
. {'0 

1 
I 

f x+t I 

1 lim <> ,) t Ttl [, --~ 0 t. 

-f 

-
X as defined 

3.7 

x-t dt. 3.8 
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If f x belongs to L -C'.)pe'\_~ we have 

li1n 
t >O 

( .,.._ -- ( '+ x-i E 

as the proof of the first relation of theorem 4 still holds in 
this casej> 

It is, however, questionable whether the second relation of 

theorem 5 remains valid. The Fourier transform off x exists, 

but does not necessarily belong to L -c-v,ev so that it 1s un

certain whether g x exists as the inverse transform of 1 F x sgnx. 

Still the results of the preceding section remain true and we have 

the remarkable theorem 
..... ,. 

Theorem 6 r.. 

If f x belongs to L - c . .._) , <..-....:::l then 

.,...,. + X 

and 
,r..,. . • 

r l X 

..... lim 
y J,, 0 

+ , x+iy 

lim J- x+iy 
y 'i' 0 

exist for almost all x and almost everywhere 
, • ,I ' 

f x+t -f~x-t. dt + 
' 

X lim 
E.,, ---"? 0 

1 
.. 

ii:.l t 

We need the following lemma 

• lS regular 

z 

f o r Im z > 0 a n d if 
y 

<. C ! z Im z ; 0 
' 

for somf.: C ·:;; 0 and y ~ 0 ther) 

lim 
yto 

~ 

I 

x+iy 

exists almost everywhere. 

Proof Consider the function 

The integral 
-izt e ,,.. z dz 

0 

z 
™' .. , ---

+ Q y+ ...... 
Z l 

• 

4.1 

taken along the line Im z y > O clearly does not depend on y so 

* Cf. Titchmarsh. P~1, ~h~orem 105. 
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• 

that there is a function <f t with 
(~ 

'1 -ixt 
x+iy dx 

_,,t 
e ( t 4.2 V 2TC 

e t.l 
·'" 0 

c-,..:) 

By Parseval 1 s theorem 

-00 

Since the left-hand side is bounded as y--7e><> we must have a.e. 

'P t =0 for t ((. 0. Since it is also bounded as y ----,.o ..,., t belongs 
0,00 and we have from 4.2 

0 
z 

-- 0v /' Q I 

1 i ·cz 
e ~J t dt 

' 

Im z :,, 0. 

0 

y ~., 0 
exists almost everywhere. The same is true for ~r x+iy • 

We now proceed to the proof of the theorem. We have 

+ z 1 
2-rri 

'')..: ... <.,. ·J 

y 1 it ... , ·2 , ·2 
-oo t +y 

dt 

f x-t dt + i 
7t \., . 

-{:X:, 

t 
' '2 ., ""2 
t +y 

Without loss of generality f x may be supposed to be real and non

negative .. Then 

I 

where U ~ 0. The function 

U + iV 

·+ 
exp- z 

• 
satisfies the 

the preceding lemma since it is uniformly bounded 

' 

requirements 

for Im z ):~ 0. 

of 

H 1 ° "I + ., t 1 st eve ywhe re ·t,Te~ l.rn o·w en C e lm e X p - f Z e X l S S a m O i :. r . ·· . • vv - .:\. 
J., 

that uYte ds to tl1e limit f x for almost all x so that 

already 
+ z has 

a finite limit for almost all x. 

In particular we have proved that 

lim 
c--➔ O 

·n: 
-~ t +t 

dt 

exists almost everywhere. The rest of the proof follows easily 

from lemma 2 of the preceding section. 


