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1. Introduction

The most familiar results for integral equations consider
the equation @ (x)+ A fK(x,y) ¢(y)dy = f(x).
Ihis equation depends on the parameter A in a particularly
simple way, and a great deal is known about it, e.g. that it
always has a unique solution @ for given f except for certain
singular values ‘?xn of A, and that there are only finitely
many such “n in any compact subset of the complex plane.

Recently Lauwerier ([1 ], pp.429 and 430), in studying a
problem that can be phrased either in terms of trigonometric
series or partial differential egquations, arrived at an
equation of the form

(1) @)+ [K(x,y, ) ¢(y)ay = £(x),

with the dependence on A being analytic, but apparently not
of the usual type. In this note it 1s shown that nearly
identical results hold for (1) as for the more familiar
special case in which K(x,yv,A)=AK(x,y). (We will refer to
this as "the classical case'.) Tamarkin [3] has given a
treatment that covers a large class of equations (1), but his
proof is rather complicated. That proposed below 1is comparatively
simple, and based on a familiar idea of integral equations
(approximation by "finite operators") to be found, e.g., in
[2]. ‘
Consider a kernel K(x,y,A) for x and y in a measure space

X (e.g. x and v in the real interval asx sb), and A in a
connected region I of the complex plane, subject to the two
conditions

(1) ff]K(x,y,'?\)lgdx dy is continuous in 1;

(1i) for each f and g in L2,

[[K(x,y,7)f(x)e(y)ax dy
is analytic in 1.

Here L2 denotes the space of square-integrable functions
on X. For f and g in L2 we have the inner product
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(f,g)r—-f f(x)g(x)dx, and the norm I £l = (f,f),l/fg. A set of

ffunctions u_ in L2 18 orthonormal if (u_,u_)=d
n’ m

=0 or 1
according as n # = T
S m or n=m, We assume there is 3 basis of such

U_ s 80O that each f in L2 can e written f’mZ(f’,u Ju_ .

Ihe condition (i) above assures that for eacr}’z knin 1,
K(x_,y, 7\.) defines g completely continuous operator K(a) on LQ,
Clearly (i) and (11) are satisfied in the classical case
where K(x,y,a)= nK(x,y), and ff | K(x,y)l © 3 dy < o .

A number A in I is called singular 1if and only 1f the
eguation ( ’1) ffails to have a solution ¢ in L2 for some f in
L-. In the classical case it is well known that the set of
singular values of A is countable, and has no finite limit
point. The theorem of this report states that under the more
general conditions (i) and (ii) on K, the only new possibility
for equation (1) is that every A is singular.

This arrises, e.g., if U and U, are orthonormal and

K(x,y, N)= ~u,](x)U,](y)+ A ug(x)ﬁg(y) . For in this case
o(x)+ [ K(x,y,A)p(v)dy= @(x)-u, (x) (@ ,u,)+ rus(x) (¢ ,u,) is
orthogonal to u,, so that @ +Ke= f falls to have a solutlon
for f = u.,.

2. The theorem

Here we state and prove the main result. At a certain stage
. t
it i1s necessary to derive the analyticity of the n g power
Fi(?x)r1 of an operator R(a) from the analyticity of R(n). This is

justified by the lemma proved in section 3.

Theorem. If K(x,y,n) satisfies conditions (i) and (ii), then
in the connected region I either every A is singular, or the
singular values of A have no finite l1limit point in 1.

Proof We will assume that '?i.o in I is a finite limit point of
the get of singular values I1fon (1), and show that every A 1n 1

is singular. S
. Let {U_ } (n=1,2,...) be an orthonormal basis for L, and
n -
set
a_ ()= [[K(x,5y,2)u,(x) u ly)ax dy

so that in the sense of mean COnNvergence
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K(x,y,nN)= ) )_ anm(;\) u_ (x) u (y)
n="71 m="

Because of condition (1i), the a

nm 2r€ analytic in I. We
define the kernel '

m(‘?\)un(x) Gm(y) .

Denote the operators with the above kernels by K(=a) and
KN(R) respectively, and define

RN(*?\) = K(?x)-—-KN(?\).

For any functions g and h in Lg, we have set (g,h)= fg-ﬁ-.

Then, by (ii), (K(n)g,h) is analytic in I; and because the
a ., are analytic, (KN( A)g,h) is analytic in I. Hence
(RN(‘?\)g,h) is analytic in I. In view of the lemma proved
below, we conclude further that (RN( x)ng,h) is analytic in I,
for each n,g and h.
Suppose 7\0 is a finite 1imit point in 1 of singular

values for (1), and choose N so that

fflK(x,y, 'AO)-—-KN(x,y, 7\0) l “ax dy < 1/2. The continuity of the
a and condition (i) then guarantee that for some S >0 we

nm ,
have that { l - A 1< S } belongs to 1, and

(2) HHN(‘M l<ff 1K(x,y, n)-Ky(x,7, M| “dx dy ¢ 1/2

for A in C = { {~-=a_i<S}. Here [[A{| denotes the norm of the
operator A on L2... In ( 1) let @ +RN(7\)¢J v, a reversible
substitution by virtue of @ = Z_‘ [-—~R (n)]1%)w = B(n)w . This
series for B(a) converges in norm because of (2). From the
analyticity of (RN( 2)"g,h) and the uniform convergence of the
series (B(a)g,h)= %)([wRN( h)]ng,h), it follows that (B{a)g,h)
1s analytic. 0

With the above substitution, equation (2) becomes

(3)  wHK(n)B(A)w = T.

This can be reduced to a system of eguations in N unknown
constants by the following familiar device. Let

X N ol SR e , ¥
annm(“)un(x)wvm(xﬂx), and B (‘h)u.m(y) wm(y,?s)_, with B tThe

adjoint of B, so that (3) becomes
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(4)  wi(x)+ Z V(G R) W (N vy )dy=r(x),
whose solution amounts tn f.l.nm Nng the numbers

= f W (ZY, A) w(y)dy. To do tnis, take the inner product of

(LL) w1th each of the Wy, I‘%o get the system

(5) Ck+ Z (Vm’wk)cm

o=
It 1s easy to check that any soclution wvof (4) yiel
Cy = (v ,wk) of (5), and conversely any solution ¢, of (5)

yields a solution wy = f- f: c, v, of (4). ”‘hu% (4) is solvable
for every f if and only if‘/} (5) is. Since B is inver tible,
the W, = B*uk are linearly independent; thus the (f’,wk) can be
taken as any N numbers by the prcper cholce of . It follows
that (5) has a solution for all f if and only 1f » 18 not a
zero of

I

(f:wk): kmﬁj#

(6) det ( M{+ fv (x, m)w (x,n)dx).

1T follows from the form of the v and Wy ana the analyticity

of (B(n)g,h) that the function (6) is analytic for | a- %Ol < S.
Since 7\0 1s a limit of singular values of A, (©) vanishes on
a set with limit point 7\0_, hence (6) vanishes identically for
|~ -=a_l<sS_. It follows that all these values of A are
singular. It is clear that this result can now be extended to
all of 1, since I 1s connected.

Thus the proof is complete modulo the lemma referred to above.
3. The lemms

Before stating the lemma, we introduce the following
notation in connec tion with the operator A with kernel
A(x,y) : ff |A(x,v)| ax dy. Thus condition (i) above is
that m K( 7\) m 18 continuous.

Lemma Let A(2) and B(2) be integral operators defined for A
in a region D, and such that in D [ A(AMl and B(a) |l are
bounded, and (A(x)f,g) and (B(a)f,g) are analytic in D for each

' and g in LZ, Then A(A)B(a) has the same properties.

Proof It is clear that W A(A)B(a)ll is bounded in D, since

Ma Bil ¢<llafl-llBlll . To show the required analyticity, we éxpand
A and B in terms of the operators Pr‘zm defined in terms of the
orthonormal base {U..n} by P =d, U, with J,., the Kronecker

u
nm K
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delta. Thenmif I'= anun and g= Z: %mump we have
(anf;,g):fmgn* If the kernel of A(a) is A(x,y,n)=

n;m anm '}\)U_n(X)U (:y) then A(Tf\)"—: Z anm(';\)ans and

N, m
2 .- .
I..M(?\)!';{ = Z l anm(‘n) ? . ...'.n the same way we set B(A) =
Zby/“ (R)P}) , - oince ’"‘JnmPv/w = me Pn/w ;, W& have
= > ;
(AMB(NT,8)= 2 ey, (WD, 1 (M) (P f)8)
J 2

= ) a (Mb, (A)f g
AT, v N W m=n
Because of the analyticity of (ACA)umjun) and CBCA)%“,uy) each
term of this series is egnalytic in D. Thus in view of Vitali's
convergence theorem it sufTices Tto show that

‘Zﬁzanxwdbv (n)F " n{ is uniformly bounded in D. But a few
applications of the Schwartz inequality yield

Zle, (™o, (W g <A B0l L ell-lell , which with

the assumed boundedness of |JA(MIl and IB(n)| on D completes
the proof.

1t is clear how this lemma yields an inductive proof that
(RN(h)ngah) is analytic for n=1,2,....
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