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Some problems in connection with the incomplete gamma functions 

by 

N.M. Temme 

ABSTRACT 

In this note three problems on the incomplete gamma functions are con­

sidered. Some of the results are based on earlier results of the author on 

uniform asymptotic expansions for these functions. 

KEY WORDS & PHRASES: incomplete gamma functions, asymptotic expansions, in­

version of incomplete gamma functions, convexity of 

incomplete gamma functions 





INTRODUCTION 

The incomplete gamma functions are 

X 00 

( 1) P(a,x) = 1 
r (a) I a,-1 -t 

t e dt, Q(a,x) 1 I a-1 -t 
= f(a) t e dt. 

0 X 

We suppose that x and a are real, x ~ 0, a> 0. In this note we consider 

three problems on these functions. 

(i) The first problem is concerned with the function 

00 

(2) e(s) = f(s+l) I s -t 
t e dt, 

1 

s 

which in terms of Q(a,x) introduced above is 

(3) e ( s) = Q ( s+ 1 , s) • 

It is known that e(0) = 1 and that lim e(s) = ½. J. VAN DE LUNE [1] 
s-+oo 

1 

investigated the behaviour of e(s) and he proved that e(s) tends decreasing-

ly to½. From further investigations he conjectured that e(s) is convex and 

possibly log convex. In this note we prove the convexity of e(s). That is 

to say, we give a representation of e(s) from which the convexity follows 

as a special property. 

(ii) (Problem 6265, American Mathematical Monthly, 1979, p.311). 

Let 

(4) Q (x) 
n 

n 
-X X = e (1+x+ ... + -,) , 

n. 
n=0,1, ..•. 

Prove or disprove the following assertion: 

If x = s is the solution to the equation 
n 

(5) Q (x) = ½ 
n 

thens - n approaches 2/3 as n + 00 • (This statement will appear to be true). 
n 

(iii) (Problem 6271, American Mathematical Monthly, 1979, p.509). 
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For positive integers n define 

n-1 (n-1) (n-2) (n-1) ! 
a = --+ + ••• + 

n n 2 n-1 
(6) n n 

2 n-1 
b n n n 

= --+ + ... + 
n n+l (n+l) (n+2) (n+l) ••• (2n-1) 

(A) Prove that, for all n ~ 1, 0 < b - a < 1. 
n n 

(B) Prove or disprove that 

lim (b -a ) 
n n n-+<x> 

= 2/3 

and that 

b - a - 2/3 = 0(1/n). 
n n 

(The statements in (B} will appear to be true.) 
I 

1. ON THE CONVEXITY OF e(s) 

(1.1) 

The convexity of e(s) follows from the representation 

1T 

e(s) = ~ + J e-s~(S}f(S)dS 

-1T 

where~ en fare non-negative functions on (-1r,1r}. This formula will be 

proved in the present section and the functions ~,f will be given explicit­

ly. From this representation once again the monotonicity of e(s) follows. 

It shows also that e(s) is convex and log convex. 

The starting point for the proof of (1.1) is the well-known series 

for the incomplete gamma function, viz. 

00 a+n 
( 1. 2) y (a,x) = e -xr (a) l _x __ _ 

n=O r (a+n+l) 

It converges for all finite a,x e ~ (except for a= 0,-1,-2, ••• ). It fol­

lows from the integral 
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X X 

y (a, x) = I -t a-1 -x I T a-1 e t dt = e e (x-T) dT 

0 0 

and by expanding the function eT in powers of T. Next we use Hankel's in-

tegral for the reciprocal gamma function (see WHITTAKER & WATSON ([4,p.245]) 

(0+) 

( 1. 3) 
1 

2~i f t -z 
dt, = e t f(z) 

-oo 

where the path of integration starts at - 00 on the real axis, encircles the 

origin in the positive direction and returns to the starting point. 

Figure 1. Contour for (1.3) and (1.5). 

-z -z ln t d There is a branch cut along the negative real axis, t = e an 

ln tis purely real when tis on the positive part of the real axis. When 

using (1.3) in (1.2) we first choose the contour so that for all t-values 

on it we have ltl > x (we consider positive x values in (1.2)). Then we 

have for a> 0 

y(a,x) m a+n 
( 1.4) lim 

-x I X 
= e = r (a) 

m-+<x> n=0 
r(a+n+l) 

(O+) 
-x m 

f 
t -a-n-1 

lim 
e I a+n 

= X e t dt 
21Ti m-+<x> n=0 

(O+) 
-00 

-x 

f 
-1 

m 
e t a I (x/t)n dt = lim e (x/t) t 
21Ti m-+<x> n=0 

-00 

(O+) 
1-(x/t)m+l -x 

f et(x/t)at-l lim 
e 

dt = 
1-x/t 21Ti m-+<x> 

-00 

(0 +) 
-x 

f et (x/t) a dt e = 21Ti t-x 
-00 
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since Ix/ti < 1 on the contour. The contour cuts the positive real axis in 

a point t 0 satisfying 0 < X < to. Next we take t = xv and we obtain 

(O+) 
y (a,x) -x 

f 
dv (1.5) 

e xv -a 
= e V I f(a) 2rri v-1 

-00 

where the new contour is as in Fig.1; it cuts the real axis at the right 

of v = 1. Now we return to e(s). We know that 

e(s) = Q(s+l,s) 1_ y(s+l,s) 
f(s+l) 

Hence we take x = s, a= s+l and we write (1.5) as 

( 1.6) 1 - e (s) 
= y(s+l,s) = 1 

f(s+l) 2rri 
s(v-1-ln v) 

e 
dv 

v(v-1) 

We now take a special contour of integration. Cauchy's theorem gives 

us a lot of freedom in selecting a new contour. We want to take it through 

v = 1 (the saddle point of the exponential function in the integral of 

(1.6)). Therefore we introduce£> 0 and we write 

( 1. 7) 1 - e(s) = 1 · 1 
l.ID 2rri 

E:-+0 

s(v-1-ln v) 
e 

dv 
V (v-1+£) 

Guided by the methods of asymptotic analysis we take as the new contour 

(a saddle point contour, on which the phase of v-1-ln vis a constant) 

ie e 
L = {v = pe I -Tr< e < rr, p =sine}. 

For v EL we have 

v-1-ln v 
i6 

1 ln i6 = pe - - p - = 

e 
(cos 6+i sin 6)-1-ln 

e 
- i8 = e sin e sin 

D 
cp ( e) • = -



It appears that¢ is real on (-1T,1T) and that~ is non-negative there. For 

l8I < 1T we have the expansion 

00 

(-1)n-122n-1(2n+l) 
¢(8) = I B2n 

82n 

n=l n (2n) ! 

l e2 1 4 1 6 = + 36 8 + 405 8 + .•. 2 

(all coefficients are positive, B2n are Bernoulli numbers). 

The integral in (1.7) is with this contour 

(1.8) 1 J -s¢(8) dv -- e 
21Ti v (v-l+E:) ' 

L 

where 8 and v are related by v = 8ctg8 + i8. Each point of L corresponds 

with a single point of the interval 8, and vice versa. It follows that we 

can integrate with respect to 8; using p(8) = 8/sin 8, 

1 dv 
--= 
v de 

d ln v 
de 

d(ln p+i8) 
de = 

p I ( 8) 

p ( 8) 
+ i = 1/0 - ctg e + i, 

and (1.7) is written (via (1.8)) as 

( 1. 9) 

1T 

1 - e(s) = lim ~ f 
e;+Q ITl. 

-1T 

-s¢(8) 1/8-ctg 8+i 
e e ctg 8+i8-1+e: ae . 

When separating real and imaginairy parts of the integrand we write 

<½ -ctg 8+i) ( e ctg 8-i8-1+e:) 

2 2 
(8 ctg 8-l+e:) +8 

1 <e -ctg 8) (8 ctg 8-1+e:)+8+i(28 ctg8 -2+£) 

2 2 
(8 ctg 8-l+e:) +8 

5 

The real part is odd (as a function of 8) and thence it does not contribute 

in the integral. Hence (1.9) is written as a real integral 

1 - e (s) 
1 = lim 

2rr 
s+O 

1T 

I 
-1T 

-s¢(8) 
e (28 ctg 8-2+£) 

2 2 
(8 ctg 8-l+s) +8 

ae 
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and finally we have to pass to the e:-limit. To do so we consider the two 

functions 

1T 
e-scj>( 6) (0 ctg: 0-1) 

F 1 (e:) =¼I d0 2 2 
-1T 

(0 ctg 0-l+e:) +0 

7T -scj> ( 0) 
F2(e:) = 2e:1T I e d0 2 2 

c0 ctg 0-l+e:) +e -,r 

and it will appear that both limits lim F. (e:) exist. The integrand of 
e:-+O l. 

F1 (e:) is bounded in the e,e: variables, 0 E (-,r,,r), £ ~ 0, it is not con-

tinuous in e: = O, e = 0. To see this we write 

e-scj>(S) (8 ctg 0-1) -------=-----'-= 2 2 
( 0 ctg 0-1+e) +9 

-scj>(9) 0 ctg 0-1 
e 

02 2 2 
(9 ctg 0-l+e:) +9 

and it is clear that only the last fraction matters, of which the boundedness 

for small 0 and e: values is easily verified. It follows that 

,rJ -s</>(9) 
lim F (e:) = F (O) = ..!_ e (0 ctg 9-1) 
e-+0 1 1 rr (0 ctg 9-1) 2+0 2 

de. 

-rr. 

The second function needs more concern. For small 9 the integrand may be 

compared with 1/(e:2+e 2). We write 

7T 1T 

F (e:} = ~ I 2 2,r 

-scj> (0) 
e 

2 92 e: + 
d9 + 2\ f -s cp c 0 > { 1 1 } 0 e 2 2- 2 2d. 

(9ctg9-1+e:) +9 8 +e: -,r -,r 

The second integrand is uniformly bounded and hence the second term vanishes 

in the limit e: + 0. The first one becomes by substituting 9 = e:t 

7T / e: 

2\ I 
-rr/e: 

-scj> ( e:t) 
e 

,r/ e: 

dt 1 I 1+t2 = 2'rr 
-,r/e: 

TT/£ 

dt 1 I 
l+t2 + 2rr 

,r/ e: 

-s<P ( e:t) 1 e ------at, 
1+t2 

and by some routine analysis it follows easily that fore:+ 0 we obtain 

00 
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Hence 

lim F 2 ( e:) = ½ and 1 - e(s) = ½ + Fl (0) 
e:-+0 

or 
1T 

e(s) = ½ + J 
e -scp( 8) f(0)d0, 

-'TT 

ct> < 0) ln 
8 

+ 1 - 0 ctg 0 = 
sin 8 

f ( 0 > 
= 1 1-8 ctg 0 

1T 2 2 
(1-0 ctg 0) +0 

It is easily seen that ¢(8) ~ 0, f(8) ~ 0 on (-1T,'TT). This proves representa­

tion ( 1 .1) • 

The above analysis follows in some parts earlier work of the author 

(see [2],[3]) were representations of the incomplete gamma functions as 

(1.5) werf used for obtainingthe asymptotic expansion of these functions. 

2. ON THE SOLUTION OF Q (x) = ½ 
n 

have 

( 2. 1) 

Q (x) is a special case of the incomplete gamma function Q(a,x). We n 

Q (x) = Q(n+l,x), 
n 

and we know that 

Q (0) = 1, 
n 

Q (co) = 0, 
n 

d 
-d Q (x) 

X n 
1 n -x 

= - - Xe 
n~ 

Hence, the equation Q (x) =½has a unique solution x = s . 
n n 

From (1) and (2.1) it follows that for n > 0 

co co 

(x) :~ I -t n n 
J 

-n(1:-ln(1:n))d 
Qn = e t dt = e 't 

n~ 
X A 

co 

rt£ 1 I -n(T-1-ln-r) 
= e d, 

21T r*(n) 
A 
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with ;\ = x/n, r* (n) = r (n) n -n+~ (211) -~ en. Next we introduce n: JR+ + JR by 

defining 

(2.2) ( ) _ ( i) r 2('!-1-ln'!) ]~ n. - .- l 2 , 
('!-1) 

'! > o, 

where the square root is positive for positive values of its argument. It 

is easily seen that n E C~(:R+). A different way of defining n is via the 

equation 

(2. 3) 
2 

~n ('!) = '! - 1 - ln ., sign(n(T)) = sign(.-1). 

With (2.3) we obtain 

~ 

(2.4) Q (x) = ~ 1 I 
n 211 r*(n) 

r;(A) 

2 
-~n d'! 

e an an, 

where l';(A) is defined as n, viz. 

(2. 5) ~r;2 (A) = ;\ - 1 - ln A, ;\ = x/n, sign(r;(;\)) = sign(;\-1). 

An expression for a./dn follows from (2.3), i.e., 

(2 .6) 
an n - = 1 - 1/., d'! 

It is not possible to write this explicitly in terms of n. For small n we 

have (this follows from (2.6) by substitution) 

(2. 7) 

In (2.4) we write the function d'!/dn as d./dn - 1 + 1, giving 

(2. 8) 

where 

(2.9) 

Q (x) = - 1- [~ erfc(r;ln/2') + R (1';) J 
n r* (n) n 

R ( 1';) 
n 

00 

=~J 21T 

2 
e-~nn (d-r -l) 

dn an. 



By a partial integration we obtain, writing f(n) = 

and using 

(2.11) 

From (2.7) 

(2.12) 

R ( 1;;) = 
n 

-1 

✓21rn' 
I;; 

00 

_1 - { f ( r;) e -~nz;; 
2 

+f f' (n) e -~nn 
2 

= 
l21rn' 

z;; 

(2.3), (2.5) and ( 2. 6) we infer that 

f (n) 
T 1 

f ( z;;) 
>.. 1 

f I ( n) = -- , = 
~I 

= T-1 n \-1 

it follows that 

f(n) 
2 1 

f (0) 
2 f I (0) = -+ n + •.• , = 3' 3 12 

1 
(d T/ dn-1) , 

n 

dn}, 

1 TlT 
2 3 

n (T-1) 

1 = 12 

9 

. 

By using the asymptotic behaviour of n as T ➔ 0 or T ➔ 00 (which follows 

from (2.3)) it can be seen that f and f' are bounded on m.+ and that con-
' 

sequently 

(2.13) R ( 1;;) 
n 

as n ➔ oo, 

uniformly for all r; E JR 
+ (or, equivalently, for all A E R ) . Furthermore 

we need an asymptotic expansion of R (0). From (2.10) and (2.12) we obtain 
n 

(2.14) R (0) 
n 

1 2 1 1-ir' -1 -- {3 + 12 ✓ ir;" + Oen )} , 
/2,m' 

n ➔ oo • 

* The function r (n) has the well-known expansion (this follows from Stirling's 

expansion) 

(2.15) * 1 -2 r (n) = 1 - 12n + O(n ), n ➔ oo. 

After these preparations we return to the problem of solving Qn(x) = ½. 

Q (x) is replaced by (2.8) and we solve the new equation for i;;. Since 
n 

erfc is monotone (erfc(-00 ) = 2, erfc(0) = 1, erfc( 00 ) = 0), we conclude (by 

using (2.13) and (2.15)) that for large n-values the z;;-solution of the 
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equation Q {x) =~occurs nears= 0 (or A= 1, or x = n). The argument of 
n 

the error function in (2.8) should te small, hence sin ➔ 0 as n ➔ 00 R ( s) 
n 

is analytic in a neighbourhood of s = 0 and the error function is an entire 

function of s• Hence (upon expanding the functions in sin (2. 8) in s = 0) 

we have to solve the equation ins (where we suppose large values of n) 

00 k dk 00 k dk 
I I * ( 2. 16) ~ + ~ ~. k erfc<sln/il+ f.k R (?;;) = ~r (n) 

k=l . ds k=O . ds n 

where the derivatives are evaluated at s = 0. From (2.7) and (2.9) it fol­

lows that R' (0) = 0 and furthermore we have 
n 

~ :s erfc ( sln/2) 

Hence, from (2.16) we obtain for s ➔ 0 (using the implicit function theorem) 

- ~ s + R (0) + O(s2) = ~(r* (n)-1) 
21r n 

and using (2.14) and (2.15) we obtain 

n + oo , 

as an approximative solution of (2.16). In terms of >.. it reads 
2 2 O(n-2) A = 1 + n + 0 (n l = 1 +-+ and in terms of x we have 3n 

2 -1 
X = n + 3 + 0 (n ) I as the approximative solution of Q (x) = ½. 

n 
we have indeed 

-1 
s = n + 2/3 + O(n ), 

n n + °"· 

as 

From this 

In the preprint version of [3] the more general inversion problem 

Q(a,x) = q, 0 < q < 1 is considered. For a➔ 00 an asymptotic expansion is 

constructed in the form 
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and the coefficients x 0 ,x1 ,x2 ,x3 are given explicitly. For q =~we obtain­

ed 

1 -1 8 -2 
x(~ 1 a) ~ a(1- 3 a + 405 a + •.. ). 

With a= n+l this gives for s an extra term in the expansion, viz. 
n 

s 
n 

2 8 -1 O -2 = n + 3 + 405 n + (n ) ' 

3. ON THE INEQUALITIES FOR an AND bn 

(A) b > a follows from 
n n 

nj > (n-1) ... (n-j) 
(n+l) ... (n+j) j 

n 

n + oo. 

j = 1, ... ,n-1, 

which is proved by observing that n 2 > n 2 - j 2 • The inequality b 
n 

follows from the results in (B). 

(B) It is easily shown that 

00 

+ 2 f e -nt ( l+t) ndt n!n 
-n 

a = n = e 
n 

1 
0 

f 
n 

b = n (1-t) en_2 (nt)dt, n ~ 
n 

0 

where 

n 
e (x) 

n = 1 
xj 
-,-, I 
J. 

n = 0,1, .... 
j=0 

(n) 
n 

2, 

- a 
n 

__ Joo -t a-1 -n 
We also have, introducing f(a,x) e t dt, 2 + a = n f(n+l,n), 

X n 
f(n+l,x) = 

-x 
n!e e (x). Let us write 

n 
1 

f n nt 
bn = n (1-t) e dt - En 

0 

n nt 
(1-t) [e - e 2 (nt)]dt. 

n-

< 1 

since 



12 

Then b 
n 

n -n 
=en y(n+l,n)-£, with 

n 
X 

y(a,x) = f -t a-1 
e t dt = f(a)-r(a,x), a > 0. 

0 

Hence 

( 3 .1) b 
n 

- a = 2 - £ 
n -n 

+en [f(n+l)-f(n+l,n)]. 
n n 

It easily follows that 

n°n! 
(2n) ! 

< £ < 
n 

2nnn! 
(2n) ! 

-k 
Hence£ = 0(n ) , n ➔ 00 , for any k. This follows from Stirling's formula, 

n 
which can be written as 

( 3. 2) 

e 
n+~ r::-" -n+ 12n 

f(n+l) = n v2TI e 0 < 0 < 1, n > 0. 

By using more terms in this expression and by using (which will be proved) 

(3.3) 

we obtain for (3.1) 

To prove (3.3) we write 

00 

n+l -n I f(n+l,n) = n e 

1 

exp[-n(t-1-lnt)]dt, n > 0. 

1 2 
The transformation 2 u = t - 1 - lnt, u ~ 0, t ~ 1, gives 

00 

n+l -n I -~nu 
2 

( 3. 4) f(n+l,n) = n e e f(u)du, 

0 
dt 2 1 2 2 3 4 

f (u) = -= 1 +-u +-u - 135 u + 0(u ), 
du 3 12 

where the expansion is valid for u ➔ 0. Standard methods from asymptotic 

analysis yield (3.3). 



Next we show that 

' ) n > 0. 

.~e this we write 
~ 

00 

f(n+1,n) = e-nnn[/rrn/2'+ n j {f(u) - 1}e-½nu2 Jau 

n 

-n n ~ 2 
e n [vnrr/2 + 3 + g(u)du] 

0 

J?artial integration), with g(u) 

]. > 0. 

= .E._ f(u)-l . We prove that g(u) > 0 
du u 

dt 
Since - = ut/(t-1), we easily derive 

du 

g{u) = (t-1) 3-tu3 

2 3 
u (t-1) 

13 

g(u) > 0 if (t-1) 2 > t 213u 2 , or h{t) > 0, h(t) = (t-1) 2t- 213-2(t-1-lnt), 

1. We know that h(O) = 0 and it easily follows that h' (t) > 0. Hence 

> 0 on t > 1, which implies g(u) > 0 on u > 0. 

; ) 

This proves (3.5). Next we use (3.2) and (3.5) in (3.1) to obtain 

b - a 
n n 

2 
< - + 

3 

expression inn is monotone decreasing for n > 0. For n = 2 it equals 

>08 .... Hence for n > 1 we have 

~) b 
n 

2 
an< 3 + 0.1508 ... = 0.817 ••.• 

This inequality can be sharpened by using exact values for b - a 
n n 

~mall values of n. Inspection of the first hundred b - a shows that 
n n 

l~imurn occurs at n = 21 with computed value 

b 21 - a 21 = 0.66907 ... 
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while our bound gives 

b 21 - a 21 < 0.671151. 

For n = 100 we computed 

blOO - a 100 = 0.66725869 •.. 

while our bound is 

blOO - a 100 < 0.687564. 

From these results we conclude that (3.7) can be replaced by 
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