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# Unpublished results on number theory I Quadratic forms in a Euclidean ring 

by<br>S. Lubelski $\dagger$<br>Edited by C. Schogt (Amsterdam)

1. The regretted Polish mathematician S. Lubelski, who met his death in world war II, left to his colleague J. G. van der Corput a manuscript titled: Zahlentheorie. In the years after the war this manuscript, which contained a preliminary version of a book on theory of numbers, was studied in the Mathematical Centre at Amsterdam. Although in the meantime a large number of books and memoirs on the subject had appeared it turned out that the manuscript contained several new results. After having been placed in the scope of the classical and modern literature, these results are worth to be published separately.

In the present note the first of these results are given.
As is well known Hermite has proved the following theorem:
If $f\left(x_{1}, \ldots, x_{n}\right)$ is a positive quadratic form with determinant $D$ and $M(f)$ is the smallest positive value of $f$ for integral values of the variables, we have $M(f) \leqslant\left(\frac{4}{3}\right)^{(n-1) / 2} \sqrt[n]{D}$.

A simple proof is found in Cassels [1]. Later considerably sharper results were derived, a. o. by Minkowski and Blichfeldt (see Koksma [2]). In the special case of integral positive quadratic forms this theorem can be used to prove, that the number of classes of equivalent forms with a given determinant is finite.

The analogous problem was also treated for other types of quadratic forms. Mordell [3] and Oppenheim [4] derived analogous results for indefinite quadratic forms. Here also must be mentioned the critical note by Landherr [7] and the treatment by Siegel [8], who uses Hermite's definition of a reduced indefinite form. Further, Oppenheim [5,6] and Siegel [9] treated the analogous problem for integral Hermitian forms.

Here quadratic forms will be considered, whose coefficients are elements of a Euclidean ring, which is also the domain of values for the variables. In particular those Euclidean rings will be treated which consist of the integers of an imaginary quadratic number field.

The main results are given by theorems 1 and 2 . In the rational case, theorem $1,3^{\circ}$ just gives Hermite's estimate. It may be remarked that theorem 1 is somewhat different from the original result in Lubelski's manuscript, in so far as he restricted himself to the statements $1^{\circ}$ and $3^{\circ}$.

Several indications were given by C. G. Lekkerkerker.
2. In a Euclidean ring $I$ we consider quadratic forms in $n$ variables:

$$
f\left(x_{1}, \ldots, x_{n}\right)=\sum_{i, j=1}^{n} a_{i j} x_{i} x_{j} \quad \text { with } \quad a_{i j}=a_{j i}
$$

( $I$ is the set of possible values for the variables and also the coefficients $a_{i!}$ are elements of $I$.)

The discriminant of $f$ is defined as the determinant of the coefficients: $\operatorname{det}\left(a_{i j}\right)$.

By a linear transformation

$$
x_{i}=\sum_{j=1}^{n} c_{i j} y_{j}
$$

the form $f\left(x_{1}, \ldots, x_{n}\right)$ is transformed into a form

$$
F\left(y_{1}, \ldots, y_{n}\right)=\sum_{i, j=1}^{n} b_{i j} y_{i} y_{j}
$$

The inverse transformation exists (in $I$ ), if and only if $\operatorname{det}\left(c_{i j}\right)$ is a unit of $I$. Then $f$ and $F$ represent the same elements of $I$. The forms are called (properly) equivalent in the case, that the transformation has determinant 1 (the element "one" of $I$ ). Equivalence is reflexive, symmetric and transitive. We have
so

$$
\begin{gathered}
\left(b_{m t}\right)=\left(c_{m i}^{\prime}\right)\left(a_{i j}\right)\left(c_{j t}\right) \quad \text { with } \quad c_{m i}^{\prime}=c_{i m} \\
\operatorname{det}\left(b_{m t}\right)=\operatorname{det}\left(a_{i j}\right)\left(\operatorname{det}\left(c_{j t}\right)\right)^{2}
\end{gathered}
$$

It follows, that equivalent forms have the same discriminant. We say, that $f$ represents an element of I properly, when this element occurs as a value of $f$ with relatively prime $x_{1}, \ldots, x_{n}$. Equivalent forms also represent the same elements properly.

Lemma 1. If in a Euclidean ring the quadratic form $f$ represents the element a properly, there exists a form, which is equivalent to $f$ and whose first coefficient is a.

Proof. $a$ is represented properly by $f$, so we have $a=f\left(u_{1}, \ldots, u_{n}\right)$ with relatively prime $u_{1}, \ldots, u_{n}$. According to the theorem of the elementary divisors ( ${ }^{1}$ ), in a Euclidean ring for a given matrix $\left(\begin{array}{l}a_{11} \ldots \\ \ldots \\ \ldots\end{array}\right)$. . . $n n m$ have
where $\operatorname{det}\left(p_{i j}\right)$ and $\operatorname{det}\left(q_{i j}\right)$ are units and $\varepsilon_{1}$ is a g.c.d. of the elements $a_{i j}$.
Applying this to the matrix $\left(\begin{array}{c}u_{1} \\ \vdots \\ u_{n}\end{array}\right)$ we have $m=1$ and we find

$$
\left(\begin{array}{ccc}
p_{11} \ldots \\
\cdots & \ldots & \\
\ldots & p_{n n}
\end{array}\right)\left(\begin{array}{c}
u_{1} \\
\vdots \\
u_{n}
\end{array}\right) q=\left(\begin{array}{c}
\varepsilon_{0} \\
0 \\
\vdots \\
0
\end{array}\right)
$$

Here $\operatorname{det}\left(p_{i j}\right)$ and $q$ are units; $\varepsilon$ is also a unit, as $\varepsilon$ is a g.c.d. of $u_{1}, \ldots, u_{n}$ and $u_{1}, \ldots, u_{n}$ are relatively prime. It is easy to prove that we can make $\operatorname{det}\left(p_{i j}\right)=q=\varepsilon=1$.

Now let $y_{i}=\sum_{j=1}^{n} p_{i j} x_{j}$ transform $f\left(x_{1}, \ldots, x_{n}\right)$ into $F\left(y_{1}, \ldots, y_{n}\right)$. Then $f$ and $F$ are equivalent and $f\left(u_{1}, \ldots, u_{n}\right)=F(1,0, \ldots, 0)$, so $F(1,0, \ldots, 0)=a$.

Lemma 2. The integers of an imaginary quadratic number field $R(\sqrt{-d})$ form a Euclidean ring for $-d=-1,-2,-3,-7,-11$ (and in no other case).

In these Euclidean rings for given $\alpha$ and $\beta$ with $\beta \neq 0$ there always exists a number $\xi$, so that $|\alpha-\beta \xi|^{2} \leqslant v|\beta|^{2}$, where

$$
\begin{aligned}
& v=\frac{1}{2} \quad \text { for } \quad-d=-1, \quad v=\frac{4}{7} \quad \text { for } \quad-d=-7, \\
& v=\frac{3}{4} \quad \text { for } \quad-d=-2, \quad v=\frac{9}{11} \quad \text { for } \quad-d=-11 . \\
& v=\frac{1}{3} \quad \text { for } \quad-d=-3,
\end{aligned}
$$

These values of $v$ cannot be replaced by smaller ones.
Remarks. 1. For $d \not \equiv 3(\bmod 4)$ we have $v=\frac{1}{4}(1+d)$, for $d=4 k-1$ we have $v=k^{2} /(4 k-1)$.
2. For the Euclidean ring of the rational integers the same holds with $v=\frac{1}{4}$.
${ }^{(1)}$ See van der Waerden, Moderne algebra, § 108.
3. The five imaginary quadratic number fields, whose integers form a Euclidean ring, were first mentioned by Dickson. The smallest possible values of $v$ are due to Heinhold [10].
3. In the following we restrict the Euclidean rings to those of lemma 2 and the ring of the rational integers; as a further restriction we only consider forms with discriminant $\neq 0$. Now we introduce the notion of a reduced form (standard form). For $n=1$ every form is a reduced one; further we define (by induction): a reduced form $f\left(x_{1}, \ldots, x_{n}\right)=$ $=\sum_{i, j=1}^{n} a_{i j} x_{i} x_{j}$ is a form, which has the following properties:

1. $\left|a_{1 i}\right| \leqslant\left|a_{11}\right| \sqrt{v}$ for all $i>1$, where $v$ is the number $v$ of lemma 2 and $\dot{v}=\frac{1}{4}$ for the ring of the rational integers.
2. There is no equivalent form, for which $\left|a_{11}\right|$ is smaller and positive.
3. $\bar{f}\left(x_{2}, \ldots, x_{n}\right)=a_{11} f\left(x_{1}, \ldots, x_{n}\right)-\left(\sum_{i=1}^{n} a_{1 i} x_{i}\right)^{2}$ is a reduced form.

Theorem 1. $1^{\circ}$ Every class of equivalent forms contains a reduced form. $2^{\circ}$ For a reduced form in $n$ variables we have

$$
\left|a_{11}\right| \leqslant w^{(n-1) / 2} \sqrt[n]{|D|}
$$

where $D$ is the discriminant and $w=\max \left((1-v)^{-1}, 4\right)$.
$3^{\circ}$ If a form in $n$ variables is reduced and is not a zero form, we have

$$
\left|a_{11}\right| \leqslant(1-v)^{-(n-1) / 2^{2}} \sqrt[n]{|D|} .
$$

(A zero form is a form, which has the value 0 for a set of values of the variables, which are not all 0 .)

Proof. $1^{\circ}$ We give a proof by induction. For $n=1$ there is nothing to be proved. Now we suppose that the statement holds for $n-1$ variables, and prove it for $n$ variables.

Let $a$ be a number with smallest possible positive absolute value, represented properly by a given class of equivalent forms in $n$ variables. According to lemma 1 this class contains a form

$$
f\left(x_{1}, \ldots, x_{n}\right)=\sum_{i, j=1}^{n} a_{i j} x_{i} x_{j}, \quad \text { with } \quad a_{11}=a
$$

This form satisfies the second condition for reduced forms. Now let

$$
\bar{f}\left(x_{2}, \ldots, x_{n}\right)=a_{11} f\left(x_{1}, \ldots, x_{n}\right)-\left(\sum_{i=1}^{n} a_{1 i} x_{i}\right)^{2}
$$

and let $\Delta$ be the discriminant of $\rceil$. By the transformation $\left(a_{i j}\right)$, with $a_{i j}=\delta_{i j}$ for $i>1$, the form $x_{1}^{2}+f\left(x_{2}, \ldots, x_{n}\right)$ with discriminant $\Delta$ is transformed into the form $a_{11} f$ with discriminant $a_{11}^{n} D$. As the transformation has determinant $a_{11}$, we have $a_{11}^{2} A=a_{11}^{n} D$. So $A \neq 0$. Then we may apply the induction hypothesis to $f$; this says, that $f\left(x_{2}, \ldots, x_{n}\right)$ is equivalent to a reduced form $\bar{F}\left(y_{2}, \ldots, y_{n}\right)$. Let $\left(d_{i j}\right)_{, j=2}, \ldots, n$ be the corresponding transformation; it has determinant 1 . Let $d_{12}, \ldots, d_{1 n}$ be numbers of the Euclidean ring with

$$
\left|a_{11} d_{1 j}+\sum_{i=2}^{n} a_{1 i} d_{i j}\right| \leqslant\left|a_{11}\right| V v \quad \text { for } \quad j=2, \ldots, n
$$

such numbers exist according to lemma 2. Now we put $d_{11}=1, d_{i 1}=0$ for $i=2, \ldots, n$ and apply the transformation $\left(d_{i j}\right)$ to $f\left(x_{1}, \ldots, x_{n}\right)$; this transformation also has determinant 1 . We get a form $F\left(y_{1}, \ldots, y_{n}\right)$ $=\sum_{i,}^{n} b_{i j} y_{i} y_{i}$. Now we have

$$
b_{i j}=\sum_{k, l=1}^{n} a_{k l} d_{k i} d_{l j}, \quad \text { where } \quad d_{11}=1, d_{21}=\ldots=d_{n 1}=0
$$

For $i=1$ this gives $b_{i j}=\sum_{l=1}^{n} a_{1 l} d_{l j}$; from this it follows again, that $b_{11}=a_{11}$. Now for $j=2, \ldots, n$ we have $\left|\sum_{l=1}^{n} a_{1 b} d_{l j}\right| \leqslant\left|a_{11}\right| \sqrt{v}$, so $\left|b_{1 j}\right| \leqslant\left|b_{11}\right| \sqrt{ } v$. This means, that $F$ satisfies the first condition for reduced forms.

By the transformation, the linear form $\sum_{i=1}^{n} a_{1 i} x_{i}$ is transformed into $\sum_{i, j=1}^{n} a_{1 i} d_{i j} y_{j}=\sum_{j=1}^{n} b_{1 j} y_{j}$. As the transformation also transforms $\bar{f}$ into $\bar{F}$, we get

$$
\bar{F}\left(y_{2}, \ldots, y_{n}\right)=b_{11} F\left(y_{1}, \ldots, y_{n}\right)-\left(\sum_{j=1}^{n} b_{1 j} y_{j}\right)^{2}
$$

Here $\bar{F}$ is reduced, so $F$ satisfies the third condition for reduced forms.
Now $F$ satisfies the three conditions for reduced forms, hence $F$ is a reduced form.
$2^{\circ}$ For $n=1$ the statement is trivial.
Now at first we shall prove it for $n=2$. So we consider a reduced form $f\left(x_{1}, x_{2}\right)=a_{11} x_{1}^{2}+2 a_{12} x_{1} x_{2}+a_{22} x_{2}^{2}$. We distinguish two cases: $a_{22} \neq 0$ and $a_{22}=0$.

In the first case $\left|a_{11}\right| \leqslant\left|a_{22}\right|$, so

$$
\begin{aligned}
\left|a_{11}\right|^{2} & \leqslant\left|a_{11} a_{22}\right| \leqslant\left|a_{11} a_{22}-a_{12}^{2}\right|+\left|a_{12}\right|^{2} \leqslant\left|a_{11} a_{22}-a_{12}^{2}\right|+v\left|a_{11}\right|^{2} \\
& =|D|+v\left|a_{11}\right|^{2}
\end{aligned}
$$

hence ( $1-v$ ) $\left|\alpha_{11}\right|^{2} \leqslant|D|$, and so

$$
\left|a_{11}\right| \leqslant(1-v)^{-1 / 2} \sqrt{|D|} \leqslant w^{1 / 2} \sqrt{|D|}
$$

In the second case $f\left(x_{1}, x_{2}\right)=x_{1}\left(a_{11} x_{1}+2 a_{12} x_{2}\right)$. In the Euclidean ring there is a number $u$, such that

$$
0<\left|a_{11}+2 a_{12} u\right| \leqslant 2\left|a_{12}\right|, \quad \text { so } \quad 0<|f(1, u)| \leqslant 2\left|a_{12}\right|
$$

Then

$$
\left|a_{11}\right| \leqslant 2\left|a_{12}\right|=4^{1 / 2} \sqrt{|D|} \leqslant w^{1 / 2} \sqrt{|D|}
$$

Now the proof for $n>2$; we suppose that the statement is true for a smaller number of variables than $n$. We consider the reduced form $f\left(x_{1}, \ldots, x_{n}\right)=\sum_{i, j=1}^{n} a_{i j} x_{i} x_{j}$. Then

$$
\bar{f}\left(x_{2}, \ldots, x_{n}\right)=a_{11} f\left(x_{1}, \ldots, x_{n}\right)-\left(\sum_{i=1}^{n} a_{1 i} x_{i}\right)^{2}
$$

is also a reduced form; its first coefficient is $a_{11} a_{22}-a_{12}^{2}$ and its discriminant is $a_{11}^{n-2} D$ (see proof $1^{\circ}$ ). So according to the induction hypothesis

$$
\left|a_{11} a_{22}-a_{12}^{2}\right| \leqslant w^{(n-2) / 2} \sqrt[n-1]{\left|a_{11}\right|^{n-2}|D|}
$$

It is easy to see, that the form $a_{11} x_{1}^{2}+2 a_{12} x_{1} x_{2}+a_{22} x_{2}^{2}$, whose discriminant is $a_{11} a_{22}-a_{12}^{2}$, is also a reduced form. So

$$
\left|a_{11}\right| \leqslant w^{1 / 2} \sqrt{\left|a_{11} a_{22}-a_{12}^{2}\right|} .
$$

Then

$$
\left|a_{11}\right|^{2} \leqslant w\left|a_{11} a_{22}-a_{12}^{2}\right| \leqslant w^{n / 2} \sqrt[n-1]{\left|a_{11}\right|^{n-2}|D|}
$$

which gives

$$
\left|a_{11}\right|^{n} \leqslant w^{n(n-1) / 2}|D|
$$

so that

$$
\left|a_{11}\right| \leqslant w^{(n-1) / 2} \sqrt[n]{|D|}
$$

$3^{\circ}$ For a reduced form in $n$ variables, which is not a zero form, we find in the same way:

$$
\left|a_{11}\right| \leqslant(1-v)^{-(n-1) / 2} \sqrt[n]{|D|}
$$

Remark. A class of equivalent quadratic forms in $n$ variables with diseriminant $D$ always contains a form with $\left|a_{11}\right| \leqslant(1-v)^{-(n-1) / 2} \sqrt[n]{|D|}$.

If the forms of the class are zero forms, there is a form with $a_{11}=0$ and for this it is true (but this form is not a reduced form in the sense of our definition).

As an important consequence of theorem 1 we have
Theorem 2. The number of classes of equivalent quadratic forms in $n$ variables with a given discriminant is finite.

Proof. According to theorem 1 every class contains a reduced form; so it is sufficient to prove, that the number of reduced forms in $n$ variables with a given discriminant is finite. We prove this by induction. For $n=1$ it is true. (For $n=1$ and a given $D$ there is one form: $D x_{1}^{2}$.) Now let $f\left(x_{1}, \ldots, x_{n}\right)=\sum_{i, j=1}^{n} a_{i j} x_{i} x_{j}$ be a reduced form with discriminant $D$. It follows from

$$
\left|a_{11}\right| \leqslant w^{(n-1) / 2} \sqrt[n]{|D|}, \quad\left|a_{1 i}\right| \leqslant\left|a_{11}\right| \sqrt{v} \quad(i=2, \ldots, n)
$$

that for a given $D$ there is only a finite number of possible sets $a_{11}, \ldots, a_{1 n}$. Next,

$$
a_{11} f\left(x_{1}, \ldots, x_{n}\right)=\left(\sum_{i=1}^{n} a_{1 i} x_{i}\right)^{2}+\bar{f}\left(x_{2}, \ldots, x_{n}\right),
$$

where $\bar{f}$ is again a reduced form. For given $D$ and $a_{11}$ the discriminant of $\bar{f}$ is determined $\left(a_{11}^{n-2} D\right)$, so there is only a finite number of possibilities for $\bar{f}$ (induction hypothesis).

Then for a given $D$ there is only a finite number of possibilities for $f$.
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