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## Foreword

In this report the properties of commuting transformations are studied. Without loss of generality we may always assume that the transformations under consideration form a commutative semigroup that contains the identity map. For any set of pairwise commuting mappings of a set $X$ into itself generates a commutative semigroup; and the identity may always be added to a commutative semigroup without damage to the commutativity.

The concept of a commutative transformation semigroup (F;X) of transformations of a set $X$ into itself involves, in a certain sense, two different notions: the set $X$ that is transformed under $F$, and the abstract commutative semigroup F (with composition as the operation of multiplication). The relation between these two notions will be studied here. There are then a few questions that arise naturally.

In the first place we may remark that every abstract commutative semigroup ( $\mathrm{A},$. ) defines in a natural way a semigroup of transformation of the set $A$ into itself. If, for $a \in A$, the mapping $m(a)$ of $A$ into itself is defined by

$$
m(a)(b)=a \cdot b,
$$

and if furthermore

$$
m(A)=\{m(a): a \in A\}
$$

then the transformation semigroup $(m(A), A)$ is almost the same as the abstract semigroup (A,.).

Of course a converse of this construction should be considered: how much can be said about a commutative transformation semigroup, using only results about abstract semigroups. The second chapter is devoted to a partial answer of this question. (In chapter 1 a number of definitions and the basic notations are introduced.) The crucial proposition in chapter 2 is proposition 2.2.1. It states that under a certain condition ( $\mathrm{F} ; \mathrm{X)}$ can be considered as an abstract semigroup, F being identified with $X$ in a natural way. This condition is the following: There must exist a point in $X$, whose orbit under $F$ is all of $X$. If this condition is not met, we can in any case consider ( $F$; X) as a subset of the product of a number of abstract semigroups; the number of semigroups needed in this product equals the number of orbits under $F$, necessary to cover $X$ (cf. 2.5.4.). This result enables us to give estimates for the cardinal number of a com-
mutative transformation semigroup.
In section 2.6 the results are applied to topological spaces, while in 2.7 we show that some well-known computing processes are based on the notion of commutativity.

In chapter 3 the approach is the following. It turns out that there are certain subsets of $x$, called cycles, with the property that the mapping of $F$, if restricted in a suitable way to such a cycle, form a group. These cycles are pairwise disjoint, and cover $X$. They are considered as the point of a new set $\Gamma$. These elements of $\Gamma$ can be considered as groups, owing to the theory developed in chapter 2. In this way we arrive at some natural homomorphisms of the semigroup $F$ into products of groups with zero (cf. 3.2.5.). Also a theorem on relations between the cycles is derived (cf. 3.3.1.). It seems interesting that corollary 3.3.4 has a formal resemblance to the Gelfand-Naimark theorem, dealing with the homomorphic representation of a complex Banach algebra $B$ as a space of complex-valued continuous functions on the (compact) maximal ideal space of $B$. This resemblance is as follows. In 1.2.4. it is proved that the maximal invariant sets under a transformation semigroup play the role of maximal ideals. In 3.1.8., on the other hand, it is shown that there is a one to one correspondence between the maximal invari ant sets and the maximal cycles. Furthermore we may remark that the complex numbers are a group with zero under multiplication. Now corollary 3.3.4. states that there exists a homomorphism $\varphi$ of $F$ into the set of functions, defined on the space of all maximal cycles under $F$, and taking values in groups with zero (one to every maximal cycle). Theorem 3.3.5. also reminds one, by its structure, of the characterization of the kernel, of the homomorphism from the Gelfand Naimark theorem. Of course our results can not be applied to Banach algebras except after some suitable "linearisation".

The end of the third chapter is concerned with applications to the theory of abstract commutative semigroups.

We mentioned already that to every commutative transformation semigroup we can associate a system of groups $\Gamma$. This system $\Gamma$ can be partially ordered in a natural way. In this way a partially ordered set, called the skeleton, is correlated to every commutative transformation
semigroup. In chapter IV we study the relation between a semigroup and its skeleton. A few examples are given, and in theorem 4.3.3. it is shown which partially ordered sets can occur as skeletons of commutative transformation semigroups.

In chapter 5 there are some results concerning the existence of a common fixed point of a system of commutative mappings. This chapter was inspired by the so-called "Isbell problem". This problem is as follows: is it true or not that every two commuting continuous mappings of the closed unit segment into itself have a common fixed point? This problem seems still to be unsolved. In theorem 5.2.2, we prove a result that assures the existence of a common fixed point under certain very general conditions. Theorem 5.2.4. deals specifically with the existence of a common fixed point on the closed unit segment.

In chapter 6, finally, the above methods are applied in order to estimate the number of mappings in a commutative system of transformations of a finite set into itself. The best estimate is obtained in 6.1.13. This estimate is simplified (but also made less precise) in 6.1.14.
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1.1. Systems of mappings, mappings restricted to subsets, invariant sets
1.1.1. If $X$ is a set, then $X^{X}$ will denote the set of all mappings of $X$ into $X$. If $F \mathbb{C} X$, we shall write sometimes ( $F ; X$ ) instead of $F$ to stress the relation between $F$ and $X$.
If $f, g \in X$, then $f \circ g$ denotes the mapping

$$
f \circ g(x)=f(g(x)) \quad \text { for every } x \in X
$$

This operation, called composition of mappings, is associative:

$$
f \circ(g \circ h)=(f \circ g) \circ h
$$

for all $f, g, h \in X^{X}$.
The identity map of $X$ onto itself is denoted by i. It has the property

$$
\text { foi=iof=f } \quad \text { for all } f \in X^{X}
$$

If $f \in X^{X}$, we define

$$
\begin{array}{rl}
\begin{array}{l}
f \\
f
\end{array} \\
i+1 \\
\mathrm{n}+1 & \mathrm{n} \\
\mathrm{f} \circ f \quad, \quad \text { for } \mathrm{n}=1,2, \ldots
\end{array}
$$

It follows from the associativity of composition of mappings that

$$
\underset{f}{m+n}=\stackrel{m}{f} \circ \frac{n}{f}
$$

An element $f \in X^{X}$ is called invertible if there exists an ${ }_{f}^{-1} \in X^{X}$ such that

$$
f \circ \frac{-1}{f}=\mathrm{f}^{-1} \circ f=1 ;
$$

the mapping ${ }_{-1}^{f}$ then is uniquely determined and is called the inverse of $f$. A mapping $f \in X^{X}$ is invertible if and only if it is both 1.1 and onto.

A subset $F$ of $X^{X}$ is called a commutative system of mappings of $X$ into itself if for any $f, g \in F$,

$$
f \circ g=g \circ f
$$

A system FCX $X^{X}$ is called a maximal commutative system, if it is a commutative system and if $F \subset G \subset X^{X}$, where $G$ is commutative, implies that $\mathrm{F}=\mathrm{G}$.
1.1.2. If $f \in X^{X}$ and $Y \subset X$, then the $\operatorname{set}\{f(y): y \in Y\}$ will be denoted by $f(Y)$. If $F \subset X^{X}$ and $x \in X$, the $\operatorname{set}\{f(x): f \in F\}$ will be denoted by $F(x)$; this set will be called the orbit of $x$ under $F$. If $F \subset X^{X}$ and $Y \subset X$, then $F(Y)$ will denote the $\operatorname{set}\{f(y): f \in F$ and $y \in Y\}$.

Let $D$ be an index set, and for every $a \in D$, let $Y_{a}$ be a subset of $X$. Then, for every $F \subset X^{X}$,
(a)

$$
\bigcup_{a \in D} F\left(Y_{a}\right)=F\left(\bigcup_{a} Y_{a}\right) ;
$$

(b)

$$
\bigcap_{a \in D} F\left(Y_{a}\right) \supset F\left(\bigcap_{a} Y_{a}\right)
$$

If $f \in X^{X}$ and $Y \subset X$, then $f \mid Y$ denotes the mapping of $Y$ into $X$ such that

$$
(f \mid Y)(y)=f(y) \quad \text { for every } \quad y \in Y
$$

If $F \subset X$ and $Y \subset X$, then $F \mid Y$ denotes the $\operatorname{set}\{f \mid Y: f \in F\}$, and $F \| Y$ denotes the set $\{f \mid Y: f \in F$ and $f(Y) \subset Y\}$. As $F \| Y \subset Y Y$, two mappings in $\mathrm{F} \| \mathrm{Y}$ may be composed.

It follows from the definition, that $F(\varnothing)=\varnothing$ for every $F \subset X^{X}$.
Here $\emptyset$ denotes the empty set.
1.1.3. A set $Z \subset X$ is called invariant under $F \subset X^{X}$ if $f(Z) \subset Z$ for every $f \in F$. Evidently $\emptyset$ and $X$ are invariant under $F$, and if $Z_{1}$ and $Z_{2}$ are invariant under $F$, so are $Z_{1} \cap Z_{2}$ and $Z_{1} \cup Z_{2}$.

If $Z$ is invariant under $F$, and $F_{1} \subset F$, then $Z$ is also invariant under $\mathrm{F}_{1}$.
$A$ subset $Y$ of $X$ is invariant under $F C X^{X}$ if and only if $F \mid Y=F \| Y$.
A maximal invariant subset of $X$ under $F$ is an invariant subset $Y$ of $X, Y \neq X$, such that $Y \subset Z \subset X, Z$ invariant under $F$, implies $Z=Y$ or $Z=X$.

The empty set $\emptyset$ is a maximal invariant subset under $F$ if and only if $\emptyset$ and $X$ are the only invariant sets under $F$.

### 1.2. Semigroups, groups, homomorphisms, isomorphisms.

1.2.1. A semigroup ( $A ;$ ) is a pair consisting of a non-void set $A$, and a binary operation in $A$ that is associative:

$$
a \cdot(b \cdot c)=(a, b) . c \quad \text { for } a l l a, b, c \in A
$$

A semigroup ( $\mathrm{A} ;.$ ) is said to be commutative if

$$
a \cdot b=b \cdot a \quad \text { for } a l l a, b \in A
$$

If (A;.) is a semigroup, and if BCA, CCA, then B.C will denote the set $\{b . c: b \in B$ and $c \in C\}$.

Let ( $A ;$ ) be a commutative semigroup. A set $B C A$ is called an ideal of the semigroup if $A . B \subset B$. According to this definition, $\emptyset$ is always an ideal. An ideal $B$ of a commutative semigroup ( $A ;$.) is said to be maximal if $B \neq A$ and if $A$ is the only ideal of ( $A ;$ ), strictly containing $B$.

There is at most one element a in a semigroup ( $A$; .) such that

$$
e . a=a . e=a \quad \text { for all } a \in A
$$

If such an element exists it is called the unit element or unity of (A; ).
Let (A;.) be a semigroup with a unit element e. An element a of $A$ is called invertible if there exists $a b \in A$ such that

$$
a \cdot b=b \cdot a=e
$$

Then this element $b$ is uniquely determined; it is called the inverse of a and it is denoted by ${ }^{-1}$.

If every element of a semigroup (A;.) has an inverse, the semigroup is called a group.
1.2.2. Let ( $A ;$ ) and ( $A^{\prime} ;$. ) be two semigroups, and let $\varphi$ be a map of the set $A$ into the set $A^{\prime}$. The $\operatorname{map} \varphi$ is called a homomorphism of the semigroup ( $A ;$ ) into the semigroup ( $A^{\prime} ;$ ) if

$$
\varphi(a \cdot b)=\varphi(a) \cdot \varphi(b)
$$

for all $a, b \in A$. The map $\varphi$ is called an isomorphism of the semigroup (A; .) if it is a 1.1 map of the set $A$ onto the set $A^{\prime}$, and if $\varphi$ and $\varphi^{-1}$ are both homomorphisms.
1.2.3. Let $(A ;$.$) be a semigroup. If a \in A$, then $m(a)$ will denote the mapping $\mathrm{b} \rightarrow \mathrm{a} . \mathrm{b}$ of A into A :

$$
m(a)(b)=a \cdot b \quad, \quad \text { for every } b \in A
$$

Accordingly, $m(A)$ is the subset of $A^{A}$ consisting of all mappings $m(a)$, $a \in A$; instead of $m(A)$ we will also write $m A$. As composition is an associative binary operation in $m A$, the pair ( $m A ; 0$ ) is a semigroup.

The semigroup ( $\mathrm{mA} ; \mathrm{o}$ ) contains the identity mapping if and only if (A;.) has a unit element.

Lemma If (A;.) is a commutative semigroup with a unit element, then the semigroups (A;.) and ( $m A ; Q$ ) are isomorphic.

## Proof

The mapping $m: a \rightarrow m(a)$ is a homomorphism of (A;.) onto (mA;o); as ( $A$; .) has a unit element $e$, the map $m$ is also 1.1. . For if $m(a)=m(b)$, then

$$
a=a \cdot e=m(a)(e)=m(b)(e)=b \cdot e=b .
$$

It then follows that $\mathrm{m}^{-1}$ exists and is again a homomorphism.

Remark The assumption that (A;.) has a unit element is essential, as is : seen from the following example. Let A consist of two points $a, b$, and let . be the binary operation defined by the following multiplication table:

|  | a | b |
| :--- | :--- | :--- |
| a | b | b |
| b | b | b |

Then the semigroup ( $\mathrm{mA} ; 0$ ) has only one element.
1.2.4. Lemma. Let ( $\mathrm{A} ;$.) be a commutative semigroup. A set BCA is an ideal of (A;.) if and only if it is an invariant subset of $A$ under mA. The set $B$ is a maximal ideal of $A$ if and only if it is a maximal invariant subset of $A$ under ( $\mathrm{mA} ; \mathrm{A}$ ).

Proof
$A$ subset $B$ of $A$ is an ideal of ( $A ;$ ) if

$$
B \supset A \cdot B=\bigcup_{a \in A} a \cdot B=\bigcup_{a \in A} m(a)(B) ;
$$

hence $B$ is an ideal if and only if $m(a)(B) \subset B$ for every $m(a) \in m A$, that is, if and only if $B$ is invariant under mA.

It then follows at once that $B$ is a maximal ideal of ( mA ;.) if and only if it is a maximal fixed set under ( $\mathrm{mA} ; \mathrm{A}$ ).

Remark It follows that the study of ideals of commutative semigroups is included in the study of invariant sets under systems of mappings.

### 1.3. Transformation semigroups

1.3.1. A system of mappings ( $F$; X) is called a transformation semigroup if ( $F ; O$ ) is a semigroup. The transformation semigroup ( $F ; X$ ) is said to be commutative of the semigroup ( $F ; O$ ) is commutative. Similarly ( $F$; X) is called a transformation group if ( $F$; 0 ) is a group. If $X$ is a non-void set, then ( $\mathrm{X}^{\mathrm{X}} ; \mathrm{X}$ ) is a transformation semigroup.

If $F$ contains the identity map, then this is the unit element of ( $F$; 0 ). However, if ( $F$; o) has a unit element, it need not be the identity map of $X$ onto itself, as is shown by the example in 1.2.3.
1.3.2. Let $F^{\prime}$ be a commutative system of mappings of $X$ into itself. If $F$ is the set of all finite compositions $f_{1}^{\prime} \circ f_{2}^{\prime} \circ f_{3}^{\prime} \circ \ldots f_{n}^{\prime}$, $f_{i}^{\prime} \in F$. for $i=1,2, \ldots, n$, then $(F ; O)$ is a semigroup, and it is the smallest subsemigroup of $X^{X}$ containing $F^{\prime}$. This semigroup is called the semigroup generated by $\mathrm{F}^{\prime}$.
1.3.3. If $F \subset X^{X}$ is a maximal commutative system, then $F$ is. a semigroup under composition, and $F$ contains the identity map.
1.3.4. If $(F ; X)$ is a commutative transformation semigroup, containing the identity map, and if $Y \subset X$ is invariant under $F$, then ( $F \mid Y ; Y$ ) is a commutative transformation semigroup, containing the identity map. However, if ( $F, X$ ) is maximal, the transformation semigroup ( $F \mid Y ; Y$ ) need not be maximal.
Example. Let $X=\{a, b, c, d\}$, and let $F$ consist of the mappings $f_{1}, f_{2}, f_{3}, f_{4}$ defined as follows:

|  | a | b | c | d |
| :--- | :--- | :--- | :--- | :--- |
| $\mathrm{f}_{1}$ | a | b | c | d |
| $\mathrm{f}_{2}$ | b | d | d | d |
| $\mathrm{f}_{3}$ | c | d | d | d. |
| $\mathrm{f}_{4}$ | d | d | d | d |

Then ( $F ; X$ ) is maximal, $Y=\{b, c, d\}$ is an invariant subset of $X$ under $F$, but ( $\mathrm{F} \mid \mathrm{Y} ; \mathrm{Y}$ ) is not maximal, as the mapping g

|  | b | c | d |
| :--- | :--- | :--- | :--- |
| g | d | c | d |

commutes with all mappings in $\mathrm{F} / \mathrm{Y}$.
1.3.5. If ( $\mathrm{F} ; \mathrm{X}$ ) is a commutative transformation semigroup, and $\mathrm{Y} \subset \mathrm{X}$ is invariant under $F$, then the mapping $f \rightarrow f \mid Y$ is a homomorphism of ( $F$; o) on to (F|Y;O).
1.3.6. A system of mappings ( $F$; $X$ ) is called a maximal commutative transformation group if ( $F$;o) is a commutative group and if there is no transformation group ( $G ; X$ ) such that $F \subset G, F \neq G$.

### 1.4. The product of a system of transformation semigroups

1.4.1. In this section and in the next one we consider a family $\left\{\left(F_{\alpha} ; X_{\alpha}\right): \alpha \in A\right\}$ of transformation semigroups; $A$ is a non-void set of indices, and $F_{\alpha} \subset X_{\alpha}{ }^{X_{\alpha}}$ for each $\alpha \in A$. The identity map of $X_{\alpha}$ onto itself
will be denoted by $i_{\alpha}$; it is assumed that $i_{\alpha} \in \mathbb{F}_{\alpha}$ for each $\alpha \in \mathbb{A}$. The union of all sets $X_{\alpha}$ will be denoted by $X$ :
(a)

$$
x=\bigcup_{\alpha \in A} x_{\alpha}
$$

and the identity map of $X$ onto itself will be denoted by 1.
The cartesian product of sets $F_{\alpha}, \alpha \in A$, is denoted by $\prod_{\alpha \in A} F_{\alpha}$. If $f \in \prod_{\alpha \in A} F_{\alpha}$, then $f_{\alpha}$ denotes the component of in $F$, and we will also write $\left(f_{\alpha}\right)_{\alpha \in A}$ instead of $f$.
1.4.2. Proposition Let S be the following subset of $\prod_{\alpha \in A} F_{\alpha}$ :
(a) $\quad S=\left\{\left(f_{\alpha}\right) \quad \alpha \in A \in \prod_{\alpha \in A} F_{\alpha}:(\forall \alpha, \beta \in A)\left(f_{\alpha}\left|x_{\alpha} \cap X_{\beta=1}\right| x_{\alpha} \cap x_{\beta}\right)\right\}$. Furthermore, let $F C X^{X}$ be defined in the following manner:
(b)

$$
F=f \in X^{X}:(\exists s \in S)(\forall \alpha \in A)\left(f \mid X_{\alpha}=s_{\alpha}\right)
$$

Then $F$ is a semigroup of transformations of $X$ into itself, containing the identity map i. If $F_{\alpha}$ is commutative for every $\alpha \in A$, then $F$ is also commutative.

## Proof

First we show the following : if $s=\left(s_{\alpha}\right)_{\alpha \in A} \in S$ and $t=\left(t_{\alpha}\right)_{\alpha \in A} \in S$, then also $\left(s_{\alpha} \text { ot }\right)_{\alpha \in A} \in S$.

As the $F_{\alpha}$ are semigroups, it is clear that $\left(s_{\alpha} \text { ot }\right)_{\alpha \in A} \prod_{\alpha \in A} F_{\alpha}$. Now take $\alpha, \beta \in A$; we must show that
(c) $\quad s_{\alpha} \circ t_{\alpha}\left|X_{\alpha} \cap X_{\beta}=s_{\beta} \circ t_{\beta}\right| X_{\alpha} \cap X_{\beta}$.

But we know that
(d)

$$
s_{\alpha}\left|x_{\alpha} \cap x_{\beta}=s_{\beta}\right| x_{\alpha} \cap x_{\beta},
$$

(e)

$$
t_{\alpha}\left|x_{\alpha} \cap x_{\beta}=t_{\beta}\right| x_{\alpha} \cap x_{\beta},
$$

as $s, t \in S$; this implies that $X_{\alpha} \cap X_{\beta}$ is invariant under $s_{\alpha}, s_{\beta}, t_{\alpha}$ and
${ }^{t_{\beta}}$. The assertion (c) now follows from (d) and (e).
We now can prove that $F$ is a semigroup. It is evident that $F$ is non-void, as $\left(i_{\alpha}\right)_{\alpha \in A} \in S$, and hence $i \in F$. Take $f, g \in F$. There exist $s, t \in S$ such that for every $\alpha \in \mathbb{A}$
(f)

$$
f\left|X_{\alpha}=s_{\alpha}, \quad g\right| X_{\alpha}=t_{\alpha} .
$$

It follows that $f\left(X_{\alpha}\right) \subset X_{\alpha}$ and $g\left(X_{\alpha}\right) \subset X_{\alpha}$; hence
(g)

$$
f \circ g \mid x_{\alpha}=s_{\alpha} \circ t_{\alpha}
$$

As $\left(s_{\alpha} \circ t_{\alpha}\right)_{\alpha \in A} \in S$, this shows that $f \circ g \in F$.
Finally, we assume that every $F_{\alpha}$ is commutative. Take again $f, g \in F$ and let $s, t \in S$ such that ( $f$ ) holds. Then it follows from (g) that

$$
f \circ g\left|x_{\alpha}=s_{\alpha} \circ t_{\alpha}=t_{\alpha} \circ s_{\alpha}=g \circ f\right| X_{\alpha}
$$

for every $\alpha \in A$; hence $f \circ g=g \circ f$. Thus $F$ is commutative.
1.4.3. Definition The transformation semigroup $F \subset X^{X}$, defined in proposition 1.4.2. (by (a) and (b)), is called the product of the transformation semigroups $\left(F_{\alpha} ; X_{\alpha}\right), \alpha \in A$, and is denoted by

$$
\mathbb{P}_{\alpha \in A} F_{\alpha} \quad \text { or } \mathbb{P}\left\{F_{\alpha}: \alpha \in A\right\}
$$

1.4.4. Let $J$ be a family of subsets of a set $X$. A system $F \subset X^{X}$ is said to be J-invariant if every member of $J$ is an invariant set under $F$. The system $F$ is called a maximal commutative J-invariant system if it is commutative and $J$-invariant, and if there is no commutative J-invariant system $G \subset X^{X}$ such that $F C G, F \neq G$.
The maximal commutative system, defined in 1.1.1. evidently is a maximal $\{\emptyset\}$-invariant system.

A maximal commutative $J$-invariant system is always a commutative semigroup containing the identity mapping $i: X \rightarrow X$.
1.4.5. It follows from the construction of $F=\mathbb{P} F_{\alpha}$ that every set $X_{\alpha}$
is an invariant subset of $X$ under $F$. Hence:

Proposition. The transformation semigroup $\mathbb{T}_{\alpha \in A}^{\mathbb{P}} F_{\alpha}$ is $\left\{X_{\alpha}: \alpha \in A\right\}-$ invariant.

1,4,6. Proposition. If the sets $X_{\alpha}, \alpha \in A$, are pairwise disjoint, then the abstract semigroup $\left(\underset{\alpha}{\mathbb{P}} \underset{A}{ } F_{\alpha}, 0\right)$ is isomorphic with the (unrestricted) direct product of the abstract semigroups ( $F, 0$ ).

Proof
If $S$ and $F$ are as in 1.4.2., then, under the assumption that the $X_{\alpha}$ are pairwise disjoint, the set $S$ is equal to the set $\prod_{\alpha \in A} F_{\alpha}$. If we define a multiplication. in $S$ by

$$
\text { s.t }=\left(s_{\alpha} \circ t_{\alpha}\right)_{\alpha \in A^{\prime}}
$$

then ( $\mathrm{S},$. ) is even isomorphic with the direct product of the semigroups ( $F_{\alpha}, 0$ ). The proposition now follows from the fact that
(a)

$$
f \rightarrow\left(f \mid X_{\alpha}\right) \alpha \in A
$$

is an isomorphism of ( $F, O$ ) onto ( $(S,$.$) .$
1.4.7. Proposition. If $X_{\alpha}=X$, for every $\alpha \in A$, then $\underset{\alpha \in A}{\mathbb{F}} \mathrm{~F}_{\alpha}=\bigcap_{\alpha \in A} F_{\alpha}$. Proof.

If again $S$ and $F$ are as defined in 1.4.2., then $\left(f_{\alpha}\right)_{\alpha \in A} \in S$ implies

$$
f_{\alpha}=f_{\alpha}\left|x=f_{\alpha}\right| X_{\alpha} \cap X_{\beta}=f_{\beta}\left|X_{\alpha} \cap X_{\beta}=f_{\beta}\right| x=f_{\beta}
$$

for all $\alpha, \beta \in A$. Conversely, if ( $\left.f_{\alpha}\right)_{\alpha \in A} \in \prod_{\alpha \in A} F_{\alpha}$, and $f_{\alpha}=f_{\beta}$ for all $\alpha, \beta \in A$, then $\left(f_{\alpha}\right)_{\alpha \in A} \in S$. This proves the assertion, as $f_{\alpha}=f_{\beta}$ for all $\alpha, \beta \in A$,implies $f_{\alpha} \in \bigcap_{\beta \in A} F_{\beta}$.

### 1.5. The sum of a system of transformation semigroups

1.5.1. Definition. Let $\left\{\left(F_{\alpha} ; X_{\alpha}\right): \alpha \in A\right\}$ be a system of transformation semigroups, and let $X=\bigcup_{\alpha \in A}^{\alpha} X_{\alpha}^{\alpha}$. The transformation semigroup $F \subset X^{X}$,
generated by the set
(a) $T=\left\{f \in X^{X}:(\exists \alpha \in A)\left(\exists f_{\alpha} \in F_{\alpha}\right)\left(f \mid X_{\alpha}=f_{\alpha} \quad\right.\right.$ and $\left.\left.f\left|X \backslash X_{\alpha}=i\right| X \backslash X_{\alpha}\right)\right\}$ is called the sum of the transformation semigroups ( $F_{\alpha} ; X_{\alpha}$ ), and is denoted by

$$
\mathbb{S}_{\alpha \in A} F_{\alpha} \quad \text { or }\left\{F_{\alpha}: \alpha \in A\right\}
$$

It follows from the definition that for every $\alpha \in A$ there is an isomorphism of $F \alpha$ into $\beta^{\prime} \in A_{\beta}$.
1.5.2. We are mainly interested in the case that $\alpha \in A$ is a commutative semigroup. By the above remark, every $F_{\alpha}$ then has to be commutative. But this is not sufficient; e.g. if $X_{1}=X_{2}=\{0,1\}$, and if $F_{1}$ consists only of $i$ and the map $f$ such that $f_{1}(Q)=f_{1}(1)=0$, while $F_{2}$ consists of $i$ and the map $f_{2}$ such that $f_{2}(0)=f_{2}(1)=1$, then $\left(F_{1} ; X_{1}\right)$ and $\left(F_{2} ; X_{2}\right)$ are commutative, but $\mathbb{S}\left\{\mathrm{F}_{1}, \mathrm{~F}_{2}\right\}$ is not commutative.

The following condition on the family $\left\{\left(F_{\alpha} ; X\right): \alpha \in A\right\}$ will turn out to be sufficient, together with the commutativity of all $F_{\alpha}$, in order to ensure that $\mathbb{S}_{\alpha \in A} F_{\alpha}$ is commutative:
(C) for all $\alpha, \beta \in A$, the sets $X_{\alpha} \cap X_{\beta}$ and $X_{\alpha} \backslash X_{\beta}$ are invariant subsets of $X_{\alpha}$ under $F_{\alpha}$, and if $f_{\alpha} \in F_{\alpha}$ and $f_{\beta} \in F_{\beta}$, then $f_{\alpha} \mid X_{\alpha} \cap X_{\beta}$ and $f_{\beta} \mid X_{\alpha} \cap X_{\beta}$ commute.
1.5.3. Proposition. Let $\left\{\left(F_{\alpha} ; X_{\alpha}\right): \alpha \in A\right\}$ be a family of commutative transformation semigroups, each containing the identity mapping $i_{\alpha}: X_{\alpha} \rightarrow X_{\alpha}$, and let condition (C) be satisfied, Then $\mathcal{S}_{\boldsymbol{A}} \mathrm{F}_{\alpha}$ is a commutative transformation semigroup containing the identitymap.

## Proof

Let $T$ be as in 1.5.1., and let $F$ be the subsemigroup of $X^{X}$ generated by T. As it is evident that ief we have only to show that is commutative. Let $f, g \in F$. Then there are $\alpha, \beta \in A$ and $f_{\alpha} \in F_{\alpha}, f_{\beta} \in F_{\beta}$ such that

$$
\begin{aligned}
& f\left|X_{\alpha}=f_{\alpha} ; \quad g\right| X_{\beta}=f_{\beta} ; \\
& f\left|x \backslash x_{\alpha}=i\right| x \backslash x_{\alpha} ; \\
& g\left|x \backslash x_{\beta}=1\right| x \backslash x_{\beta} .
\end{aligned}
$$

As condition (C) is assumed to be satisfied, $f \mid X_{\alpha} \cap X_{\beta}$ and $g \mid X_{\alpha} \cap X_{\beta}$ commute. Furthermore, $f\left|x \backslash\left(X_{\alpha} \cup X_{\beta}\right)=g\right| X \backslash\left(X_{\alpha} \cup X_{\beta}\right)=$ $=i|X\rangle\left(X_{\alpha} \cup X_{\beta}\right)$. Hence we need only check what happens with points in $X_{\alpha} \backslash X_{\beta}$ or in $X_{\beta} \backslash X_{\alpha}$. Because of the symmetry of the situation, we may restrict our attention to points in $X_{\alpha} \backslash X_{\beta}$.

Let $x \in X_{\alpha} \backslash X_{\beta}$. Then

$$
(f \circ g)(x)=f(g(x))=f(x)=f(x)
$$

as $X_{\alpha} \backslash X_{\beta}$ is supposed to be invariant under $F_{\alpha}, f_{\alpha}(x) \in X_{\alpha} \backslash X_{\beta}$; hence

$$
f_{\alpha}(x)=g\left(f_{\alpha}(x)\right)=g(f(x))=(g \circ f)(x)
$$

This finishes the proof.
1.5.4. Proposition. If the sets $X_{\alpha}, \propto \in A$, are pairwise disjoint, then the abstract semigroup $\left(\underset{\alpha \in A}{\mathbb{S}} F_{\alpha}, 0\right)$ is isomorphic to the direct sum (restricted direct product) of the abstract semigroups ( $\left.F_{\alpha}, 0\right), \alpha \in A$.

Proof
Let T be defined by 1.5.1. . Let $\varphi$ be the mapping 1.4.6.(a). Then $\varphi$ maps $T 1.1$ onto the subset of $\prod_{\alpha \in A} F_{\alpha}$, consisting of all $\left(f_{\alpha}\right)_{\alpha \in A}$ such that $f_{\alpha} \neq i_{\alpha}$ for at most one $\alpha \in A$; and $\varphi$ maps $F 1.1$. onto the subset of $\prod_{\alpha} F_{\alpha}$ such that $f_{\alpha} \neq i_{\alpha}$ for only finitely many $\alpha \in A$. It is immediately $\underset{\operatorname{seen}}{\alpha \in A}$ that $\varphi \mid F$ is a homomorphism of ( $F, 0$ ) into the direct product of the ( $F, 0$ ) ; hence $\varphi \mid F$ is an isomorphism, and $\varphi(F)$ is exactly the direct sum of the $\left(F_{\alpha}, o\right)$.
1.5.5. Proposition. Assume $X_{\alpha}=X$, for every $\alpha \in A$..Then condition (C) is satisfied if and only if $U_{\alpha \in A} F$ is commutative, and $\int_{\alpha \in A} F_{\alpha}$ is the subsemigroup of $X^{X}$ generated by $\bigcup_{\alpha \in A} F_{\alpha}$.

Proof: evident.

### 1.6. The relations

1.6.1. Let $R$ be a relation ${ }^{1)}$ defined in a set $X$. For $Y \subset X, R(Y)$ will denote the set

$$
R(Y)=\{x \in X:(\exists y \in Y)(y R x)\}
$$

Instead of $R(\{y\})$ we will write $R(y)$.
In particular, let $E$ be an equivalence relation defined in $X$. Then for $x \in X, E(x)$ is the equivalence class containing $x$. The set of all these equivalence classes will be denoted by $X / E$.
1.6.2. Let $F \subset X^{X}$. An relation $R$ between elements of $X$ is said to be compatible with $F$ if

$$
x R y \Longrightarrow f(x) R f(y)
$$

for all $x, y \in X$ and all $f \in F$. If $R$ is an equivalence relation $E$, then it follows that for every $f \in F$ there is a uniquely determined map $\varphi: X / E \rightarrow X / E$ such that

$$
\varphi(E(x))=E(\varphi(x))
$$

for: all $x \in E$. This map $\varphi$ will be denoted by $f / E$. Furthermore, $F / E$ denotes the set

$$
F / E=\{f / E: f \in F\}
$$

of mappings of $X / E$ into itself.
1.6.3. A relation $R$, defined in a set $X$, is called a weak partial ordering (shortly: a w.p.o.) if it satisfies the following two conditions:
(a) $x R x$ for every $x \in X$;
(b) $x R y, \quad y R z \Rightarrow x R z, ~ f o r ~ a l l ~ x, y, z \in X ;$

1) in this section by "relation" always is meant a binary relation.

If $R$ is a w.p.o. then the relation $E_{R}$, defined by

$$
\times E_{R} y \Longleftrightarrow x R y \text { and } y R x
$$

is an equivalence relation in $X$. The corresponding set of equivalence classes $X / E_{R}$ will be denoted by $X_{R}$.

In $X_{R}$ a partial ordering $\leqslant_{R}$ can be defined such that:

$$
E(x) \leqslant_{R} E(g) \Longleftrightarrow x R y
$$

The partially ordered $\operatorname{set}\left(X_{R}, \leqslant_{R}\right)$ is called the skeleton of the weakly partially ordered set ( $X, R$ ).
1.6.4. If the w.p.o. $R$ in $X$ is compatible with $F \subset X^{X}$, we will write $F_{R}$ instead of $F / E_{R}$ (and $f_{R}$ instead of $F / E_{R}$, for $f \in F$ ).

Proposition: If $R$ is compatible with $F$, then $E_{R}$ is compatible with $F$, and $\leqslant_{R}$ is compatible with $F_{R}$.

## Proof

Suppose R is compatible with F. Then

$$
x E_{R} y \Longrightarrow x R y \& y R x \Rightarrow f(x) R f(y) \& f(y) R f(x) \Longrightarrow f(x) E_{R} f(y)
$$

Hence $E_{R}$ is compatible with $F$. And

$$
\begin{aligned}
E(x) \leqslant{ }_{R} E(y) \Rightarrow x R y \Rightarrow f(x) R f(y) \Rightarrow f_{R}(E(x)) & =E(f(x)) \leqslant_{R} E(f(y))= \\
& =f_{R}(E(y)) .
\end{aligned}
$$

Hence $\leqslant_{R}$ is compatible with $E_{R}$.
1.6.5. Let $\mathrm{Fc} \mathrm{X}^{\mathrm{X}}$. Then $)_{F}$ will be the following relation on X :

$$
x)_{F} y \Leftrightarrow \exists f \in F: \quad f(x)=y
$$

Proposition. For every $\left.F \subset X^{X},\right)_{F}$ is compatible with $F$.
The equivalence relation $\left.{ }^{E}\right)_{F}$ will be denoted by $C_{F}$, the set $X / C_{F}$ will
be denoted by $\Gamma(F)$; and the partial ordering $\leqslant)_{F}$ in $\Gamma(F)$ will be denoted by $\leqslant_{F}$. If $f \in F$, then $\bar{f}$ denotes the mapping $f / C_{F}$ of $\Gamma$ ( $F$ ) into itself, and $\bar{F}$ denotes the set $F / C_{F}$. If there is no danger for confusion we will simply write ) , $C, \Gamma$ and $\leqslant$, instead of $)_{F}, C_{F}, \Gamma(F), \leqslant_{F}$, respectively.

It may be remarked that $)_{F}(x)$ (as defined in $\mathbf{1 .}^{\text {.) coincides with }}$ $F(x)$.
1.6.6. A relation $R$ between elements of a set $X$ is called an $N$-relation if : it is a w.p.o. and if it also satisfies the following property:

$$
x R y_{1}, \quad x R y_{2} \Rightarrow \exists z \in X: \quad y_{1} R z, \quad y_{2} R z \text {, }
$$

for all $x, y_{1}, y_{2} \in X$.
Proposition. If $R$ is an $N$-relation, then $\leqslant_{R}$ is an N-relation.
1.6.7. Proposition. Let ( $F$; X) be a commutative transformation semigroup containing the identity map. Then $)_{F}$ is an $N$-relation.

Proof The relation $)_{F}$ is reflexive as the identity mapping belongs to $F$. $)_{F}$ transitive as $F$ is a semigroup.
Let $x R y_{1}$ and $x R y_{2}$, that is $f_{1}(x)=y_{1}, f_{2}(x)=y_{2}, f_{1}, f_{2} \in F$. But then $z=f_{1}$ of $(x)$ fulfils the conditions $y_{1} R z$ and $y_{2} R z$.
1.6.8. Proposition. Let ( $F$; X) be commutative transformation semigroup containing the identity map, and let E be an equivalence relation on X that is compatible with $F$. Then $\left(F_{E} ; X_{E}\right)$ is a commutative transformation semigroup containing the identity map.
1.6.9. Proposition. Let ( $F$; X) be a commutative transformation semigroup containing the identity map. Then
(a) $\left.\quad x)_{F} y \Rightarrow f(x)\right)_{F} f(y) \quad$ for every $x, y \in X, f \in F$,
(b) $\quad f(x)=x \Rightarrow \forall y, x)_{F} y, f(y)=y$,
(c) $f(x))_{F} y \Rightarrow y \in f(X)$, for every $f \in F$.

Proof.
(a) $\quad y=g(x) \Rightarrow f(y)=f \circ g(x)=g \quad(f(x))$,
(b) $\quad y=g(x)=g \quad \circ f(x)=f \circ g(x)=\mathbb{L}(y)$,
(c) $y=g \circ f(x) \Rightarrow y=f \circ g(x)$.
1.6.10. Proposition. Let $(F ; x)$ be transformation semigroup containing the identity map. Then the relation $M$ on $x$,

$$
\left.x M y \Longleftrightarrow \exists z \in X, x)_{F} z, y\right)_{F}^{z}
$$

is an equivalence relation, that is compatible with $F$. Moreover, $F / M$ consists only of the identity map.

Proof.
M is evidently reflexive and symmetric. We must prove that $M$ is transitive. Let $x_{1} M x_{2}, x_{2} M x_{3}$. Then there exist $z_{1}, z_{2} \in \mathbb{X}, f_{1}, f_{2}, g_{1}$, $\mathrm{g}_{2} \in \mathrm{~F}$ such that

$$
f_{1}\left(x_{1}\right)=z_{1}, \quad f_{2}\left(x_{2}\right)=z_{1}, \quad g_{1}\left(x_{2}\right)=z_{2}, \quad g_{2}\left(x_{3}\right)=z_{2}
$$

Then

$$
g_{1} \circ f_{2}\left(x_{2}\right)=g_{1} \circ f_{1}\left(x_{1}\right)=f_{2} \circ g_{1}\left(x_{2}\right)=f_{2} \circ g_{3}\left(x_{3}\right)
$$

hence $x_{1} M x_{3}$.
If $x M$ y then evidently $f(x) M f(y)$ for every $f \in F$, as $f(z)$ has the property required by definition of $M$.

As $f(x) M x$ for every $x \in X$ and $f \in F$, we have $f / M=1 / M$ for every $f \in F$.
1.6.11. Proposition. $M$ is the smallest equivalence relation $R$ which is compatible with $(F ; X)$ and $F / R=\{i / R\}$.
1.6.12. Example. Let $Y$ be an invariant set under $F$. Then an equivalence relation, again denoted by $Y$, is defined as follows:

$$
x Y y \Longleftrightarrow \text { either } x=y \text { or both } x \in Y \text { and } y \in Y
$$

This relation is compatible with F.

## 2. Orbits of commutative transformation semigroups

Throughout this chapter we shall assume that $F$ is a commutative semigroup of transformations of a given set $X$ into itself, containing the identity transformation.

### 2.1. The parameter of a semigroup

2.1.1. The orbit of a point $x \in X$ under $F$ is the set $F(x)$. If $F$ is a semigroup, then every orbit $F(x)$ is an invariant subset.
A system of orbits $\{F(x): x \in Y\}$, when $Y \subset X$, is called an F-cover of $X$ if $F(Y)=X$. If $F$ contains the identity map, then $X$ admits at least one $F$-cover.

An $F$-cover $: \quad\{F(x): x \in Y\}$ is called disjoint if $F(x) \cap F(y)=\phi$ for all $x \neq y, x$ and $y \in Y$.
2.1.2. If $f(x)=g(x)$, for some $x \in X$ and $f, g \in F$, then $f|F(x)=g| F(x)$.

## Proof

Let $y \in F(x)$. Then $y=h(x)$, for some $h \in F$, and

$$
f(y)=f \circ h(x)=h \circ f(x)=h \circ g(x)=g \circ h(x)=g(y)
$$

2.1.3. If $A$ is any set, then $|A|$ denotes the cardinal number of $A$. The parameter of $F$ is the least cardinal number $\alpha$ for which there exists an $F$-cover $\{F(x): X \in Y\}$ of $X$ with $|Y|=\alpha$. This cardinal number will be denoted by $p(F)$.

The following fact is evident from the definition: If $F \subset G$, then $p(F) \geqslant p(G)$.
2.1.4. If $\{F(x): x \in Y\}$ is a disjoint $F$-cover, then $|Y|=p(F)$.

## Proof

Let $\{F(z): z \in Z\}$ be any $F$-cover such that $|Z|=p(F)$. We shall show that every orbit $F(z), z \in Z$, is contained in an orbit $F(x), x \in Y$. Suppose this were false. Then there would exist a $z \in Z$, and $x_{1}, x_{2} \in Y, x_{1} \notin x_{2}$, such that

$$
\begin{aligned}
& F(z) \cap F\left(x_{1}\right) \neq 0 \\
& F(z) \cap F\left(x_{2}\right)
\end{aligned}
$$

Let $f_{1}, f_{2} \in F$ such that $f_{1}(z) \in F\left(x_{1}\right)$ and $f_{2}(z) \in F\left(x_{2}\right)$. Then $f_{1}\left(f_{2}(z)\right) \in F\left(x_{1}\right) \cap F\left(x_{2}\right)$, contradicting the assumption that $\{P(x): x \in \mathbb{Y}\}$ is disjoint.
2.1.5. If $F$ is a group, then two orbits $P(x), P(y)$ under $F$ elther coincide, or they are disjoint.

## Proof

Suppose $F(x) \cap F(y) \neq \emptyset$; then let $z \in F(x) \cap F(y)$. There exist $\mathbb{1}_{1}, \mathcal{F}_{2} \mathbb{F}$ such that $z=f_{1}(x)=f_{2}(y)$. Then $x=f_{1}^{-1} \circ f_{2}(y)$, which implies $F(x) \subset F(y)$, and $y=f_{2}^{-1} \circ f_{1}(x)$, implying $F(y) \subset F(x)$. So if $F(x)$ and $F(y)$ are not disjoint, they coincide.

As an immediate consequence, we obtain the following: If $F$ is a group, then there exist disjoint $F$-covers.

For if $Y$ is a set containing precisely one point from every orbit, then $\{F(x): x \in Y\}$ is such a disjoint $F$-cover.
2.1.6. If $F(x) \cap F(y) \neq \emptyset$ and $F(y) \cap F(z) \not$ then $F(x) \cap F(z) \not \emptyset$.

## Proof

Let $f, g, h, j \in F$ such that $f(x)=g(y)$ and $h(y)=j(z)$. Then

$$
j \circ f(x)=j \circ g(y)=g \circ f(y)=g \circ h(z)
$$

which shows that $F(x) \cap F(z) \neq \emptyset$.

$$
\text { 2.1.7. If } F(x)=X \text { for every } x \in X \text {, then } F \text { is a group. }
$$

Proof
According to 2.1.2., two mappings $f, g$ ef coincide as soon as they are equal in one point of $X$.

Now we will show that an arbitrary $F$ has an inverse. Choose $x_{0} \in X$, and let $x=f\left(x_{0}\right)$. By our assumption, there exists an $f_{1} \in F$ such that $x_{0}=f_{1}(x)$. It follows that $f_{1} \circ f\left(x_{0}\right)=x_{0}=i\left(x_{0}\right)$. Hence, by our previous remark $f_{1} \circ f=i$. As $F$ is commutative, $f \circ f_{1}=i$ also; this proves that $f_{1}$ is the inverse of $f$,

### 2.2. Properties of semigroups with parameter 1.

2.2.1. If $p(F)=1$, then there exists a 1.1. mapping of $F$ onto $X$.

## Proof

As $p(F)=1$ there must exist a point ef $X_{\phi} \operatorname{such}$ that $F(e)=X$. We define $\varphi: F \rightarrow X$ as follows:

$$
\varphi(f)=f(e) \quad, \text { for all } f \in F
$$

Then $\varphi$ maps $F$ onto $X$, and $\varphi$ is 1.1 ., for if $\varphi\left(f_{1}\right)=\varphi\left(f_{2}\right)$, then $f_{1}(e)=f_{2}(e)$, and it follows from 2.1.2. that

$$
f_{1}=f_{1}\left|F(e)=f_{2}\right| F(e)=f_{2} .
$$

An other formulation of this fact is the following.

$$
\text { 2.2.2. } \quad p(F)=1 \text { implies }|F|=|x|
$$

2.2.3. Let $p(F)=1$, We then can introduce a binary operation $*$ in $X$ as follows:

$$
x * y=\varphi\left[\varphi^{-1}(x) \circ \varphi^{-1}(y)\right]
$$

where $\varphi$ is the map defined in 2.1.1.

Proposition. $\varphi$ is an isomorphism of ( $F ; 0$ ) onto ( $X ; *$ ) and for every $x \in X$ and $f \in F$ we have

$$
\begin{aligned}
& \varphi(f) * x=f(x) \\
& f \circ \varphi^{-1}(x)=\varphi^{-1}(f(x))
\end{aligned}
$$

Proof
It is immediate from the definition of $*$ that $\varphi$ is an isomorphism.

Now be $x \in X$ and $\mathbb{C} \in F$. There exists ge $g$ such that $g(o)=x$. Then $x=P(g)$, and hence

$$
\varphi(f) * x=\varphi(f) \quad \varphi(g)=\varphi(1 \circ g)=1 \circ g(0)=1(x)
$$

The second identity follows from the first by applying $\varphi^{-1}$.

### 2.2.4. If $p(F)=1$, then $F$ is a maximal commatave system.

## Proof

Let $g \in X^{X}$ commute with every $f \in F$, and let $O$ be the commutative semigroup generated by $F$ and $g$. Then $p(G) \leqslant p(F)$, hence $p(O)=1$. Let $\in X$ be such that $F(e)=X$; then for some $f \in F, f(e)=g(e)$. By 2.1.2. (as $G(e)=X$ ) it follows that $g=\mathbb{1}$; hence $g \in F$.
2.3. The restriction of a transformation semigroup to one of its orbits.

As an orbit under $F$ is an invariant subset, $(F \mid F(x) ; F(x))$ is a transformation semigroup, and evidently its parameter is 1 . Hence we can at once apply the results of the previous paragraph.
2.3.1. $\quad|F| F(x)|=|F(x)| \quad$, for every $x \in X$.
2.3.2. $\quad F \mid F(x)$ is a maximal commutative semigroup of mappings of $F(x)$ into itself.
2.3.3. In $F(x)$ a binary operation * can be introduced in such a way that $(F(x) ; *)$ is isomorphic to ( $F \mid F(x) ; 0)$.

### 2.4. Commutative semigroups that are maximal with respect to their system of invariant sets.

In this section, ( $F ; X$ ) is a commutative transformation semigroup, containing the identity transformation, and $J$ will always denote a family of subsets of $X$ that are invariant under $F$.

2,4,1. If $J$ is such a family, then $U J$ will denote the set $U\{A: A \in J\}$, and $\mathbb{P}(J)$ will denote the semigroup

$$
\mathbb{P}(J)=\mathbb{P}\{F \mid A: A \in J\}
$$

The following lemma is almost obvious:

Lemma $\quad f \in \mathbb{P}(J) \Longleftrightarrow f|A \in F| A \quad$ for all $A \in J$.

From this lemma, the following propositions follow without difficulty:
Proposition. If $U J=X$, then $F \subset \mathbb{P}(J) \subset X^{X}$.
(If $U J \neq X$, then certainly not $F \subset \mathbb{P}(J)$, as $\mathbb{P}(J)$ consists of mappings of $U J$ into itself).
2.4.2. Proposition. Let both $J_{1}$ and $J_{2}$ consist. of subsets of $X$ that are invariant under $F$. If $\cup J_{1}=\cup J_{2}$, then $J_{1} \subset J_{2}$ implies $\mathbb{P}\left(J_{1}\right) \supset \mathbb{P}\left(J_{2}\right)$.
2.4.3. If $J_{1}$ and $J_{2}$ are both families of subsets of a set $X$, we will say that $J_{1}$ is a refinement of $J_{2}$, and write

$$
\mathrm{J}_{1} \leqq \mathrm{~J}_{2}
$$

if for every $A_{1} \in J_{1}$ there is an $A_{2} \in J_{2}$ such that $A_{1} \subset A_{2}$,
2.4.4. Proposition. Let both $J_{1}$ and $J_{2}$ consist of subsets of $X$ that are invariant under $F$. If $\cup J_{1}=\cup J_{2}$ and $J_{1} \leqq J_{2}$, then $\mathbb{P}\left(J_{1} \cup J_{2}\right)=\mathbb{P}\left(J_{2}\right)$.

Proof
By proposition 2,4.2., $\mathbb{P}\left(J_{1} \cup J_{2}\right) \subset \mathbb{P}\left(J_{2}\right)$; on the other hand,

$$
f \in \mathbb{P}\left(J_{2}\right) \Longleftrightarrow\left(\forall A \in J_{2}\right)(f|A \in F| A) \Rightarrow\left(\forall A \in J_{1} \cup J_{2}\right)(f|A \in F| A) \Longleftrightarrow f \in \mathbb{P}\left(J_{1} \cup J_{2}\right) \ldots
$$

Example If $X \in J$, then $\mathbb{P}(J)=F$.

Remark If $A$ is not an invariant subset of $X$, then $F \mid A$ is not a semigroup. However, if we define $F \| A=\{f(A): f \in A$ and $f(A) \subset A\}$, then $F \| A$ is a
semigroup under composition. It is seen at once that

$$
\mathbb{P}\{(F ; X),(F \| A ; A)\}=\{1 \in P: \mathcal{A} \subset A\} ;
$$

hence if $A$ is not invariant, $F \notin \mathbb{P}(F, F \| A)$, although of course $X U A=X$.
2.4.5. Lemma Let $J$ be the class of all subsets of $X$ that are invariant under $F$, and let $J^{\prime}$ be the class of all orbits under $F, G>P$.

Then $G$ is a commutative J-invariant system if and only if 0 is a commutative J'-invariant system.

## Proof

As J'c J, every J-invariant system is J'-invariant. On the other hand, if $A \in J$, then

$$
G(A)=U\{G(x): x \in A\}=U\left\{B \in J^{\prime}: B \in A\right\}
$$

Hence every $J^{\prime}$-invariant system is $J$-invariant.
2.4.6. Theorem Let $F \subset X^{X}$ be a commutative semigroup, containing the identity map. Let $J$ be the class of all subsets of $X$ that are invariant under $F$. Then there exists one and only one maximal commutative J-invariant semigroup $G \subset X^{X}$ containing $F$; and

$$
G=\mathbb{P}\{F \mid F(x): x \in \mathbb{X}\}
$$

## Proof

Let $g$ be any mapping $X \rightarrow X$ that commutes with every $f \in F$ and that maps every $A \in J$ into itself. We will show that $g \in G$.

Take any $x \in X$. Then $g \mid F(x)$ maps $F(x)$ into itself, as $F(x) \in J$, and $g \mid F(x)$ commutes with every mapping in $F \mid F(x)$. But by $2.3,2, F \mid F(x)$ is a maximal commutative semigroup; hence $g|F(x) \in F| F(x)$. It now follows from 2.4 .1 that $g \in G$.

An immediate consequence is that $F \subset G$ (this also follows from proposition 2.4.1.). So it remains only to be proved that $G$ is $J$-invariant. But by proposition $1.2 .5, G$ is $J^{\prime}$-invariant, where $J^{\prime}=\{F(x): x \in X\}$; now apply lemma 2.4.5.
2.4.7. Corollary: If $F \subset X^{X}$ is a maximal commutative transformation semigroup, then

$$
F=\mathbb{P}\{F \mid F(x): x \in X\}
$$

Theorem. If $\{F(x): x \in Y\}$ is an $F$-cover of $X$, then $\mathbb{P}\{F \mid F(x): x \in Y\}$ is the maximal commutative J-invariant semigroup containing $F$ (where $J$ is the family of all subsets of $X$ that are invariant under $F$ ).

### 2.5. Estimate of $|F|$

2.5.1. If $\{F(x): x \in Y\}$ is an $F$-cover of $X$, then

$$
|F| \leqslant \prod_{x \in Y}|F(x)|
$$

For $F \subset \mathbb{P}_{x \in Y} F \mid F(x)$, hence $|F| \leqslant\left|\mathbb{P}_{x \in Y} F\right| F(x)\left|\leqslant \prod_{x \in Y}\right| F|F(x)|$, and the last expression equals $\prod_{X \in Y}|F(x)|$, by 2.3.1.

An immediate consequence is the following.
2.5.2.

$$
|F| \leqslant|x|^{p(F)} .
$$

2.5.3. Let $F$ be a maximal commutative system of mappings, and suppose $X$ admits a disjoint $F$-cover $\{F(x): x \in Y\}$. Then

$$
|F|=\prod_{x \in Y}|F(x)|
$$

Proof
In this case, $F=\mathbb{T}_{x \in Y} F \mid F(x)$; as the orbits $F(x), x \in Y$, are disjoint, $\mathbb{T}_{x \in Y} F \mid F(x)$ is isomorphic (and hence equipotent) to the full direct product $\prod_{x \in Y} F \mid F(x)$.
2.5.4. Let $\{F(x): x \in Y\}$ be an orbit cover, and for every $x \in Y$ let $*$ be the binary operation mentioned in 2.3 .3 and 2.2.3. Then $F$ can be isomorphically embedded into $\prod_{x \in Y} F(x)$.

## Proof

$F$ is contained in $\mathbb{T}_{X \in Y} F \mid F(x)$, and it follows from its definition that this semigroup can be isomorphically embedded in $\prod_{x \in Y} F \mid F(x)$. As ( $F \mid F(x) ; 0$ ) is isomorphic with $(F(x) ; *)$, the assertion follows.
2.5.5. Let $F$ be a group that is maximal, considered as commutative semigroup. Then

$$
|F| \geqslant|x|
$$

Proof
We may assume that $X$ contains more than one point. Let $\{F(x): x \in Y\}$ be a disjoint $F$-cover of $X$. Then by 2.5.3,

$$
|F|=\prod_{X \in Y}|F(x)|
$$

As the $F(x), x \in Y$, are pairwise disjoint, we also have

$$
|X|=\sum_{x \in Y}|F(x)| .
$$

Hence it suffices to show that $|F(x)| \geqslant 2$, for every $x \in Y$. But indeed, if $|F(x)|=1$ for some $x \in Y$, then $x$ is a common fixed point of all $f \in F$; the mapping $g$ such that $g(y)=x$, for all $y \in X$, then commutes with all $f \in F$, and the assumption that $F$ is a maximal commutative semigroup implies $g \in F$. However, as we supposed that $X$ contains at least two points, $g$ is not invertible, contradicting the fact that $F$ is a group.

### 2.6. Applications to topology

2.6.1. In this section, $X$ will be a topological space. Then the product topology of $X^{X}$ induces a topology in every $F \subset X^{X}$. This is the topology of pointwise convergence: $f_{\alpha} \rightarrow f$ if and only if $f_{\alpha}(x) \rightarrow f(x)$ for every $x \in X$, where $\left\{f_{\alpha} ; \alpha \in D\right\}$ is a net.

As before, we consider only subsets $F$ of $X^{X}$ that are commutative semigroups under composition, containing the identity map. All mappings in $F$ are assumed to be continuous.
2.6.2. If $p(F)=1$, then $F$ (with the pointwise topology) is homeomorphic to X .

Proof
Let $\varphi$ be the 1.1. map of $F$ onto $X$ considered in 2.2.1. Then $\varphi$ is a homeomorphism.

Let $\left\{f_{\alpha}, \alpha \in D\right\}$ be a net, $f, f_{\alpha} \in F$ for $\alpha \in D$. If $f_{\alpha}(e) \rightarrow f(e)$, then $f_{\alpha}(x) \rightarrow f(x)$ for every $x \in X$. Clearly, for every $x \in X$ we can find $g \in F$ such that $g(e)=x$. We have

$$
f_{\alpha}(x)=f_{\alpha}(g(e))=g\left(f_{\alpha}(e)\right)
$$

and $f_{\alpha}(x) \rightarrow f(x)$, as $g$ is assumed continuous. Therefore $\varphi$ is open.
If $f_{\alpha}(x) \rightarrow f(x)$ for every $x \in X, f, f_{\alpha} \in F$, then $\varphi\left(f_{\alpha}\right) \rightarrow \varphi(f)$, and the assertion is proved.
2.6.3. If $\{F(x): X \in Y\}$ is an $F$-cover of $X$, then $F$ is homeomorphic to a subspace of $X|Y|$.

Proof
Let $x \in Y$. Then $[F \mid F(x)](x)=F(x)$. According to the preceding proposition there exists a homeomorphism $\varphi_{X}$ from $F \mid F(x)$ onto $F(x)$. Let us define the mapping $\varphi$ coordinatewise:

$$
\varphi_{X}(f)=\varphi_{X}(f \mid F(x)) \quad \text { for every } x \in Y
$$

If $f_{1}, f_{2} \in F, f_{1} \neq f_{2}$, then there exists $x \in Y$ such that $f_{1}\left|F(x) \neq f_{2}\right| F(x)$, hence $\varphi_{x}\left(f_{1}\right) \neq \varphi_{x}\left(f_{2}\right)$, as $\varphi_{x}$ is one-to-one. Therefore $\varphi$ is one-toone mapping from $F$ onto $\varphi(F)$. It is sufficient to prove that $\varphi$ is both continuous and open.

Let $f_{\alpha} \rightarrow f, f, f_{\alpha} \in F$. Then $\varphi_{x}\left(f_{\alpha}\right) \rightarrow \varphi_{X}(f)$ for every $x \in Y$.
Let $\varphi\left(f_{\alpha}\right) \rightarrow \varphi(f), f, f_{\alpha} \in F$. To every $z \in X$ there exists $x \in Y$ such that $z \in F(x)$. We have $\varphi_{X}\left(f_{\alpha}\right) \rightarrow \varphi_{X}(f)$, and $f_{\alpha}(x) \rightarrow f(x)$. We can write $z=g(x), g \in F$. Then $f_{\alpha}(x)=f_{\alpha}[g(x)]=g\left[f_{\alpha}(x)\right]$, and $f_{\alpha}(z) \rightarrow f(z)$, as $g$ is continuous. The proof is concluded.

As an immediate consequence we find the following.
2.6.4. F can be homeomorphically embedded in $X^{p(F)}$.
2.6.5. Suppose there is a point $e \in X$ with a dense orbit: $\overline{F(e)}=X$, where $\overline{F(e)}$ denotes the closure of the set $F(e)$. Then, for every $x_{1} \in X$, there is at most one continuous map $g: X \rightarrow X$ that commutes with every $f \in F$, and that sends $e$ into $x_{1}: g(e)=x_{1}$.

## Proof

Assume two such maps, $g_{1}$ and $g_{2}$, exist. Then, if $1 \in F$,

$$
g_{i} \circ f(e)=f \circ g_{i}(e)=f\left(x_{1}\right) \quad(i=1,2)
$$

Hence $g_{1}$ and $g_{2}$ coincide on the dense set $F(e)$. This implies that $g_{1}=g_{2}$.
2.6.6. If $\overline{F(e)}=X$ for some etX, then

$$
|F| \leqslant|X|
$$

This follows at once from the previous theorem.
2.6.7. Suppose $\overline{F(x)}=X$, for every $x \in X$. Then if $x, y \in X$, there is at most one continuous mapping $g: X \rightarrow X$ that commutes with all $\mathcal{I} \in F$, such that $g(x)=y$.

This follows at once from 2.6.4.

### 2.7. Examples

2.7.1. Let $X=(0, \infty)$, and let $F$ consist of all mappings $f$,

$$
f(x)=x^{s}
$$

with $s \in(-\infty ;+\infty)$.
Let $e \in X, e \neq 1$. Then $F(e)=X$; hence $p(F)=1$. The mapping $\varphi$ :

$$
f \rightarrow f(e)=e^{s}
$$

is a 1.1. mapping of $F$ onto $X$. If $a \in X$, then $\varphi^{-1}(a)$ is the mapping

$$
\varphi^{-1}(a)=x \rightarrow x^{\log _{e^{2}}}
$$

and

$$
a * b=e^{\log _{e} a \cdot \log _{e} b}
$$

From the equations

$$
\begin{aligned}
& \varphi(f) * x=f(x), \\
& f \circ \varphi^{-1}(x)=\varphi^{-1} \circ f(x),
\end{aligned}
$$

we see that the value of $f(x)$ can be determined if the mappings $\varphi, \varphi^{-1}$ and one of the operations $o$ and $*$ are known. In this case the operation o is easier of course, as it amounts to calculate $f(x)$. In fact, this method is of ten used in actual calculations, as there are tables for $\varphi, \varphi^{-1}$.
2.7.2. A similar idea lies behind the theory of operators and of Laplace transformation. It would be too complicated to exhibit this completely here, however, we shall consider a discrete example.

Let $X$ consist of all those sequences $\left\{a_{n}\right\}_{0}^{\infty}$ of real numbers, such that $a_{n} \neq 0$ for only finite, $1 y$ many $n$. Then $X$ can be considered as a linear space.

Let the mapping $f: X \rightarrow X$ be defined as follows:

$$
f\left\{a_{n}\right\}=\left\{b_{n}\right\}, \text { where } b_{0}=0, b_{n}=a_{n-1} \quad(n=1,2, \ldots)
$$

Finally, let $F$ be the set of all mappings $X \rightarrow X$ of the form

$$
\sum_{n=0}^{s} \alpha_{n}^{n}
$$

where $s$ is any natural number, and the $\alpha_{n}$ are real numbers; here $\begin{gathered}\mathrm{f}=\mathrm{i} \text {. }\end{gathered}$
If $e=\{1,0,0, \ldots\}$, then evidently $F(e)=X$; hence $p(F)=1$. If $a=\left\{a_{0}, a_{1}, \ldots\right\}$ and $b=\left\{b_{0}, b_{1}, \ldots\right\}$, then

$$
a * b=\left\{a_{0} b_{0} ; a_{1} b_{0}+a_{o} b_{1} ; \ldots ; \sum_{k=0}^{n} a_{k} b_{n-k} ; \ldots\right\}
$$

This is just the ordinary convolution of number sequences.
Now in $F$ the composition of functions amounts to the simple operation of multiplying two polynomials. This makes it easy to compute the convolution. As a special case, consider the following operation: given $\left\{a_{n}\right\} \in X$, to evaluate $a_{o}+a_{1}+\ldots+a_{n-1}$. (In the case of true Laplace transformation an analogous operation would be integration.) This operation can be described with the use of convolution: if

$$
\begin{aligned}
& s_{n}=\underbrace{(1,1,1, \ldots, 1,0,0, \ldots)}_{n}, \text { then } \\
& \qquad a_{0}+a_{1}+\ldots+a_{n-1}=\left\{s_{n} * a\right\}_{n-1}
\end{aligned}
$$

where $a=\left\{a_{n}\right\}$. In order to calculate this sum, we can use the 1.1. map $\varphi$ to go back to F :

$$
\varphi^{-1}\left(s_{n} * a\right)=\varphi^{-1}\left(s_{n}\right) \circ \varphi^{-1}(a)
$$

and the operation $s_{n}$ is reduced to the multiplication of $\varphi^{-1}$ (a) by a polynomial (namely $\varphi^{-1}\left(s_{n}\right)$ ).
3. Cycles and structure of commutative transformation semigroups

In this section it is always assumed that $X$ is a set, and that $F$ is a commutative semigroup of mappings $\mathrm{X} \rightarrow \mathrm{X}$, containing the identity map $i$.

### 3.1. Cycles of F in X .

3.1.1. When $F$ is a semigroup, we introduced a weak partial ordering in $X$ as follows:

$$
x)_{F} y \Longleftrightarrow(\exists f \in F)(y=f(x))
$$

As usual, two points $x, y \in X$ are called equivalent according to this ordering, denoted $x C y$, if both $x)_{F} y$ and $\left.y\right)_{F} x$. The equivalence classes are called the cycles of $F$ in $X$; the set of all cycles is denoted by $\Gamma(F)$, or shortly by $\Gamma$ if there is no danger of confusion. The cycle to which $\mathrm{x} \in \mathrm{X}$ belongs is denoted by $\mathrm{C}(\mathrm{x})$; explicitly, we have

$$
C(x)=\left\{y \in X:\left(\exists f_{1}, f_{2} \in F\right)\left(f_{1}(x)=y \text { and } f_{2}(y)=x\right) .\right.
$$

The set $\Gamma(F)$ is partially ordered in a natural way, namely, if we define

$$
C(x) \geqslant C(y) \Leftrightarrow x)_{F} y .
$$

We will call the (strongly) partial ordered set ( $\Gamma(F) ; \geqslant$ ) the skeleton of the weakly ordered set $\left.(X ;)_{F}\right)$, or also the skeleton of $X$ under $F$.

### 3.1.2. Proposition. $f \mid C(x) \in F \| C(x) \Longleftrightarrow(\exists y \in C(x))(f(y) \in C(x))$.

## Proof

By definition, $f \mid C(x) \in F \| C(x) \Leftrightarrow(\forall y \in C(x))(f(y) \in C(x))$. This evidently implies the right hand condition. Conversely, assume $f(y) \in C(x)$, for a certain $y \in C(x)$. Then there exists maps $f_{1}, f_{2} \in F$ such that

$$
y=f_{1}(x) \text { and } x=f_{2} \circ f(y) .
$$

Let $z \in C(x)$. We must show that $f(z) \in C(x)$.
As $z \in C(x)$, there are maps $f_{3}, f_{4} \in F$ such that

$$
\begin{aligned}
z=f_{3}(x) \text { and } x=f_{2} \circ f(y) & =f_{2} \circ f \circ f_{1}(x)=f_{2} \circ f \circ f_{1} \circ f_{4}(z)= \\
& =f_{2} \circ f_{1} \circ f_{4}(f(z)),
\end{aligned}
$$

and this shows that $f(z) \in C(x)$.

$$
\text { 3.1.3. Proposition. } y \in C(x) \Rightarrow(F \mid C(x))(y)=C(x) \text {. }
$$

## Proof

If $z \in C(x)$, then $z=f_{1}(x)$ for some $f_{1} \in F$. As $y \in C(x), x=f_{2}(y)$ for some $f_{2} \in F$. Then $f_{1} \circ f_{2}(y)=z \in C(x)$; hence, by 3.1 .2 , $f_{1} \circ f_{2} \mid C(x) \in F \| C(x)$. Thus $z \in(F \| C(x))(y)$.
3.1.4. Theorem. For every cycle $C$ in $X, F \| C$ is a group.

The proof is immediate from 2.1.7. and 3.1.3.
3.1.5. The proposition 3.1.2. shows that for every $C \in \Gamma(F)$ and for every $f \in F$ there are only two possibilities: either $f(C) \in C$ or $f(C) \cap C$ $=\emptyset$. Actually, this follows already from the fact that the cycles are the equivalence classes of the weak partial ordering of $X$ introduced in 1.6.5. From this there follows even more: for all $x \in X$ and all $f \in F$ we have

$$
f(C(x)) \subset C(f(x))
$$

In general, it need not be true that $f(C(x))=C(f(x))$.
Example. Let $X=\{1 ; 2 ; 3 ; 4 ; 5\}$, let $F$ consist of the mappings $f_{1}, f_{2}, f_{3}$, $f_{4}, f_{5}$ defined as follows:

|  | 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | $f_{1}$ | 1 | 2 | 3 | 4 |
| $f_{2}$ | 2 | 1 | 3 | 4 | 5 |
| $f_{3}$ | 3 | 3 | 3 | 4 | 5 |
| $f_{4}$ | 4 | 4 | 4 | 5 | 3 |
| $f_{5}$ | 5 | 5 | 5 | 3 | 4 |

It is immediately checked that $F$ is a commutative semigroup of mappings $X \rightarrow X$. There are two cycles: $C_{1}=\{1 ; 2\}, C_{2}=\{3 ; 4 ; 5\}$; and for instance $f_{3}(C(1)) \neq C\left(f_{3}(1)\right)$.

Thus, in general the sets $f(C), C \in \Gamma$, are not themselves cycles. Nevertheless, they share some properties with cycles, as is shown by
the following theorem.
3.1.6. Theorem. For every $f \in F$ and for every $C \in P, F \| f(C)$ is a group, and there is a natural homomorphism of $F \| C$ onto $F \| f(C)$.

Proof
Take $C \in \Gamma$ and $f \in F$.
In the first place, we have

$$
f_{1}\left|C \in F\left\|C \Rightarrow f_{1} \mid f(C) \in F\right\| f(C)\right.
$$

as $f_{1} \circ f(C)=f \circ f_{1}(C) \subset f(C)$.
Now let $y_{1}, y_{2} \in f(C)$. We will show the existence of an $f_{1} \in F$ such that $f_{1} \mid f(C) \in F \| f(C)$ and $f_{1}\left(y_{1}\right)=y_{2}$. By 2.1.7, this will show that $F \| f(C)$ is a group.

Let $y_{1}=f\left(x_{1}\right)$ and $y_{2}=f\left(x_{2}\right), x_{1}, x_{2} \in C$. By 3.1.3 there is an $f_{1} \in F$ such that $f_{1} \mid C \in F \| C$ and $f_{1}\left(x_{1}\right)=x_{2}$. By the above remarks, $f_{1} \mid f(C) \in F \| f(C) ;$ and

$$
f_{1}\left(y_{1}\right)=f_{1} \circ f\left(x_{1}\right)=f \circ f_{1}\left(x_{1}\right)=f\left(x_{2}\right)=y_{2}
$$

Next, we remark that $f_{1}\left|C=f_{2}\right| C \in F \| C$, for $f_{1}, f_{2} \in F$ implies $f_{1}\left|f(C)=f_{2}\right| f(C)$. Hence we may define $\operatorname{a\operatorname {map}\varphi :F\| C\rightarrow F\| f(C)\text {by},~}$ putting

$$
\varphi\left(f_{1} \mid C\right)=f_{1} \mid f(C)
$$

This map is obviously a homomorphism: if $f_{1} \mid C \in F \| C$ and $f_{2} \mid C \in F \| C$, then

$$
\begin{gathered}
\varphi\left(\left(f_{1} \mid C\right) \circ\left(f_{2} \mid C\right)\right)=\varphi\left(f_{1} \circ f_{2} \mid C\right)=f_{1} \circ f_{2} \mid f(C)= \\
=\left(f_{1} \mid f(C)\right) \circ\left(f_{2} \mid f(C)\right)=\varphi\left(f_{1} \mid C\right) \circ \varphi\left(f_{2} \mid C\right) .
\end{gathered}
$$

It only remains to show that $\varphi$ is onto.
Let $g \in F \| f(C)$. Take $y_{1} \in f(C)$, and let $y_{2}=g\left(y_{1}\right)$. By the above there is an $f_{1} \in F$ such that $f_{1} \mid C \in F \| C$ and $f_{1} \mid C \in F \| C$ and $f_{1}\left(y_{1}\right)=y_{2}$. Then $\varphi\left(f_{1}\right)=f_{1} \mid f(C) \in F \| f(C)$ and $\left(\varphi\left(f_{1}\right)\right)\left(y_{1}\right)=y_{2}$, which shows that $\varphi\left(f_{1}\right)=g$.
3.1.7. If for some cycle $C$ it happens that $f(C) \subset C$ for all $f \in F$, this means exactly that in skeleton ( $\Gamma ; \geqslant$ ) of $X$ the cycle $C$ is minimal. We will denote by $\Gamma_{m}$ the subset of $\Gamma$ consisting of all minimal cycles:

$$
\Gamma_{m}=\{c \in \Gamma: f(c) c c \text { for all } f \in F\}
$$

Furthermore, we will write $\Gamma_{o}$ for the set $\Gamma \backslash \Gamma_{1}$.
The maximal elements of $(\Gamma ; z)$ are the cycles $C$ such that $C \supset f(C ')$, $C^{\prime} \in \Gamma$, $f \in F$, implies $C=C^{\prime}$. From this it follows that if $C$ is maximal, then $X \backslash C$ is an invariant subset in $X$ under $F$.

The set of all maximal cycles will be denoted by $\Gamma_{M}$.
3.1.8. Theorem. A subset $C$ of $X$ is a maximal cycle if and only if $X \backslash C$ is a maximal invariant subset.

## Proof

First assume $C$ to be a maximal cycle. We saw already that $X \backslash C$ is invariant under $F$. If $x \in C$, then $F((X \backslash C) \cup\{x\})=(X \backslash C) \cup F(x)=$ $(X \backslash C) \cup C=X$; hence $X \backslash C$ is a maximal invariant subset.

Conversely, suppose that $X \backslash C$ is a maximal invariant subset. We first show that then $C$ is a cycle. Indeed, if $C$ were not a cycle then there would exist $x, y \in C$ such that $f(x) \neq y$, for all $f \in F$. But then $(F \backslash C) \cup F(x)$ would be an invariant subset distinct from $X$ and strictly containing $X>C$.

Finally, we prove that $C$ is a maximal cycle. Suppose Cっf(C'), for some $C^{\prime} \in \Gamma$ and some $f \in F$. Then we cannot have $C^{\prime} \subset X \backslash C ;$ but $C^{\prime} \cap C \neq \varnothing \Rightarrow$ $C^{\prime}=C$.
3.1.8. Proposition. Every orbit contains at most one minimal cycle. Proof

Let $F(x) \supset C_{1}, F(x) \supset C_{2}, C_{1}, C_{2} \in \Gamma_{m} . \operatorname{Then} f_{1}(x) \in C_{1}, f_{2}(x) \in C_{2}$, $f_{1}, f_{2} \in F$. Then, $f_{1} \circ f_{2}(x) \in C_{2}$, and $f_{1} \circ f_{2}(x)=f_{2} \circ f_{1}(x) \in C_{1}$. Hence, $C_{1}=C_{2}$.

### 3.2. The nuclei of $F$.

3.2.1. Let $G$ be an abstract semigroup, and let 0 be an element not contained in $G$. If we define in $G \cup\{0\}$ 'a multiplication as follows:

$$
\begin{aligned}
& \text { if } a, b \in G \quad a \cdot b=a b \text { where } a b \text { is the product in } G ; \\
& 0 . a=a \cdot 0=0.0=0 \text { for all } a \in G ;
\end{aligned}
$$

then $G \cup\{0\}$ is a semigroup, containing $G$ as a subsemigroup. We say that this semigroup is obtained from $G$ by adjoining a zero element.

Every semigroup that can be obtained from a group in such a way will be called "par abus de language", a group with zero. For example, every ring is a group with zero under multiplication.
3.2.2. If $C \in \Gamma_{o}$, let $Z(C)$ be the semigroup obtained from $F \| C$ by adjoining a zero element. If $C \in \Gamma_{m}$, let $Z(C)$ be the group $F \| C$.

As it will not cause confusion, for every $C \in \Gamma_{0}$ we will denote the zero-element adjoined to obtain $Z(C)$ by the same symbol 0 .

Theorem. Let $G \in \Gamma$, and let $\varphi$ be the mapping $F \rightarrow Z(C)$ defined as follows:

$$
\begin{aligned}
& \text { if } f(C) \subset C, \text { then } \varphi(f)=f \mid C ; \\
& \text { if } f(C) \cap C=\emptyset, \text { then } \varphi(f)=0 .
\end{aligned}
$$

Then $\varphi$ is homomorphism of $F$ onto $Z(C)$.

## Proof.

If $C \in \Gamma_{m}$ then always $f(C) \subset C$, and it is clear that $f \rightarrow f \mid C$ is a homomorphism of $F$ onto $F \| C=Z(C)$.

If $C \in \Gamma_{0}$ and if $\varphi\left(f_{1}\right) \neq 0$ and $\varphi\left(f_{2}\right) \neq 0$, then it is again evident that $\varphi\left(f_{1} \circ f_{2}\right)=\left(\varphi\left(f_{1}\right)\right) \circ\left(\varphi\left(f_{2}\right)\right)$. Assume now that e.g. $\varphi\left(f_{1}\right)=0$. Then we must prove that $\varphi\left(f_{1} \circ f_{2}\right)=0$ in order to show that again $\varphi\left(f_{1} \circ f_{2}\right)=\varphi\left(f_{1}\right) \circ \varphi\left(f_{2}\right)$. Suppose $\varphi\left(f_{1} \circ f_{2}\right) \neq 0$, or equivalently, $f_{1} \circ f_{2}(C) C C$. Take $x \in C$; then $C=C(x)$, and as $f_{1} \circ f_{2}(x) \in C$ there exists an $f \in F$ such that $x=f \circ f_{1} \circ f_{2}(x)=$ $=f \circ f_{2}\left(f_{1}(x)\right)$. But this shows that $f_{1}(x) \in C(x)$, contrary to our assumption that $\varphi\left(f_{1}\right)=0$.

Finally, it is obvious that also for $\mathrm{c} \in \Gamma_{\text {。 }}$ the mapping $\varphi: F \rightarrow Z(C)$ is onto.
3.2.3. Let $S(F)$ be the (unrestricted) direct product

$$
S(F)=\prod_{C \in \Gamma} Z(0) .
$$

Furthermore, let $S_{m}(F)$ be the (unrestricted) direct product

$$
S_{m}(F)=\prod_{C \in \Gamma_{m}} z(\varepsilon)
$$

except if $\Gamma_{m}=\varnothing$; if $\Gamma_{m}=\varnothing$, let $S_{m}(F)$ be an one-element group. Similarly, $S_{M}(F)$ will denote a one-element group if $\Gamma_{M}=\varnothing$, and will denote the direct product

$$
s_{M}(F)=\prod_{6 \in \Gamma_{M}} z(C)
$$

if $\Gamma_{M} \neq \varnothing$.
Then $S(F)$ and $S_{M}(F)$ are commutative semigroups and $S_{m}(F)$ is a commutative group. If there is no danger of confusion we will just write $S, S_{m}$ and $S_{M}$.

We will interprete $S, S_{m}$ and $S_{M}$ as spaces of cuntions, defined on $\Gamma, \Gamma_{m}$ or $\Gamma_{M}$, and taking their values in the semigroup $Z(C)$. For instance, if $s \in S$ we will write $s(C)$ for the component of $s$ in $Z(C)$. Thus, $s \rightarrow s \mid \Gamma_{m}$ is the canonical homomorphism of $S$ onto $S_{m}$, if $\Gamma_{m} \neq \varnothing$.
3.2.4. Definition. If $f \in F$, then let $\hat{f}$ be the element of $S(F)$ defined as follows:

$$
\begin{array}{ll}
\hat{f}(C)=f \mid C & \text { if } f(C) \subset C ; \\
\hat{f}(C)=0 & \text { if } f(C) \cap C=\emptyset .
\end{array}
$$

Furthermore, let $\hat{f}^{\prime}=\hat{f} \mid \Gamma_{m}$, if $\Gamma_{m} \neq \emptyset$; else, let $\hat{f}^{\prime}$ be the unique element of $S_{m}$.

For every $c \in \Gamma$, the mapping $f \longrightarrow \hat{f}(C)$ is a homomorphism of $F$ onto $Z(C)$ by theorem 3.1.8. Hence the mapping $f \longrightarrow \hat{f}$ is a homomorphism
of $F$ into $S(F)$, and the mapping $f \rightarrow \hat{f}^{\prime}$ is a homomorphism of $F$ into $S_{m}(F)$.
3.2.5. Definition. The nucleus $N(F)$ of $F$ is the subset

$$
N(F)=\left\{f \in F: \hat{f}(C)=0 \text { for all } C \in \Gamma_{o}\right\}
$$

of $F$. The extended nucleus $N^{*}(F)$ of $F$ is the set

$$
N^{*}(F)=\left\{f \in F: \hat{f}(C)=0 \text { for some } C \in \Gamma_{0}\right\} .
$$

3.2.6. Theorem. Each of the sets $N, N^{*}$ is either empty or an ideal of $F$, and $\mathrm{N} \subset \mathrm{N}^{*}$; and $\mathrm{N}^{*}=\emptyset \Leftrightarrow \Gamma_{0}=\emptyset$. Furthermore, $\mathrm{F} \backslash \mathrm{N}^{*}$ is a sub-semigroup of $F$, and the restriction of the map $f \rightarrow \hat{f}$ to $F \backslash N^{*}$ is a 1.1. homomorphism of $F \backslash N^{*}$ into $S(F)$.

## Proof

It is obvious that $N \subset N^{*}$ and that $N^{*}=\varnothing \Longleftrightarrow \Gamma_{0}=\varnothing$. The fact that $N$ and $N^{*}$, if non-void, are ideals follows from the fact that $f(C)=0$ implies $g \circ f(C)=g(C) \cdot f(C)=0$ for all $g \in F$. If $f, g \in F \backslash N^{*}$, then $f(C) \subset C$ and $g(C) \subset C$ for all $C \in \Gamma$; hence $f o g(C) \subset C$ for all $C \in \Gamma$, or $f \circ g \quad F \backslash N^{*}$. This shows that $F \backslash N^{*}$ is a sub-semigroup of $F$.

Finally, we must show that the map $f \rightarrow \hat{f}$ is 1.1 . on $F \backslash N^{*}$. But if $f \neq g$, where $f, g \in F \backslash N^{*}$, then there is an $x \in X$ such that $f(x) \neq g(x)$. It follows that $\hat{f}(C(x))=f|C(x) \neq g| C(x)=\hat{g}(C(x))$; hence $\hat{f} \neq \hat{g}$.
3.2.7. Remark. In general, the mapping $f \longrightarrow \hat{f}$ is not 1.1. on all of $F$. Example. Let $X$ be the set of non-negative integers. Let $f: X \rightarrow X$ be the mapping

$$
f(0)=0 ; \quad f(n)=n+1 \quad \text { if } n \neq 0
$$

Let $F$ be the commutative semigroup consisting of $i$ and all iterates $f^{k}(k=1,2, \ldots)$. Then $\Gamma_{o}(F)=\{\{n\}: n \neq 0\}$, and $\Gamma_{m}(F)=\{\{0\}\}$. All mappings $f^{k} \quad(k=1,2, \ldots)$ are pairwise distinct; however, $\hat{f}^{k}=\hat{f}$ for all k.
3.2.8. Al'so, the mapping $f \rightarrow f^{\prime}$, restricted to $F \backslash N^{*}$, in general is not a 1.1. map of $F \backslash N^{*}$ into $S_{m}(F)$, even if $\Gamma_{m} \neq 0$.

Example. . . Let $X$ be the set of all pairs ( $n, m$ such that $n$ is a nonnegative integer and $m=0,1$ or 2 . Let $1: X \rightarrow X$ be defined as follows:

$$
\begin{array}{ll}
f(0, m)=(0, m) & \text { for } m=0,1,2 \\
f(n, m)=(n, m+1) & \text { for } n \neq 0 \text { and } m=0,1 \\
f(n, 2)=(n, 0) & \text { for } n \neq 0 .
\end{array}
$$

Define $g: X \rightarrow X$ as follows:

$$
\begin{array}{ll}
g(0, m)=0, m) & \text { for } m=0,1,2 ; \\
g(n, m)=(n+1, m) & \text { for } n \neq 0 \text { and } m=0,1,2 .
\end{array}
$$

Then $f, g$ and i generate a commutative semigroup $F \subset X^{X} ; \Gamma_{0}(F)$ consists of all triples $\{(n, m): m=0,1,2\}$ with $n>0$, and $\Gamma_{m}(F)=\{\{(0,0)\},\{(0,1)\}$, $\{(0,2)\}$. Although $f$ and $f^{2}$ are $\ln F \backslash N$ and $f \neq f^{2}$, we have $f\left|C=f^{2}\right| C=$ $=1 \mid c$ for all $c \in \Gamma_{m}$; hence $\hat{f^{\prime}}=\hat{f}^{2}$.
3.2.9. In the proof of the next theorem we need some new notation. If $C \in \Gamma$, let $M(C)$ be the following subset of $X$ :

$$
M(C)=U\left\{c^{\prime} \in \Gamma: c^{\prime} \not C\right\} .
$$

In other words, $M(C)=\{x \in X:(\exists \perp \in F)(f(x) \in C)\}$.
Furthermore, put

$$
M_{\infty}=x \bigcup_{C \in \Gamma_{m}} M(C)
$$

3.2.10. Lemma. For each $C \in \Gamma_{m}$, the subset $M(C)$ of $X$ is invariant under $F$. Similarly, $M_{\infty}$ is invariant under $F$.

Proof
First assume $C \in \Gamma_{m}$; let $x \in M(C)$ and $f \in F$. We must show that $f(x) \in M(C)$. Let $f_{1} \in F$ such that $f_{1}(x) \in C$. Then $f_{1} \circ f(x)=f \circ f_{1}(x) \in C$ as $C$ is minimal.

Next, let $x \in M_{\infty}$ and $f \in F$. Then $f(x) \in M_{\infty}$, for if $f(x) \in M(C)$ for some $C \in \Gamma_{m}$, then we would have $C \leqslant C(f(x)) \leqslant C(x)$, which implies $x \in M(C)$. 3.2.11. Theorem. Let $F \subset X^{X}$ be a commutative semigroup containing the identity map. Then there is a commutative semigroup $G, F \in G \subset X$, with the following properties:
(a) $\Gamma_{m}(G)=\Gamma_{m}(F)$;
(b) $F\|C=G\| C$ for every $C \in \Gamma_{m}$; hence $S_{m}(G)=S_{m}(F)$;
(c) the homomorphism $g \rightarrow g^{\prime}$ of $G$ into $S_{m}(G)$ is onto.

## Proof

We define a: set $G, F \subset G \subset X^{X}$, as follows:

$$
\begin{aligned}
& G=\left\{g \in X^{X}:\left(\forall c \in \Gamma_{m}\right)(\exists f \in F)(f|M(C)=g| M(C))\right. \text { and } \\
&\left.(\exists f \in F)\left(f\left|M_{\infty}=g\right| M_{\infty}\right)\right\} .
\end{aligned}
$$

It will be shown that $G$ satisfies all requirements.
First we prove that $G$ is a semigroup. Let $g_{1}, g_{2} \in G$. Take a $C \in \Gamma_{m}$, and let $f_{1}, f_{2} \in F$ such that $f_{j}\left|M(C)=g_{j}\right| M(C),(j=1,2, \ldots)$. Then $f_{j}(M(C)) \subset M(C)(j=1,2, \ldots)$ by lemma 3.2.10, and it follows that $g_{1} \circ g_{2}\left|M(C)=f_{1} \circ f_{2}\right| M(C)$. In the same way, if $f_{j} \in F$ such that $f_{j}^{\prime}\left|M_{\infty}=g_{j}\right| M_{\infty}$, we find that $g_{1} \circ g_{2}\left|M_{\infty}=f_{1}^{\prime} \circ f_{2}^{\prime}\right| M_{\infty}$. Hence $\mathrm{g}_{1} \circ \mathrm{~g}_{2} \in \mathrm{G}$.

In an exactly analogous way one shows that $G$ is commutative. It is evident that $G$ meets the requirements (a) and (b). We will show now that G also satisfies (c). As this is evident if $\Gamma_{m}=\varnothing$, we may assume $\Gamma_{m} \neq \varnothing$.

Let $s \in S_{m}(g)$. For every $C \in \Gamma_{m}$, let $f_{C} \in F$ such that $f_{C} \mid C=s(C)$. Then a mapping $f: X \rightarrow X$ is defined by putting

$$
\begin{aligned}
& f\left|M(C)=f_{C}\right| M(C) ; \\
& f\left|M_{\infty}=i\right| M_{\infty} .
\end{aligned}
$$

Then $f \in G$, and obviously $\widehat{f^{\prime}}=s$.
3.2.12. Corollary. If $N^{*}(F)=\varnothing$, then $F$ is contained in a commutative group of mappings $X \rightarrow X$.

Proof

$$
N^{*}(F)=\emptyset \text { is equivalent to } \Gamma_{0}(F)=\emptyset \text {; we see from the above con- }
$$

struction that this implies $\Gamma_{o}(G)=\varnothing$. Hence $S_{m}(G)=S(G)$. Then (using theorem 3.2.6. the mapping $g \longrightarrow g^{\prime}$ is a 1.1 . homomorphism of $G$ onto a
group; this implies that G is a group.
3.2.13. Corollary. If $F$ is a maximal commtative semisroup of mappings $X \rightarrow X$ then the homomorphism $P \rightarrow \hat{i}$ of $F$ into $s_{(P)}$ is onto.

It does not follow from $N^{*}(F)=\emptyset$ that $F$ is itself a group.
Example. Let $X$ be the set of all pairs $(n, m)$ such that $n, m$ are natural numbers and $n \geqslant m$. Let $f: X \rightarrow X$ be defined as lollows:

$$
\begin{aligned}
& f(n, m)=(n, m+1) \quad \text { if } m<n ; \\
& f(n, n)=(n, 1) .
\end{aligned}
$$

Let $F$ be the commutative semigroup consisting of 1 and all iterates $f^{k}(k \geqslant 1)$. Then $C(n, m)=\{(n, k): 1 * k \leqslant n\}$; hence $\Gamma_{0}=\emptyset$, which is equivalent to $N^{*}=\emptyset$ (theorem 4). But $F$ is not a group, for obviously $f$ has no inverse in $F$.
3.2.14. The converse of corollary $3.2 .12 .1 s$ false: if F is contained in a commutative group $G \subset X^{X}$, it is not necessarily true that $N^{*}(F)=\emptyset$.

Example. Let $X$ consist of all pairs ( $n, m$ ) such that $n$ is an integer and $m=0$ or 1 . Define $f: X \rightarrow X$ by

$$
\begin{array}{ll}
f(n, 0)=(n, 1) & \text { for all } n \\
f(n, 1)=(n, 0) & \text { for all } n
\end{array}
$$

Define $g: X \rightarrow X$ as follows:

$$
g(n, m)=(n+1, m) \quad \text { for every }(n, m) \in X
$$

Then $i, f$ and $g$ generate a commutative semigroup $F$. As $C(n, m)=$ $\{(n, 0),(n, 1)\}$ for every $(n, m) \in X$, we see that $g(C) \cap C=0$ for $a 11$ $C \in \Gamma(F)$. Hence $\operatorname{geN}^{*}(F)$, so $N^{*}(F) \neq \emptyset$.

Nevertheless, $F$ is contained in a commutative group $G$. For if $h: X \rightarrow X$ is the mapping

$$
h(n, m)=(n-1, m) \quad \text { for every }(n, m) \in X
$$

then it is easily checked that $1, f, g$ and $h$ generate a commutative group containing $F$.
3.2.15. However, although the converse of corollary 3.2.12. is false; there is a weaker statement which is almost trivially true.

Theorem. If $F$ is a group, then $N^{*}(F)=\emptyset$.

## Proof

For no $C \in \Gamma$ and $f e F i t$ can occur that $\hat{f}(C)=0$, as $\hat{f}(C) \cdot \hat{f}^{-1}(C)=$ $\hat{i}(C) \neq 0$.
3.2.16. Theorem. If $F \subset X^{X}$ is a maximal commutative group, and the mappings $f \in F$ have no common fixed point, then $F$ is a maximal commutative semigroup.

## Proof

By theorem 3.2.15. $N^{*}(F)=\emptyset$. It then follows from theorem 3.2.11. that the homomorphism $f \rightarrow \hat{f}$ is an isomorphism of $F$ onto the group $S(F)=S_{m}(F)$.

Suppose $F$ is properly contained in a commutative semigroup $G \subset X^{X}$; let $g \in G \backslash F$. Then there must exist an $x \in X$ such that $g(x) \notin C(x)$; let $C_{1}=C(g(x))$. As there is no common fixed point, $C_{1}$ contains more than one point; let $y \in C_{1}, y \neq g(x)$.

As $f \rightarrow \hat{f}$ is onto, there exists an $f \in F$ such that fog $(x)=y$ and $f|C(x)=i| C(x)$. Then $g \circ f(x)=g(x) \neq y=f \circ g(x)$, contradicting the assumption that $G$ is commutative.

If $F$ has a common fixed point, then the assertion is obviously false as soon as $X$ contains more than one point. For if $x_{o}$ is the common fixed point, the mapping $f$ such that $f(x)=x_{o}$ for all $x \in X$ commutes with every map in $F$, and it cannot be contained in $F$ as $f$ is not 1.1. and all mappings in $F$ are invertible.

### 3.3. Transformation semigroups $F$ such that $N(F)=N^{*}(F)$

The transformation semigroups $F$ for which the extended nucleus $N$ coincides with the nucleus $N$ have a number of nice properties. For in this case we often need only study the maximal and minimal cycles, as follows from the next theorem.
3.3.1. Theorem. If $N(F)=N^{*}(F)$, and if $C(f(x)) \in \Gamma_{o}$, then $C(f(x))=$ $=f C(x)$, and the group $F \| C(f(x))$ is a homomorphic image of the group $F \| C(x)$.

Proof
Assume $N(F)=N^{*}(F)$, and let $C(f(x)) \in \Gamma_{0}$. Let $C=C(x)$; by 3.1.5. (a) $f C \subset C(f(x))$; we will show that $f$ maps $C$ onto $\mathcal{C}(f(x))$.

Take $y \in C(f(x))$. Then there exists an $f_{1} \in F$ such that $f_{1}(f(x))=y$. As $\widehat{f}_{1}\left(C(f(x)) \neq 0\right.$, and as $C(f(x)) \in \Gamma_{0}$, we see that $\hat{f}_{1} \notin N=N^{*}$; hence $\widehat{f}_{1}(C) \neq 0$, which means that $f_{1}(C) \subset C$. In particular, $f_{1}(x) \in C$; as $y=f_{1} \circ f(x)=f\left(f_{1}(x)\right)$, we find that $y \in f(C)$.

The last assertion of the theorem is an immediate consequence of theorem 3.1.6.
3.3.2. As an immediate application, consider the case that $C(x)$ is finite. Then if $N(F)=N^{*}(F)$ and if $C(f(x))$ is not minimal, it follows from theorem 3.3.1. that the number of elements of $C(f(x))$ is a divisor of the number of elements of $C(x)$. (There is a 1.1. correspondence between the elements of $C$ and the elements of $F \| C$, for every $C \in \Gamma$ ).

The following consequence of theorem 3.3.1. is of more importance. If $N=N^{*}$, we need only consider those cycles under $F$ that are either maximal or minimal, assuming that there are enough maximal cycles; in a certain sense, the homomorphism of $F$ into $\prod_{C \in \Gamma_{M} \cup \Gamma} Z(C)$ is just as good, in this case, as the representation $f \rightarrow f$ of $\mathrm{f}^{M}$ into all of $\mathrm{m}(\mathrm{F})$. This is expressed by the following theorem.
3.3.3. Theorem. Assume $N(F)=N^{*}(F)$, and suppose that for every $\in \in \Gamma$ there exists a $C_{M} \in \Gamma_{M}$ such that $C \leqslant C_{M}$. Then the image of $F$ in: $S(F)$ under the map $f \longrightarrow \widehat{f}$ is isomorphic to the image of $F$ in under the map $f \rightarrow \hat{f} \mid\left(\Gamma_{m} \cup \Gamma_{M}\right)$.

## Proof

As $s \longrightarrow s \mid\left(\Gamma_{m} \cup \Gamma_{M}\right)$ is a homomorphism of $S(F)$ onto $\prod_{C \in \Gamma_{M} U \Gamma_{m}} Z(C)$, we need only to prove that this map, restricted to $\{\hat{f}: f \in F\}^{M}$, is 1.1.

Hence take $f, g \in F$ such that $\hat{f} \neq \hat{g}$. As $X=\bigcup_{C \in \Gamma} C$, there is a $C \in \Gamma$ such that $f|C \neq g| C$. If $C \in \Gamma_{m}$, it follows that

$$
\begin{equation*}
\hat{f}\left|\left(\Gamma_{\mathrm{m}} \cup \Gamma_{\mathrm{M}}\right) \neq \hat{\mathrm{g}}\right|\left(\Gamma_{\mathrm{m}} \cup \Gamma_{\mathrm{M}}\right) ; \tag{a}
\end{equation*}
$$

if there is no $C \in \Gamma_{m}$ such that $f|C \neq g| C$, we must distinguish two cases. In the first place, it is possible that $f(C) \cap C \neq \varnothing$, for some $C \in \Gamma$. As
$N=N^{*}$, it follows that $\hat{f}(C)=0$ for all $C \in \Gamma \backslash \Gamma_{m}$; furthermore $\hat{f}(C)=\hat{g}(C)$ for all $c \in \Gamma_{m}$. Hence $\hat{g}(C) \neq 0$ for all $C \in \Gamma$, as we assumed $\hat{f} \neq \hat{g}$. In particular, if $c \in \Gamma_{M} \backslash \Gamma_{m}$ (such $C$ exist, as $\Gamma \Gamma_{m} \neq \varnothing$ ), then $\hat{f}(C)=0 \not \hat{g}(C)$, which again implies (a).

In the second place, it may happen that $\hat{f}(C) \neq 0$ and $\hat{g}(C) \neq 0$ for all $C \in \Gamma$. Let $C \in \Gamma$ such that $f|C \neq g| C$, and let $C_{M} \in \Gamma_{M}$ such that $C \leqslant C_{M}$. Then $\mathbb{f}\left|C_{M} \neq g\right| C_{M}$, by theorem 3.3.1. and this again proves (a).

### 3.3.4. Corollary. Suppose F satisfies the following three conditions:

(a) $N(F)=N^{*}(F)$;
(b) for every $C \in \Gamma$ there exists a $C_{M} \in \Gamma_{M}$ such that $C \leqslant C_{M}$;
(c) every $C \in \Gamma_{m}$ consists of only one point.

Then the image of $F$ in $S(F)$ under the homomorphism $f \rightarrow \hat{f}$ is isomorphic. to the image of $F$ in $S_{M}(F)$ under the homomorphism $f \rightarrow \hat{f} \mid \Gamma_{M}$.

Using theorem 3.1.8. this corollary could be stated in another form, in which maximal invariant subsets of $X$ figure instead of maximal cycles.
3.3.5. If $X$ is finite, it is easy to characterize $N(F)$. In fact, a weaker assumption that the finiteness of $X$ is sufficient. Let us call a partially ordered set $(S, \leqslant)$ chain-finite if every subset of $S$ that is linearly ordered under $\leqslant$ is finite. Then the following holds:

Theorem. If the skeleton $(\Gamma, \leqslant)$ is chain-finite, then

$$
N=\left\{f \in F:(\forall x \in x)\left(f^{n}(x) \in \bigcup_{C \in \Gamma_{m}} c \text { for some natural number } n\right)\right\}
$$

## Proof

Assume $f \in N$, and let $x \in X$. If $f(C(x)) \subset C(x)$, then $C(x) \in \Gamma_{m}$ and $f(x) \in \bigcup_{C \in \Gamma_{1}} C$. If $f(C(x)) \notin C(x)$, then $C(f(x))<C(x)$. If $C(f(x)) \in \Gamma_{m}^{m}$, then $f(x) \in \mathcal{C}(f(x)) \in \bigcup_{C \in \Gamma_{m}} C$ else $C(f(x))<C(f(x))$.

Now the chain $C(x) \geqslant C(f(x)) \geqslant C\left(f^{2}(x)\right) \geqslant \ldots$ must be finite, hence there is a natural number $n$ such that $C\left(f^{n-1}(x)\right)=C\left(f^{n}(x)\right)$. Then $C\left(f^{n}(x)\right) \in \Gamma_{m}$, and $f^{n}(x) \in \bigcup_{C \in r_{m}} c$.

Conversely, suppose that for every $x \in X$ there exist a natural number $n$ such that $f^{n}(x) \in \bigcup_{C} C \Gamma_{m}$. Then it follows that $f \in N$, for if $C(x) \notin \Gamma_{m}$, $f(C(x)) \subset C(x)$ would imply $f^{n}(x) \in C(x)$ for all natural numbers $n$.

### 3.4. Abstract commutative semigroups

Let ( $A,$. ) be a commutative semigroup with identity $e$. If $a \in A$ we will denote by ma, see 1.2 .3. , the mapping

$$
(m a) x=a x
$$

of $A$ into $A$.
We can interprete the theory of the previous sections in the case where $F=(m A, 0)$ and $X=A$. It then turns out that the cycles of $F$ in $A$ coincide with certain subsets of A studied in the theory of abstract semigroups.
3.4.1. In this latter theory the following two equivalence relations $\mathcal{L}$ and $\Pi$ are defined. One says that $a \mathcal{L} b$ if $a$ and $b$ generate the same principal right ideal in ( $\mathrm{A},$. ):

$$
\mathrm{a} \mathcal{L} \mathrm{~b} \Leftrightarrow\{\mathrm{a}\} \cup \mathrm{Aa}=\{\mathrm{b}\} \cup \mathrm{Ab}
$$

and analogously one says that $a \mathcal{R}_{b}$ if $a$ and $b$ generate the same principal right ideal in (A,.):

$$
a Q_{b} \Leftrightarrow\{a\} a A=\{b\} \cup b A
$$

As (A,.) is commutative and has an identity element, a € $\mathrm{aA}=\mathrm{Aa}$; hence the equivalence relations $\mathcal{L}$ and $\mathbb{R}$ coincide, and

$$
\mathrm{a} \mathcal{L} \mathrm{~b} \Longleftrightarrow \mathrm{a} \ell \mathrm{~b} \Leftrightarrow \mathrm{aA}=\mathrm{bA}
$$

On the other hand,

$$
\begin{aligned}
a C B & \Leftrightarrow(\exists \mathrm{~m} x \in F)(\exists \mathrm{my} \in F)((m x) a=b \text { and }(m y) b=a) \\
& \Longleftrightarrow(\exists x \in A)(\exists y \in A)(x a=b \text { and } y b=a) \\
& \Leftrightarrow b \in a A \text { and } a \in b A \\
& \Leftrightarrow a A=b A ;
\end{aligned}
$$

hence the equivalence relation $C$ coincides both with $\mathcal{L}$ and with $\mathcal{R}$, and the cycles are exactly the $\mathcal{L}$-sets or $\mathcal{R}$-sets.
3.4.2. Theorem. The skeleton ( $\Gamma, \leqslant$ ) of $A$ under $F$ is directed below. prool

Let $C_{1}, C_{2} \in \Gamma$. Take $x \in C_{1}$ and $y \in C_{2} ;$ as $x y=(m x) y=(m y) x$, we have $c(x y) \leqslant C_{1}$ and $c(x y) \leqslant C_{2}$.

Corollary. There is at most one minimal cycle.
Corollary. Bither $M_{\infty}=A$ or $M_{\infty}=\varnothing$.
3.4.3. By theorem 3.2.15., if ( $A,$. ) is a group then $\Gamma_{0}=\varnothing$ and hence $\Gamma$ consists only of the minimal cycle. On the other hand if ( $A,$. ) has only one cycle then it is a group, for in this case $A=C(e)$, and $C(e)$, the set of all invertible elements in $A$, is always a group.
3.4.4. In the theory of abstract semigroups the concept of quasi-invertible is defined. Reduced to the commutative case, an element a of a commutative semigroup ( $A,$. ) is said to be quasi-invertible if there existe an a* $\in A$ such that

$$
a^{*} a x=x
$$

for all $x \in A$.
In our considerations, we need a weaker concept.
Definition. An element a of a commutative semigroup (A,.) is called locally invertible if there exists an $x \neq 0$ and an $a^{*}$ in $A$ such that *ax $=\mathrm{x}$.
3.4.5. Theorem. Let ( $A,$. ) be a commutative semigroup with a zero and an Identity element. Then $N(m A)$ is the set of all ma ( $a \in A$ ) such that a is not locally invertible.

## Proof

If a is a locally invertible element, then there are an $x \neq 0$ and an in $A$ such that $a^{*} a x=x$.

As $x \neq 0, C(x)$ is not the minimal cycle $C(0)=\{0\}$; and $x=a^{*} a x$ implies ax $\in C(x)$, hence $(m a)(C(x)) \subset C(x)$; thus $m a \notin N(m A)$.

If a is not locally invertible, then for every $x \neq 0$, $(m a) C(x) \cap C(x)=\emptyset$; hence $\operatorname{ma} \in N(m A)$.
3.4.6. Theorem. Let $(A,$.$) be a commutative semigroup with a zero and an$ identity element. Then $N(m A)=N^{*}(m A)$ if and only if every locally invertible element is invertible.

Proof
Suppose $N(m A)=N^{*}(m A)$, and let a be locally invertible. Then for some $x \neq 0$ and some $a^{*} \in A, a^{*} a x=x$. This means that (ma) $C(x) \subset C(x)$; as $C(x)$ is not minimal, it follows that (ma)C(1)CC(1). Hence $a=a .1 \in C(1)$; i.e. a is invertible.

Conversely, suppose every locally invertible element is invertible. Assume $N \neq N^{*}$; then there exists an $a \in A$ such that ma $\in N^{*} \backslash N$. But then there must exist $x, y \in A, x \neq 0$, such that

$$
(\mathrm{ma}) C(x) \subset C(x),(m a) C(y) \cap C(y)=\emptyset .
$$

From (ma) $C(x) \subset C(x)$ it follows that there is an $a^{*}$ such that $x=\left(m a^{*}\right)(\mathrm{ma})(x)=a^{*} a x$; hence $a$ is locally invertible. But then $a$ is invertible; let $a^{-1}$ be its inverse. Then $y=a^{-1}$. $a y=\left(m a^{-1}\right)(m a) y$, which shows that (ma)y $\in C(y)$ : contradiction.
3.4.7. Example. If ( $\mathrm{A},$. ) is a commutative cancellation semigroup with zero and identity, then $N(m A)=N^{*}(m A)$.

In the case of abstract semigroups, corollary 3.2 .12 reduces to the following: $N^{*}(\mathrm{~mA})=\varnothing$ if and only if every non-zero element is invertible. As a corollary of theorem 3.4.2. we obtain
3.4.8. Theorem. In a finite commutative semigroup (A,.) with 0 and 1 , an element a is not locally invertible if and only if it is nilpotent:

$$
a^{n}=0 \quad \text { for some natural number } n .
$$

Similarly the other results of the previous sections can be applied to the case of abstract commutative semigroups with identity; the theory of these semigroups in a certain sense is contained in the theory of commutative transformation semigroups.

## 4. Realization of relations

### 4.1. Definitions

4.1.1. In 1.4.5. we showed that to every commutative semigroup of transformations ( $F ; X$ ) we can adjoin a relation $)_{F}$ as follows:

$$
x)_{F} y \Longleftrightarrow(\exists f \in F)(f(x)=y)
$$

Now we can ask, which relations on the set X can be obtained by this process. Precisely:

Definition. Let $R$ be a binary relation on the set $X$. The relation is said to be realisable by a commutative transformation semigroup, or shortly to be realisable, if there exists a commutative transformation semigroup ( $F ; X$ ) containing the identity mapping such that

$$
\mathrm{x} R \mathrm{y} \Longleftrightarrow \mathrm{x})_{\mathrm{F}} \mathrm{y}
$$

### 4.1.2. The following conditions are necessary for $R$ in order to be realisable:

(a) $x R x$ for every $x \in Y$,
(b) $x R y, y R z \Rightarrow x R z$,
(c) $\quad x R y_{1}, x R y_{2} \Longrightarrow(\exists z \in X)\left(y_{1} R z, y_{2} R z\right)$.

In other words: $R$ must be an $N$-relation. The proof follows immediately from 1.6.7.

### 4.1.3. Using the notation from 1.6. and 3.1.1., we have the following

 proposition:If $R$ is realisable by $(F ; X)$ then $\left(X_{R} ; \leqslant_{R}\right)$ is realisable by ( $\bar{F} ; \Gamma(F)$ ).
The following simple example shows that if $\left(X_{R} ; \leqslant_{R}\right)$ is realisable by $\left(G ; X_{R}\right)$, there need not exist a realisation of $R$ by an ( $F ; X$ ) such that $\left(G ; X_{R}\right)=(\bar{F} ; \Gamma(F))$, even if $R$ itself is an $N$-relation.

Example. Let $X=\{1 ; 2 ; 3 ; 4 ; 5 ; 6\}$ and let the relation $R$ be defined as follows

$$
-45-
$$

|  | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | R | R | R | R | R | R |
| 2 | R | R | R | R | R | R |
| 3 |  |  | R | R | R | R |
| 4 |  |  | R | R | R | R |
| 5 |  |  | R | R | R | R |
| 6 |  |  |  |  |  | R |

$X_{R}$ contains three sets, namely $X_{1}=\{1 ; 2\}, x_{2}=\{3 ; 4 ; 5\}, x_{3}=\{6\}$.
The relation $P=\geqslant_{R}$ is the following relation:

|  | $\mathrm{x}_{1}$ | $\mathrm{x}_{2}$ | $\mathrm{x}_{3}$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{x}_{1}$ | P | P | P |
| $\mathrm{x}_{2}$ |  | P | P |
| $\mathrm{x}_{3}$ |  |  | P |

Let $G$ consist of the mappings $g_{1}, g_{2}, g_{3}$, where

|  | $\mathrm{x}_{1}$ | $\mathrm{x}_{2}$ | $\mathrm{x}_{3}$ |
| :--- | :--- | :--- | :--- |
| $\mathrm{~g}_{1}$ | $\mathrm{x}_{1}$ | $\mathrm{x}_{2}$ | $\mathrm{x}_{3}$ |
| $\mathrm{~g}_{2}$ | $\mathrm{x}_{2}$ | $\mathrm{x}_{3}$ | $\mathrm{x}_{3}$ |
| $\mathrm{~g}_{3}$ | $\mathrm{x}_{3}$ | $\mathrm{x}_{3}$ | $\mathrm{x}_{3}$ |

Then ( $G ; X_{R}$ ) is a realization of the relation $\geqslant_{R}$. Let us suppose that $R$ is realisable by a system ( $F ; X$ ) such that $(\bar{F} ; \Gamma(F))=\left(G ; X_{R}\right)$. It is easily seen that $N(F)=N^{*}(F)$. According to 3.3.2., the cardinal $\left|X_{1}\right|$ must be divisible by $\left|X_{2}\right|$, and this is impossible as $\left|X_{1}\right|=2,\left|x_{2}\right|=3$.
4.1.4. Let $R$ be an $N$-relation on a set $X$. According to 1.6 .10 we shall define a relation $M_{R}$ on $x$ as follows:

$$
x M_{R} y \Longleftrightarrow \exists z \in X: x R z, y R z
$$

It is obvious that $M_{R}$ is an equivalence relation. Evidently,

$$
\mathrm{xRy} \Rightarrow \mathrm{x} \mathrm{M}_{\mathrm{R}} \mathrm{y}
$$

Theoren. Let $R$ be an N-relation. $R$ is realisable if and only if $R$, restricted to $M_{R}(x)$, is realisable for every $x \in X$.

## Proof

$11 R$ is realisable by $(F ; X)$, then $R$ on $M_{R}(x)$ is evidently realisable by $\left(F \mid M_{R}(x) ; M_{R}(x)\right)$, as $M_{R}(x)$ is invariant under $F$.

Suppose $R$, restricted to $M_{R}(x)$, can be realized by ( $F_{X} ; M_{R}(x)$ ). Let $Y, Y \subset X$ be subset of $X$ such that $Y \cap M_{R}(X)$ contains precisely one point for every $x \in X$. Then

$$
S\left(F_{x} ; x \in Y\right)
$$

realises $F$.
4.2. Dependence of cycles; non-realisable skeletons.
4.2.1. The example in 4.1.3. suggests the introduction of a notion of dependence of cycles.

Definition. Let $(F ; X)$ be commutative transformation semigroup containing the identity mapping. Let $C(x), C(y)$ be cycles under (F;X). The cycle $C(x)$ is said to be dependent on $C(y)$ if there exists a mapping 1 © such that $f(C(x))=C(y)$.

Evidently each cycle is dependent on itself.
4.2.2. Proposition. If $C(x)$ is dependent on $C(y)$ then $F \| C(x)$ is a homomorphic image of $F \| C(y)$.

## Prool

By 3.1.6., it is enough to prove that there exists an $f \in F$ such that $P(C(y))=C(x)$. Let $f \in F$ be such mapping that $f(C(x))=C(y)$. Then also $C(x)=f(C(y))$ and the proposition is proved.
4.2.3. The cycle $C(x)$ is called independent if $C(x)$ is the only cycle on which $C(x)$ depends.
$F$ is said independent if every cycle defined by $F$ is independent.

Theorem. Let $R$ be an N-relation on a countable set $X$, such that $X_{1}, X_{2} \in X_{R}, X_{1} \cap X_{2}=\emptyset$ implies that $\left|X_{1}\right|$ and $\left|X_{2}\right|$ are two different prime numbers. If $R$ can be realised by ( $F ; X$ ), then $F$ must be independent.

Proof
Let us suppose that ( $F$; X) is not independent. Then there exist $X_{1}, X_{2} \in X_{R}$ such that $X_{1} \neq X_{2}, X_{1}$ depending on $X_{2}$. But this leads to a contradiction, as $F \| X_{1}$ must be a homomorphic image of $F \| X_{2}$, which is not possible as $F \| X_{1}$ and $F \| X_{2}$ are finite groups of the different prime orders.
4.2.4. In this section we prove the existence of an N-relation, which cannot be realized by any independent ( $F$; $X$ ).
Lemma. Let $\mathrm{X}=\{1 ; 2 ; 3 ; 4 ; 5 ; 6\}$. Let R be the following relation

|  | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | R | R | R | R | R | R |
| 2 |  | R |  | R | R | R |
| 3 |  |  | R | R | R | R |
| 4 |  |  |  | R |  | R |
| 5 |  |  |  |  | R | R |
| 6 |  |  |  |  |  | R |

Then $R$ is an $N$-relation and $R$ cannot be realized by any independent $F$.

## Proof

Let us assume that $R$ can be realized by any independent $F$. There must exist mappings $f_{2}, f_{3} \in F$ such that $f_{2}(1)=2$ and $f_{3}(1)=3$. As $F$ is supposed to be independent, the following must hold:

$$
f_{2}(2)=2, \quad f_{3}(3)=3
$$

For if not, then 2 or 3 would depend on 1. According to 1.6.9. (b) we have $f_{2}(4)=4, f_{2}(5)=5, f_{2}(6)=6, f_{3}(4)=4, f_{3}(5)=5, f_{3}(6)=6$. Of course, also :

$$
f_{2} \circ f_{3}(1)=f_{3} \circ f_{2}(1)
$$

which is the same as

$$
f_{3}(2)=f_{2}(3)
$$

As the points 4 and 5 play in the relation $R$ the same role, we can assume that $f_{2}(3)=\mathbb{1}_{3}(2) \not 4$. (If not we can assume $f_{2}(3)=f_{3}(2) \neq 5$.)

There must exist a mapping $f_{4} \in F$ such that $f_{4}(1)=4$. As $f_{4}$ must comute with $\mathfrak{I}_{2}$ and $\mathfrak{l}_{3}$ we have

$$
\begin{aligned}
& \mathbf{f}_{4}(2)=\mathbf{i}_{4} \circ f_{2}(1)=f_{2} \circ f_{4}(1)=f_{2}(4)=4 \\
& f_{4}(3)=1_{4} \circ f_{3}(1)=f_{3} \circ f_{4}(1)=f_{3}(4)=4
\end{aligned}
$$

Now,

$$
\mathfrak{f}_{2} \circ f_{4}(3)=f_{2}(4)=4
$$

But the value of $\mathrm{I}_{4} \circ \mathrm{f}_{2}(3)$ cannot be 4 as $f_{2}(3)$ could be either 5 or 6, and if the image of one of these points is 4 , then this point would have to be in relation $R$ with 4 , but this is not true. This is a contradiction.
4.2.5. Theores. There exists an N-relation, which cannot be realized by any independent $F$. Substituting cycles with different prime numbers of points for the points of this skeleton, we get non-realisable $N$-relation. This fact follows from 4.2.3.
4.2.6. Now we shall exhibit an example of a non-realisable skeleton. This example was given by P.C. Baayen.

Let $X=\{1,2,3,4,5,6,7\}$ and let a relation $R$ be given as follows

|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | $R$ | $R$ | $R$ | $R$ | $R$ | $R$ | $R$ |
| 2 |  | $R$ |  | $R$ | $R$ | $R$ | $R$ |
| 3 |  |  | $R$ | $R$ | $R$ | $R$ | $R$ |
| 4 |  |  |  | $R$ |  |  | $R$ |
| 5 |  |  |  |  | $R$ |  | $R$ |
| 6 |  |  |  |  |  | $R$ | $R$ |
| 7 |  |  |  |  |  |  | $R$ |

Evidently $R$ is an N-relation, $X_{R}=X, \geqslant_{R}=R$, as no $R$ is below the diagonal. The proof is based on the propositions 1.6.9. (a), (b) and (c). We shall write only (a), (b), (c).

Let us suppose that $R$ is realisable by ( $F ; X$ ). There must exist a mapping $f_{2} \in F$, such that $f_{2}(1)=2$.

First we shall prove that $f_{2}(2) \neq 7$. Let $f_{2}(2)=7$. Then $f_{2}(4)=$ $=f_{2}(5)=f_{2}(6)=7$ by (a). By (c), $\{4 ; 5 ; 6\} \subset_{2}(X)$, and this is impossible as only the point 3 can be carried by $f_{2}$ into the set $\{4 ; 5 ; 6\}$.

Let $f_{2}(2) \in\{4 ; 5 ; 6\}$. As the points $4,5,6$ play a symmetrical role in $R$, we can assume that $f_{2}(2)=4$. By (c), $\{5 ; 6\}<f_{2}(X)$, but only the point 3 can be carried into $\{5 ; 6\}$. Therefore we can assume that $f_{2}(6)=6$, as the situation is again symmetrical with regard to 5 and 6. But 2 R 6 , and therefore there must exist a mapping $g \in F$ such that $g(2)=6$. Evidently $g \neq f_{2}$.
But

$$
g \circ f_{2}(2)=g(4)=f_{2} \circ g(2)=f_{2}(6)=6
$$

Evidently $g(4) \neq 6$, as 4 is not in the relation $R$ with 6 .
Therefore $f_{2}(2)=2$. By (a), $f_{2}(3) \in\{3 ; 4 ; 5 ; 6\}$. Let $f_{2}(3)=3$. There must exist a mapping $h \in F$ such that $h(1)=3$.
Then

$$
f_{2} \circ h(1)=f_{2}(3)=3=h \circ f_{2}(1)=h(2)
$$

But this is impossible as 2 is not in the relation $R$ with 3.
The only remaining case is $f_{2}(3)=4$, as the situation is symmetrical with respect to $4,5,6$. As $f_{2}(2)=2$, it follows that $f_{2}(5)=5$ from (b). There must exist $\mathrm{g} \in \mathrm{F}$ such that $\mathrm{g}(3)=5$. Then

$$
f_{2} \circ g(3)=f_{2} \circ(5)=5=g \circ f_{2}(3)=g(4)
$$

This is not possible as 4 is not in the relation $R$ with 5. The proof is completed.

### 4.3. Realisable relations

4.3.1. Let $R$ be an $N$-relation on a set $X$. We know that the set $X_{R}$ is partially ordered by the relation $z_{R}$.

Let $Y$ be a subset of $X_{R}$. An element $E_{R}(x) \in X_{R}$ is called a lower bound of a subset $Y$ if $E_{R}(x) \leqslant X_{i}$, for every $X_{i} \in Y$. A lower bound $E_{R}(y)$ is called a greatest bound or meet of $Y$, if $E_{R}(y) \not E_{R}(x)$ for every lower bound $E_{R}(x)$ of $Y$.

The meet of a set $Y=\left\{E_{R}(x) ; E_{R}(y)\right\}$ we shall denote by $E_{R}(x) \wedge E_{R}(y)$. The partially ordered set $X_{R}$ is called a lower semi lattice, if every two-element set $\left\{E_{R}(x)\right\}$ of $X_{R}$ has a meet in $X_{R}$. It follows that every inite subset of $X_{R}$ has a meet.
4.3.2. Let $L$ be lower semi lattice the elements of which are disjoint abstract commutative groups $G$. Let $X=\bigcup_{G_{\alpha} \in L} G_{\alpha}$. We can introduce on $X$ a binary relation $R$ putting

$$
x R y \Longleftrightarrow x \in G_{\alpha}, y \in G_{\beta}, G_{\alpha} \geqslant G_{\beta} .
$$

Then the relation $R$ is realisable by a commutative transformation semigroup.

Proof
Let us denote by $j\left[G_{\alpha}\right]$ the unit element of $G_{\alpha}$ and by $G_{\alpha} \wedge G_{\beta}$ the group that is the meet of $G_{\alpha}$ and $G_{\beta}$ in the semi laatice $L$. If $x \in X$, say $x \in G_{1}$, and if $G_{2} \in L$, we will define $G_{2}(x)$ by

$$
\begin{array}{ll}
G_{2}(x)=x & \text { if } G_{1} \leqslant G_{2} \\
G_{2}(x)=j\left[G_{2}\right] & \text { otherwise }
\end{array}
$$

Then for any $x \in X$ we define a mapping $f_{x}: X \rightarrow X$ as follows:

$$
f_{x}(y)=\left(G_{1} \wedge G_{2}\right)(x) \cdot\left(G_{1} \wedge G_{2}\right)(y)
$$

11 $x \in G_{1}, y \in G_{2}$. The dot here denotes the group multiplication in $G_{1} \wedge G_{2}$.

We assert that $f_{x} \circ f_{y}=f_{y} \circ f_{x}$, for all $x, y \in X$. Say $x \in G_{1}$, $y \in G_{2}$, and take any $z \in X$; say $z \in G_{3}$.

$$
\begin{aligned}
f_{x} \circ f_{y}(2) & =f_{x}\left(G_{2} \wedge G_{3}\right)(y) \cdot\left(G_{2} \wedge G_{3}\right)(z)= \\
& =\left(G_{1} \wedge G_{2} \wedge G_{3}\right)(x) \cdot\left(G_{1} \wedge G_{2} \wedge G_{3}\right)(y) \cdot\left(G_{1} \wedge G_{2} \wedge G_{3}\right)(z)= \\
& =f_{y} \circ f_{x}(z) .
\end{aligned}
$$

Hence the $f_{x}, x \in X$, generate a commutative semigroup $F$. It is evident that ( $F$; X) realises the relation $R$. For if

$$
x \in G_{1} ; y \in G_{2}, \text { where } G_{1} \geqslant G_{2} \text {, then } f_{y}(x)=y
$$

while if $G_{1}=G_{2}$ we have $f_{z}(x)=y$, where $z=x^{-1} . y$. On the other hand, if $G_{1}$ and $G_{2}$ are not comparable, we cannot obtain $y$ as an image of $x$ under any $f \in F$.
4.3.3. Let $R$ be an $N$-relation on set $X$. Let $\left(X_{R} ; \leqslant_{R}\right)$ be a lower semi lattice. Then $R$ is realisable.

Proof
It can be easily proved that for every cardinal number $t$, there exists a commutative group $G$ such that $|G|=t$.

Let $E_{R}(x) \in X_{R}$. According to the previous remark we can consider a binary operation, such that $\left(E_{R}(x) ;\right.$ ) is an abstract group. This process can be applied for every $E_{R}(x) \in X_{R}$. Hence, we obtain $X$ as a union of disjoint groups, such that the system of the groups forms, according to the assumption, a lower semi lattice.

Evidently,

$$
x R y \Longleftrightarrow E_{R}(x) \geq E_{R}(y)
$$

Applying 4.3.2 we get the assertion of the theorem.

## 5. Fixed points of commutative mappings

5.1. In this soction we shall consider again a commutative transformation sengroup $(F ; X)$ containing the identity mapping $i$, where $X$ is an arbitrary - ${ }^{4}$ 堂。
3.1.1. Let us denote by $I(1)$ the set of all fixed points of the mapping (1)

$$
I(f)=\{x ; f(x)=x\}
$$

Proposilion. Por overy $1 \in F \quad I(1)$ is an invariant set under ( $F$; $X$ ).

Proos
Let $x=f(x)$. Then for each $g \in F$ we have

$$
g(x)=g \circ f(x)=f[g(x)],
$$

and therelore $g(x) \in I(1)$.
A point $x_{0} i s$ called a common $f i x e d$ point of $F$ if and only if $f\left(x_{0}\right)=x_{0}$ foriovery 1 eF.

* is a common ilxed point if and only if $x_{0} \in \bigcap_{f} F I(f)$.
${ }^{4}$ is common $11 x e d$ point if and only if $\left\{x_{0}\right\}$ is a minimal cycle.
3.1.2. From the previous proposition we immediately have the following: Proposition. Let $(F ; X)$ be commutative transformation semigroup. Let some 1 ( have precisely one ilxed point $x_{o}$. Then all mappings from ( $F$; X) have * as common fixed point.
3.1.3. The proposition 5.1.2. can be applied in every situation where there is theorem, which asserts that there exists only one fixed point 1ow sowe mapping. For example:

Proposition. Let ( $X ; \rho$ ) be a complete metric space, $\rho$ be the metric. Let 1 be Lipschitz mapping from $X$ into $X$ with constant $\alpha<1$. That is

$$
\rho\left[1\left(x_{1}\right) ; 1\left(x_{2}\right)\right] \leqslant \alpha \quad \rho\left(x_{1} ; x_{2}\right) \quad \text { for any } x_{1}, x_{2} \in X
$$

Then every mapping grom $X$ into $X$ (continuity is not assumed) comanting with possesses a fixed point.
5.1.4. Let $f \in(F ; X),|I(f)|=m$, where $m$ is a natural number. Then for every mapping $g \in F$ there exists a natural number $k, 1 \leqslant k \leqslant m$, and a point $x_{0} \in X$ such that

$$
x_{0}=f\left(x_{0}\right)=\stackrel{k}{g}\left(x_{0}\right)
$$

Proof
As $I(f)$ is invariant, $g$ carries all points of $I(f)$ into $I(f)$. As $I(f)$ has only $m$ points some power of $g$, less then or equal to $m$, must have a fixed point in $I(f)$. But this is the assertion of the proposition.
5.1.5. We can discuss the existence of a common fixed point in the terminology of commutative mappings of the fact that ( $F ; X$ ) has a common fixed point $x_{0}$ if and only if the constant mapping $f_{0}$, such that $f_{o}(x)=x_{0}$ for each $x \in X$, commutes with every mapping from $F$.
5.1.6. In every semigroup ( $F$; $X$ ) we can introduce the notion of divisibility. Let $f, g \in F$. We shall say that $f$ devides $g$ (in F), if and only if there exists an $h \in F$ such that $g=h o f$.

Every mapping $f \in F$, which can be devided by all mapping from $F$, shall be called a common multiple.

We denote the set of common multiples in $F$ by $r(F)$; this set is called the retract of $F$.
5.1.7. $\quad r(F)$ is an ideal in ( $F ; 0$ ).
$r(F)=F$ if and only if $F$ is a group.
5.1.8. The set $r(F)$ can be void; an example is provided by the multiplicative semigroup of natural numbers.
5.1.9. Let ( $F$; X) have a common fixed point. Then there exists a commutative transformation semigroup $(G ; X), G \supset F$, such that $r(G) \neq \varnothing$.

## Proof

Let $x_{0}$ be the common fixed point.of $F$. Let $g$ be the mapping fromc $X$ into $X$, such that $\dot{g}(x)=x_{o}$ for each $x \in X$. Then $g$ commutes with each mapping in $F$ (see 5.1.5.) and therefore $G=\{F U G\}$ is a semigroup with the required property (as $g \in r(G)$ ).
5.1.10. If $F$ is a finite semigroup, the $r(F) \neq \emptyset$, as the composition of all mappings in $F$ belongs to $F$ and in the same time to $r(F)$.
5.1.11. Proposition. Every mapping in $r(F)$ maps each point into a minimal cycle.

Proof
It is sufficient to prove that for each $x \in X, g \in F, f \in r(F)$ there exists an $h \in F$ such that

$$
f(x)=h \circ g \circ f(x)
$$

But $f$ is devided by $g \circ f$, as $f$ is assumed to be a common multiple, Therefore such an $h \in F$ exists.
5.1.12. Let $f_{1}, f_{2} \in r(F), x \in X$. Then $f_{1}(x)$ and $f_{2}(x)$ belong to the same minimal cycle.

The proof follows immediately from the fact that the orbit of each point can contain at most one minimal cycle (see 3.1.8).
5.1.13. $r(F)(x)$ is a minimal cycle for every $x \in X$.

Proof
$C(f(x)), f \in x(F)$, is a minimal cycle by 5.1.11. Let $y \in C(f(x))$; then for some $g, h \in F, y=g \circ f(x)$ and $f(x)=h(y)$. But $g \circ f \in r(F)$ as $r(F)$ is an ideal of ( $F ; 0$ ).
5.1.14. $r(F) \neq \emptyset$ implies $M_{\infty}=\varnothing$.

The inverse statement is not true. In general $M_{\infty}$ may be void while $\mathbf{r}(F)$ is empty, as can be seen from the example in 3.2.13.
5.2. In this section we shall formulate a few propositions about commutative transformation semigroups ( $F$; $X$ ), such that each mapping from $F$ has at least one fixed point.
5.2.1. If ( $F ; X$ ) is a commutative semigroup of transformations and if every mapping $f e F$ has a fixed point, then ( $F ; X$ ) need not have a common fixed point. This is easily seen from the following two examples.
a) Let $X=\{1 ; 2 ; 3 ; 4 ; 5 ; 6\}$ and let $(F ; X)$ be given by the following table

|  | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 1 | 2 | 3 | 4 | 5 | 6 |
| 2 | 2 | 1 | 4 | 3 | 5 | 6 |
| 3 | 2 | 1 | 3 | 4 | 6 | 5 |
| 4 | 1 | 2 | 4 | 3 | 6 | 5 |

( $F$; X) is evidently a commutative semigroup of transformations. Every mapping $f \in F$ has fixed point: But there exists no common fixed point. In this case the mapping $g$

$$
\begin{array}{cccccc}
1 & 2 & 3 & 4 & 5 & 6 \\
\hline \mathrm{~g} & 2 & 1 & 4 & 3 & 6 \\
5
\end{array}
$$

commutes with $F$, and $g$ has no fixed point.
b) Let $X$ be the set of all non-negative integers. The binary operation

$$
x * y=\max (x, y) \quad x, y \in X
$$

is commutative and associative. Therefore ( $X$; *) is a commutative semigroup. Using the notation introduced in 1.2.3., ( $m(X)$; 0 ) is a commutative semigroup of transformation. The orbit of 0 under $(m)(X)$ is $X$. Hence by 2.2.4. ( $\mathrm{m}(\mathrm{X}) ; \mathrm{o}$ ) is a maximal commutative semigroup. Every mapping of ( $m(X)$; o) has a fixed point, but there exists no common fixed point.

In the first example we see, that if we embed the system in a maximal commutative system, then not all mappings will have a fixed point anymore.

In the second example the common fixed point is as it were pushed away to infinity.
5.2.2. Theorem. Let $(F ; X)$ be a commutative transformation semigroup satisfying the following conditions:
(a) every $f \in \mathbb{P}\{F \mid F(x) ; x \in X\}$ has a fixed point
(b) $r(F) \neq \varnothing$.

Then all mappings in $F$ have a common fixed point.

Prool
If there exists a minimal cycle containing only one point, then this point is a common fixed point by 5.1.1.

Let us assume that every minimal cycle has more than one point. In 1.6.10. We defined for every ( $F ; X$ ) a relation $M$. The classes of equivalent points according to $M$ are disjoint and cover $X$. Let $Y$ be one of these classes.
$Y$ contains at least one minimal cycle, as $Y$ is invariant and $r(F) \neq \varnothing$. According to the definition of the relation $M, Y$ cannot contain more than one minimal cycle, as no two points from disjoint minimal cycles can be in the relation $M$ to each other. Therefore $Y$ contains precisely one minimal cycle.

Let $f \in(F)$. Then $f \mid Y$ has either no fixed point or it is the Identity mapping on the minimal cycle which is contained in Y. This assertion we can prove as follows. $f \mid Y$ cannot have a fixed point outside of the minimal cycle, as, by 5.1.11., $f \mid Y$ maps every point of $Y$ into a minimal cycle. Let us denote by $C_{Y}$ the unique minimal cycle in Y. By 3.1.4., $F \| C_{Y}$ is a group, and as $C_{Y}$ is minimal we have

$$
F \| C_{Y}=F \mid C_{Y}
$$

Evidently $p\left(F \mid C_{Y}\right)=1$.
Therefore every mapping $f \in F$ restricted on $C_{Y}$ is either identity or has no fixed point in $C_{Y}$. As $C_{Y}$ contains more than two points there must exist a mapping $g \in F$ such that $g \mid C_{Y}$ has no fixed point.

Let us define on $Y$ a mapping $h_{Y}$ as follows:

$$
\begin{aligned}
& h_{Y}=f \mid Y \text { if } f\left|C_{Y} \neq i\right| C_{Y} \\
& h_{Y}=g \circ f \mid Y \text { if } f\left|C_{Y}=i\right| C_{Y} .
\end{aligned}
$$

Evidently $h_{Y}$ has no fixed point in $Y$ and commutes with every mapping In $Y$. Such a mapping $h_{Y}$ is defined for every equivalence class according to $M$. As these classes cover $X$ and are disjoint, we can define a mapping $h$ on $X$ as follows:

$$
\mathrm{h} \mid \mathrm{Y}=\mathrm{h}_{\mathrm{Y}} .
$$

Then $h$ commutes with each mapping in $F$.
Moreover $h$ belongs to $\mathbb{P}(F \mid F(x) ; x \in X)$, as $h$ preserves orbits (see 2.4.6.). But $h$ has no fixed point. This is a contradiction. Thus one of the minimal cycles has to have only one point, and the theorem is proved.
5.2.3. Theorem. Let ( $F$; X) be a maximal system of commutative transformations of a finite set $X$ into itself. Let each mapping from ( $F$; $X$ ) have a fixed point. Then all mappings from ( $F$; X) have a common fixed point.

## Proof

By 1.3.3 ( $\mathrm{F} ; \mathrm{X)}$ is a transformation semigroup. By 2.4.7.
$\mathbb{P}(F \mid F(x) ; x \in X)=F$. By 5.1.10. $r(F) \neq \emptyset$. Therefore we can apply 5.2 .2.
5.2.4. Proposition. Every orbit under $F$ can contain at most one common fixed point. The proof follows immediately from 3.1.8.
5.2. In this section we shall show an application of the methods introduced before. Our aim is to prove the theorem 5.2.4.
5.2.1. Let ( $F$; X) be a commutative transformation semigroup containing the identity mapping. If $x_{0} \in X, F\left(x_{0}\right)=X, X^{\prime} \in X$, then either
(a) $F \mid F\left(x^{\prime}\right)$ is a group or
(b) for some $y \in X, x^{\prime} \notin F(y)$.

## Proof

If (b) does not hold, then $X^{\prime} \in F(x)$ for every $x \in X$. Clearly, $F(F(x)) \subset F(x)$ for every $x \in X$. Put $X^{\prime}=F\left(X^{\prime}\right), F^{\prime}=F \mid X^{\prime}$. Evidently, $X^{\prime}=F^{\prime}\left(x^{\prime}\right)$ and, for any $x \in X^{\prime}$,

$$
x^{\prime}=F^{\prime}\left(x^{\prime}\right) \subset F^{\prime}\left(F^{\prime}(x)\right) \subset F^{\prime}(x),
$$

hence $F^{\prime}(x)=X^{\prime}$.
Therefore the orbit of every $x \in X^{\prime}$ under $F^{\prime}$ is $X^{\prime}$. By 2.1.7. $F^{\prime}$ is a group.
5.2.2. Let ( $G ; X$ ) be a commutative transformation group of continuous mappings of a given bounded connected subset $Y$ of the real line into itself; let $Y$ contain more than one point. Let $G(e)=Y$ for some $e \in Y$. Then $Y$ is an open interval. If we put $Y=(a ; b)$, then

$$
\lim _{x \rightarrow a^{+}} f(x)=a, \quad \lim _{x \rightarrow b-} f(x)=b \quad, \quad \text { for every } f \in G
$$

Proof
Every $f \in G$ is a one-to-one mapping from $Y$ onto $Y$, and the values of two different mappings from $G$ are distinct at every point. As the identity mapping belongs to $G$, every $f \in G$ in an increasing function. Let $\bar{Y}=[a, b]$. As every mapping $f \in G$ is onto, $\lim f(x)=a$ and $\lim f(x)=b$. From $a \in Y$, it would follow that $\underset{(a)}{(a+} a$, as $f$ is con-苃inuous; and therefore that $G(a)=a$. As $Y$ contains more than one point we would have $G(a) \neq Y$; hence $a \nmid Y$. The same is valid for $b$.
5.2.3. Let $X_{o}$ be a compact interval of the real line, $c$ its centre. Let $F$ be a commutative transformation semigroup of continuous mappings containing the identity mapping.

Suppose that, for some $X_{0} \in X_{0}, F\left(x_{0}\right)$ is connected, $\overline{F\left(x_{0}\right)}=X_{0}$ then either
(a) $F(c)=c$, or
(b) the endpoints of the interval $F(c)$ are common fixed points of $F$, or
(c) there exists $x_{1} \in F\left(x_{0}\right)$ such that $F\left(x_{1}\right)$ is connected, and $d\left(F\left(x_{1}\right)\right) \leqslant \frac{1}{2} d\left(X_{0}\right)$,
where by $d$ we denote the diameter of the set.
Proof
For any $x \in X_{0}$, the set $F(x)$ is connected since, for some $f \in F$, $F(x)=F\left(f\left(x_{0}\right)\right)=f\left(F\left(x_{0}\right)\right)$. Consider the semigroup $F_{0}=F \mid F\left(x_{0}\right)$. By 5.2.1., either $F_{0} \mid F(c)$ is a group or there exists $x_{1} \in F\left(x_{0}\right)$ such that $c \notin F\left(x_{1}\right)$. In the first case apply 5.2 .2 . (The case $F(c)=c$ is trivial.) In the second case

$$
d\left(F\left(x_{1}\right)\right) \leqq \frac{1}{2} d\left(F\left(x_{0}\right)\right)=\frac{1}{2} d\left(X_{0}\right) \text { since } c \text { non } \in F\left(x_{1}\right) .
$$

5.2.4. Theorem. Let ( $F ; X$ ) be a commutative transformation semigroup of continuous mappings containing the identity mapping; let $X$ be $a$ compact interval. If $F(e)$ is connected for some $e \in X$, then all mappings in $F$ have a common fixed point.

Proof
We put $X_{0}=F(e)$ and consider the semigroup $F \mid X_{0}$. Let $c$ be the centre of $F(e)$. By 5.2.3., either the endpoints of $F(c)$ (or $c$ itself) are fixed under $F$, or there exists $X_{1} \in F(e)$ such that

$$
d\left(F\left(x_{1}\right)\right) \leqq \frac{1}{2} d\left(X_{0}\right)
$$

and $X_{1}=\overline{F\left(x_{1}\right)}$ satisfied the conditions required for $X_{o}$ in 5.2.3.
Proceeding by induction, either we obtain, at some step, a fixed point for $F$, or a sequence of intervals $\left\{X_{n}\right\}$ is obtained with
(a) $X_{n} \supset X_{n+1}$,
(b) $d\left(X_{n+1}\right) \leqq \frac{1}{2} d\left(X_{n}\right)$,
(c) $F\left(x_{n}\right) \subset X_{n}$.

In this last case, clearly, $\bigcap_{n=1} x_{n}$ is a one point set $\{z\}$, and $z$ is a common fixed point of $F$.
6. The number of commutative transformations of a finite set into itself

Throughout this section $X$ will be a finite set and $F$ a commutative transformation semigroup containing the identity mapping. Evidently, F must be also finite. The aim of this chapter is to estimate the number of commuting mappings on $X$. If we assume that $F$ is a group, then the number can be estimated very easily, using some previous results.
6.1.1. Theorem. Let $F$ be a group. Then $|F| \leq \prod_{i=1}^{k} n_{i}$, where the $n_{i}$,
$i=1,2, \ldots, k$, are natural numbers such that $\sum_{i=1}^{k} n_{i}=|x|$.

The proof follows immediately from the fact that the orbits are the cycles by 3.2.15. If we put $n_{i}=\left|C_{i}\right|$, then we know that $|F| C_{i} \mid=$ $=|F| C_{i}\left|=\left|C_{i}\right|\right.$, by 2.3.1. Forming $\mathbb{P}=\mathbb{P}\left(F \mid C_{i} ; i=1,2, \ldots, k\right)$, we get $\prod_{i=1}^{k} n_{i}=|\mathbb{P}| \geqslant|F|$.
6.1.2. To make a similar estimate for a semigroup is not so simple, as, in general, the orbits are not the cycles. The estimate of $|F|$ is based, roughly, speaking, on the induction according to the number of maximal orbits. But first we must introduce a new notion and to prove a few lemmas.

We shall say that $F(y)=Y$ is a maximal orbit if $C(y) \in \Gamma_{M^{*}}$
As $X$ is assumed to be finite, the maximal orbits cover $X$. There exist no more than $|X|$ different maximal orbits.
6.1.3. Let $Y_{i}, i=1,2, \ldots, n$, and $Z$ be orbits and let $Y=\bigcup_{i=1}^{n} Y_{i}$. Then

$$
|Y \cap Z| \geqq 2 \Longrightarrow|F| Y \cap Z \mid \geqq 2
$$

## Proof

The set $Y \cap Z$ is evidently invariant under $F$, and therefore $F$ restricted to this set is a commutative transformation semigroup containing the identity mapping, by 1.3.4. Hence, $|\mathrm{F}| \mathrm{Y} \cap \mathrm{Z} \mid \geqslant 11$. Let us suppose that $|F| Y \cap Z \mid=1$. Then $F \mid Y \cap Z$ contains only the identity mapping, and all points in $Y \cap Z$ are the common fixed points under $F$, hence they are minimal cycles. The orbit $Z$ cannot contain more than one minimal cycle, by 3.1.8. Hence, $|F| Y \cap Z \mid \geqslant 2$.
6.1.4. Let $Y_{i}, Z_{j}, \underset{n}{i}=1,2, \ldots, m, j=1,2, \ldots, n$, be orbits under F. Let $Y=\bigcup_{i=1}^{m} Y_{i}, \quad Z:=\bigcup_{j=1} Z_{j},|F| Y \cap Z \mid=s$.

Then

$$
\begin{aligned}
& |F| Y \cup Z|\leqslant|F| Y| \cdot|F| Z \mid \text { for } s \leqslant 1 \\
& |F| Y \cup Z \mid \leqq(|F| Y \mid-1)(|F| Z \mid-1)+1 \quad \text { for } s \geqslant 2 .
\end{aligned}
$$

## Proof

Let $s \leqslant 1$. For every $f \in F \mid X \cup Z$ there exist $f_{1} \in F \mid Y$ and $f_{2} \in F \mid Z$, such that $f\left|Y=f_{1}, f\right| Z=f_{2}$. Hence, every $f \in F \mid Y \cup Z$, is uniquely defined by a pair $f_{1}, f_{2}$. The number of such pairs is at most $|\mathrm{F}| \mathrm{Y}|.|\mathrm{F}| \mathrm{Z}|$.

Let $s \geqslant 2$. We can devide all mappings from $F \mid Y$ in disjoint classes putting two mappings in the same class, if the restrictions to $Y \cap Z$ are equal. We get precisely s-classes. The same we can do for $F / Z$. If we denote the cardinals of classes of $F \mid Y$ by $m_{1}, m_{2}, \ldots, m_{s}$ and the cardinal of classes of $F \mid Z$ by $n_{1}, n_{2}, \ldots, n_{s}$, we get the following:

$$
\begin{aligned}
& \text { (a) } m_{i} \geqq 1, \quad i=1,1, \ldots, s, \quad n_{j} \geqslant 1, j=1,2, \ldots, s, \sum_{i=1}^{s} n_{i}=|F| z \mid \\
& \text { (b) } \sum_{i=1}^{S} m_{i}=|F| Y \mid
\end{aligned}
$$

Every mapping from $F \mid Y \cup Z$ is uniquely determined by a pair of mappings, one from $F \mid Y$ and one from $F \mid Z$, such that both mappings must have the same restriction to $Y \cap Z$. Hence,

$$
|F| Y \cup Z \mid \leqq \sum_{i=1}^{S} m_{i} \cdot n_{i}
$$

It can be proved by elementary methods that the expression on the right hand side has its maximum for $s=2, m_{1}=|F| Y \mid-1, m_{2}=1$, $n_{1}=|F| z \mid-1, n_{2}=1$.

Hence, the proposition is proved.
6.1.5. Let $Z, Y_{i}, i=1,2, \ldots, n$, be orbits and let $Y=\bigcup_{i=1}^{n} Y_{i}$.

Then

$$
\begin{aligned}
& |F| Y \cup Z|\leqslant|F| Y||F| Z \mid \quad \text { if }|Y \cap Z| \leqslant 1 \\
& |F| Y \cup Z \mid \leqslant(|F| Y \mid-1)(|F| Z \mid-1)+1 \text { if }|Y \cap Z| \geqslant 2 .
\end{aligned}
$$

## Proof

This is an immediately consequence of 6.1.3. and 6.1.4.
6.1.6. Let us denote by $a(t ; r), t, r$-natural numbers, $t \geqslant r$, the following function

$$
a(t ; r)=\max |F|,
$$

where the maximum is taken over all commutative semigroups of mappings ( $F ; X$ ), containing the identity map, such that $|X|=t$ and such that there exists precisely $r$ maximal orbits under $F$.

Evidently $a(t ; r) \geqslant 1$, for every pair of natural numbers $t, r, t \geqslant r$. To see this, we can take $r$ disjoint commutative algebraic groups $G_{1}, G_{2}, \ldots, G_{r}$, such that $\sum_{i-1}^{r}\left|G_{i}\right|=t$. Then $\left(F ; \bigcup_{i=1}^{r} G_{i}\right)=\mathbb{P}\left(m\left(G_{i}\right) ; G_{i}\right)$ has the required properties.

Moreover, $a(t ; 1)=t$, as in this case $p(F)=1$, for all $F$ over which the maximum is taken, and $a(t ; t)=1$, as it can only be true for $F=\{1\}$ that the number of maximal orbits is equal to $t$.
6.1.7. Let $t \geqslant r \geqslant 2$. Then
(a) $a(t ; r) \leqslant \max _{x ; y ; s}\left\{\begin{array}{l}a(x+s ; r-1)(y+s), \text { where } x+s+y=t ; 1 \geqslant s \geqslant 0 ; y \geqslant 1 ; x \geqslant r-1 \\ (a(x+s ; r-1)-1)(y+s-1)+1, \text { where } x+s+y=t ; s \quad 2 ; y \geqslant 1 ;\end{array}\right\}$. $x \geqslant r-1$

All numbers, $x, y, s$ are supposed to be integers.

## Proof

## Let ( $F ; X$ ) have the following properties:

(a) $|x|=t$
(b) there exist_precisely $r$ different maximal orbits, $Y_{1}, Y_{2}, \ldots, Y_{f-1}, Z$. Let us denote $\bigcup_{i=1}^{1} Y_{i}=Y$. If we denote $|Y \cap Z|=s,|Y|=x+s,|z|_{=y+s}^{-1}$, we have

$$
t=x+y+s .
$$

Every $Y_{i}$ is an orbit of a point, which does not belong to $Y_{j}, j \neq i$ or to Z. Therefore

$$
x+s \geqslant r-1+s, \text { and hence } x \geqslant r-1
$$

According to definition we have

$$
\begin{aligned}
& |F| Y \mid \leqslant a(x+s ; r-1) \\
& |F| z \mid=a(y+s ; 1)=y+s .
\end{aligned}
$$

The estimate of $a(t ; r)$ follows immediately from 6.1.5.
6.1.8. For all natural numbers $k, r$, let us define the function $b(k+r ; r)$ as follows:

$$
\begin{aligned}
& b(k+1 ; 1)=k+1 \\
& b(k+r ; r)=\max \\
& y, s
\end{aligned}\left\{\begin{array}{c}
b(k+r-y ; r-1)(1+y), \text { where } 1 \leqslant y \leqslant k \\
b(k+r-y ; r-1)-1)(y+s-1)+1) ; \text { where } s \geqslant 2, \\
1 \leqslant y \leqslant k-s+1
\end{array}\right\},
$$

$y, s$ being natural numbers.
6.1.9. $b(k+r ; r) \geqslant a(k+r ; r)$ for every pair of natural numbers $k, r$.

## Proof

The assertion is true for $r=1$. Let us assume $r \geqslant 2$, and suppose that the assertion is true for $r-1$.

Let us consider the expression from 6.1.7.(a):
$\max [a(x+s ; r-1)(y+s)]$, where $x+s+y=t, 1 \geqslant s \geqslant 0, x \geqslant r-1$.

Putting $t=r+k$, we can replace this expression by
$\max [a(r+k-y ; r-1)(y+s)], 1 \geqslant s \geqslant 0, y \leqslant k-s+1$.
Using 6.1.6. we can easily verify that this expression is equal to $\max [a(r+k-y ; r-1](y+1)]$.
$1 \leqslant y \leqslant k$.
According to the assumption we can write
$\max _{1 \leqslant y \leqslant k}[a(r+k-y ; r-1)(y+1)] \leqslant \max _{1 \leqslant y \leqslant k}[b(r+k-y ; r-1)(y+1)]$.
The rest of the proof is evident from the definitions.
6.1.10. Proposition. $b(r+1 ; r)=2^{r}$

$$
\begin{aligned}
& b(r+2 ; r)=2^{r-1} \cdot 3 \\
& b(r+k ; r)=k^{r}+1, r \geqslant 3
\end{aligned}
$$

The equations can be obtained by elementary methods from definition 6.1.8.
6.1.11. Theorem. Let $r, k$ be arbitrary natural numbers. Then there exists a commutative transformation semigroup ( $F ; X$ ),$|X|=\mathbf{r}+\mathbf{k}$,
which has procisely aitienent maximal orbits, such that

$$
|v| \text { b(roincr) }
$$

prool

Lot(1, $\{0 ; 1\}\rangle, 4, \ldots, \ldots$, be the systew of two mappings *i.f. dolimed by the lable

|  | 0 | 1 |
| :---: | :--- | :--- |
| 1 | 0 | 1 |
| $8_{1}^{2}$ | 0 | 0 |

Then $(1,1=1,2, \ldots, r) ; 1)$
has the required propertion.


Let (畜; $\{0 ; x ; x+1\}$ be detined as follows

|  | 0 | $z$ | $z+1$ |
| :---: | :---: | :---: | :---: |
| $h_{1}$ | 0 | $r$ | $w+1$ |
| $m_{2}$ | 0 | 0 | $w$ |
| $m_{3}$ | 0 | 0 | 0 |

Buen

$$
(P(1 ; n ; 1=1,2, \ldots, w-1) ; x)
$$

was the requised propertics.
(c) Let 3 and $x=\left\{1,2,3, \ldots, k, a_{1}, a_{2}, \ldots, a_{r}\right\}$

Let $\left.x_{1}=\{1: 2: 3 ; \ldots ;\}_{1}\right\} \quad 1=1,2, \ldots, r$, and let $F_{1}=\left\{\mathbb{1}_{1}^{1} ; 1_{1}^{2} ; \ldots 1_{1}^{n}\right\}$ where $\left.\begin{array}{c}t_{1}^{j}(1)=1,1,2, \ldots, k \\ i_{1}^{j}(a)-1 ;\end{array}\right\} \quad \operatorname{cor} \mathrm{j}=1,2, \ldots, k$.
$11=P\left\{\sum_{1} 1=1,2, \ldots, *\right\} \cup\{1\}$, where by 1 we denote the Icentity map on $x, \operatorname{then}| | \mid \mathbb{E}^{3}+1$.
6.1.12. Corollary. $a(k+r ; r)=b(k+r ; r)$ for every pair of natural numbers $\mathrm{k}, \mathrm{r}$.
6.1.13. Theorem. Let ( $F$; $X$ ) be a commutative system of mappings from a finite set $X$ into itself. Then

$$
\begin{gathered}
|F| \leqslant 2^{|X|-1} \quad \text { if } 1 \leqq|X| \leqq 6, \\
|F| \leqslant \max (|X|-r)^{r+1} \\
r=1,2, \ldots,|X| x \mid \geqslant 7 .
\end{gathered}
$$

For every finite $X$ there exists an $F$ such that the equality holds.
Proof
Evidently, $|F| \leqq \max _{r=1,2, \ldots,|X|} b(|X| r)$. Computing this expression we get the assertion of the theorem.
6.1.14. Theorem. Let ( $\mathrm{F} ; \mathrm{X}$ ) be a commutative system of mappings from a finite set $X$ into itself. Let $|X| \geqq 4$. Then

$$
|F| \leqq(|x|-1):
$$

The proof follows immediately from 6.1.13. It is necessary to remark that this estimate is very rough.
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