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ABSTRACT 

The nuraerical solution of initial value problems in ordinary differen­

tial equations by means of boundary value techniques is considered. We dis­

cuss a finite difference method which was already investigated by Fox in 

1954 and Fox and Mitchell in 1957. Hereby we concentrate on explaining the 

fundamentals of the method because for initial value problems the boundary 

value method seems to be fairly unknown. We further propose and discuss new 

Galerkin methods for initial value problems along the lines of the boundary 

value approach. 

KEY WORDS & PHRASES: Numerical analysis, Initial value problems for ordina­

ry differential equations, Stiffness, Boundary value 

techniques 

*) This report will be submitted for publication elsewhere. 

**) Mathematical Institute, Catholic University of Nijmegen, Toernooiveld, 

6525 ED Nijmegen, The Netherlands 





I • INTRODUCTION 

Traditionally, methods used for the numerical integration of initial 

value problems in ordinary differential equations 

(I. 1) y(x) = f(x,y(x)), a~ x ~ b, y(a) given, 

are step-by-step methods. Familiar step-by-step methods, which are also cal­

led foruard step methods~ are the Runge-Kutta and linear multistep methods 

(see e.g. Henrici [12], Lambert [17], Stetter [24]). The latter, in its most 

simple form, is defined by the so-called k-step formula 

k k 
( 1. 2) l a.y +· = h I /3.f(x .,y +·), a.,/3., h E R, h > O, k E ]N+, 

j=O J n J j=O J n+J n J J J 

where y . represents the approximation to the exact solution value y(x +·) 
n+J · n J 

defined by (I.I). The positive real his called the stepsize. Assuming that 

his constant, it is given by h = (b-a)/N, N being some positive integer. 

The points x +. are called grid points and belong to the uniform grid 
n J 

(I. 3) x. = a + jh, J = O(I)N}. 
J 

In the forward step approach the numerical solution is obtained by stepping 

through this grid in the direction from a to b, i.e. given approximations 

Yn+j for some integer n and j = O(l)k-1, the approximation Yn+k at the 

next grid point xn+k is computed by solving (1.2) for yn+k• In fact, all 

results on convergence and numerical stability which emanate from the 

pioneering work of Dahlquist [SJ are based on this forward step application. 

Nowadays there exist very efficient linear multistep computer codes which 

automatically start the integration process and vary the stepsize and the 

order of accuracy of the multistep method according to the smoothness of 

the problem (see e.g. Hindmarsh [13], Shampine & Gordon [23]). 

In this paper we will tackle the numerical solution of (I.I) in a com­

pletely different way then in the step-by-step approach. For its numerical 

solution we will consider (I.I) as a two-point boundary value problem with 

a given value at the left endpoint and an implicitly defined value, by the 
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equation y(x) = f(x,y(x)), at the right endpoint. In this approach formula 

(1.2) ought to be considered as a finite difference forrrrula as is the prac­

tice in the numerical solution of genuinetwo-pointboundary value problems 

for systems of first order differential equations (see Keller [15,16]). One 

of the aims of this boundary value approach is to circumvent the known 

Dahlquist-barriers on convergence and stability which are a direct conse­

quence of the step-by-step application of (1.2). In this respect boundary 

value methods for (I.I) bear a relationship with the iterative algorithms 

of Cash [4] for the stable solution of recurrence relations and with 

Olver's algorithm [19,20]. 

Up to now boundary value methods for initial value problems have 

hardly been discussed in the numerical literature. Perhaps because the step­

by-step application of formulas of type (1.2) is invariably easier to per­

form. As far as we know the first contributions have been delivered by Fox 

[8] in 1954 and Fox & Mitchell [9] in 1957. They discuss a simple finite 
difference formula for (I.I) and for the derived second order equation 

(1.4) y(x) = g(x,y(x)) - :! (x,y(x)) + :; (x,y(x))f(x,y(x)). 

A feature of the boundary value method is that all approximations on 

the grid Gh are generated simultaneously. In 1964 Axelsson [1] proposed a 

quadrature type method for the integrated form of (I.I) which also computes 

all approximations over the interval [a,b] simultaneously. This method has 

been called a global integration method. It is best characterized as a huge 

implicit Runge-Kutta method which performs just one step with stepsize b-a. 

A special feature of this global method is that the global errors at the 

end of the interval are particularly small, even when the problem is mathe­

matically unstable. On the other hand, the errors of step-by-step methods 

have a tendency to grow due to accumulation at every step, especially when 

the problem itself is unstable. 

Two recent contributions on boundary value methods for initial value 

problems emanate from Rolfes [21] and Rolfes & Snyman [22]. They consider a 

finite difference method which has also been proposed by Fox [8] and ap­

ply it to stiff equations. Rolfes and Snyman report that the finite diffe-
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rence method performs satisfactorily on stiff problems. Fox considered non­

stiff equations, but was not satisfied with the method because of an oscil­

lating error behaviour which prevents the application of difference correc­

tion for improving the accuracy. 

The prE(sent contribution consists of two parts. The first part deals 

with finite difference methods while the second one is devoted to Galerkin 

methods.When discussing boundary value techniques for initial value problems 

it is of course obvious to consider Galerkin methods because of their use 

1.n the numerical solution of genuine two point boundary value problems. We 

shall comment on a relation between the two approaches. To a certain extent 

our paper has an expository nature. We have concentrated on describing the 

fundamentals of the boundary value method because for initial value problems 

this method seems to be fairly unknown. 

2. A FINITE DIFFERENCE BOUNDARY VALUE METHOD 

In this section we will describe the general principles of the boundary 

value approach from simple examples of finite difference formulas. We will 

concentrate on a combination of the explicit midpoint rule with Back~ard 

Euler. 

2. 1. Outline of the method 

ConsidE(r the initial value problem (I. I). Let us discretize the diffe­

rential equation y = f(x,y) on the grid (1.3) by means of the explicit mid­

point rule 

(2. I) y I - y I - 2hf(x ,Y) = 0. n+ n- n n 

When we apply (2.1) as a step-by-step method we need two initial values, 

one at the left endpoint x = a and one at x =a+ h. The first initial va­

lue 1.s known from the problem, while the second one has to be computed 

by another method. When we apply (2.1) as a boundary_value method it is 

applied at each of the points xn E Gh for n = l(l)N-1. In addition to the 

initial value at the left endpoint x = a, we now need a boundary condition 

at the right endpoint x = b. For that purpose one can use the most simple 

backward diJ~ference formula (Backward Euler) 
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(2.2) 

Thus we arrive at the discrete boundary value problem 

y0 given, 

(2.3) Y +I - y I - 2hf(x ,Y) = O, n = l(l)N-1, n n- n n 

whose solution values y 1, ••• ,yN must be generated simultaneously. Since f 

may be non-linear in y, the discrete problem (2.3) must be solved by itera~ 

tion. A Newton-type iteration is feasible because of the tridiagonal struc­

ture (block-tridiagonal for systems). 

As an alternative for formula (2.2), we mention the more accurate tra­

pezoidal rule 

(2.4) 

or the second order backward difference formula 

(2.5) 

The use of (2.4) or (2.5) instead of (2.2) does not increase the order of 

accuracy of the method. Both combinations are of order two. Normally, method 

(2.3) will be somewhat less accurate. Convergence questions are further dis­

cussed in section 2.3. 

Combination (2.1), (2.5) has already been proposed by Fox [8] and Fox 

& Mitchell [9]. Rolfes [21] and Rolfes & Snyman [22] have applied this combi­

nation to stiff problems. A slight disadvantage is that by using (2.5) the 

tridiagonal coupling is lost. This might be overcome, however, by eliminat­

ing yN-Z from (2.5) and the particular equation 

(2.6) 

This yields 
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Yo given, 

(2.7) Yn+l - Yn-l - 2hf(xn,yn) = O, n = l(l)N-1, 

4 2 2 
3(yN - YN-1) - 3hf(~-1,YN-1) - 3hf(~,yN) = O, 

which is just method (2.1), (2.4). 

Finally we observe that methods like (2.3) can be directly applied to 

problems with periodic solutions. The last line of (2.3) then should read 

yN = y0 • In what follows we concentrate on the pure initial value problem. 

2.2. The test model 

In this section we consider the standard test model 

(2.8) y = oy, o E ~,a~ x ~ b, y(a) given. 

We observe that this model plays an important role in the stability of step­

by-step integration methods. The notion of absolute stability (see e.g. [17]) 

is based on this simple problem which is also very suitable for becoming 

acquainted with the boundary value approach and for comparison with the 

step-by-step approach. In section 2.3 the model is linked with a constant 

coefficient linear system. We will concentrate on method (2.3), i.e. expli­

cit midpoint combined with Backward Euler. 

Our discrete boundary value problem (2.3) now reads 

Yo= y(a) 

(2.9) Yn+l - Yn-l - 2zyn = O, z = ho, n = I, ••• ,N-1, 

i.e. we have to solve the linear algebraic system 

(2.10) A(z) Y = R, 

where Y 
T R = [y(a),0, ••• ,0] and A(z) is given by 
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-2z 

-I -2z 

\ \ \ 
\ \ \ 

(2. I 1) A(z) = \ \ \ 
\ \ \ 

-1 -2z 

-I 1-z 

The first question which arises is, for which z-values is Ya well­

defined vector of approximations y to enzy(a), n = I, .•• ,N, i.e. for which 
n 

z-values isA(z) regular. In what follows we call z a regular point for A(z) 

if A(z) is regular. Otherwise z is called a singular point. 

Define A(z) = diag (l, ••• ,1,2) A(z), and write A(z) = E - 2.zl, i.e. 

0 

-I 

\ 
(2. 12) E = 

0 
\ \ 

\ 
\ 

\ \ 

\ 
\ \ 

\ \ 
-I 0 

-2 2 

A(z) is singular, iff A(z) is singular. Hence we can use A(z), and in turn 

the constant matrix E to find the singular points for A(z). Obviously, the 

location of the eigenvalues A. of Eis decisive, since z is a singular 
J 

point, iff z = A./2. 
J 

LEMMA I. All eigenvalues A. of E satisfy O < Re(A.) ~ 2, -2 ~ Im(A.) ~ 2. 
J J J 

PROOF. The inequality - 2 ~ Im(A.) ~ 2 is a direct consequence of Ger~gorin's 
J 

cirle theorem. To prove the inequality for the real part we first perform 

the similarity transformation 
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0 

-1 0 1 

\ \ \ 
E = diag(l, ••• ,l,d)E diag(l, ••• ,l,d-l) = \ \ \ 

\ .\ \ _l 
-1 O d 

-2d 2 

which leaves the spectrum invariant. Let A andµ be the real and imaginary 

parts of an arbitrary eigenvalue and let u and v be the real and imaginary 

parts of the corresponding eigenvector. Then we easily derive 

(2. 13) 
1 T ~ ~T T ~ ~T T· T 
-[u (E + E )u + v (E + E )v] = A(u u+v v). 
2 

✓ ~ ~T Now we take d = I/ 2 for which ½(E+E) = diag(0, ••• ,0,2). Hence 

T _, "'T T N 
0 $ ½u' (E+E )u $ 2u u, all u E lR , 

so that O $A$ 2. Finally, assume A= 0 and let u.,v. denote the i-th com-
1. l. 

ponent of u and v, respectively. From (2.13) it then follows that 

~ = VN: 0. By using the relations Eu= -µv, Ev= µu and the specific 

form of E it is now easy to verify that u. = v. = o, all i = 1 (l)N. This 
l. l. 

leads to a contradiction showing that A "f o. • 
We thus have the following result: 

THEOREM 2. All singular points z for A(z) satisfy O < Re(z) $ 1, 

- 1 $ Im ( z) $ I • 0 

We cannot determine the eigenvalues of E explicitly. Note that if in E 

the last row elements are replaced by -1 and O, respectively, the eigenva­

lues become 2i cos(j~/(N+l)), j = l(l)N. Figure 2 shows all numerically 
-1 

computed eigenvalues of E and E/2h for some values of h = N • The eigenva-

lues of E/2h play an important role in the convergence analysis (cf. section 

2.3). We see that when N increases two eigenvalues of E approach ±2i. This 
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means that for N large, the points ±i will act numerically as singular 

points for A(z). 

The second question we now wish to discuss is, how well are the decaying 
nz 

exponentials e approximated. From diagonal dominance properties it easily 

follows that for Re(z) < < 0 (stiff eieenvalues) ly I is an excellent appro­
n 

ximation to len2 y(a)!. More precisely, if z IO is a regular point, then 

(2.10) can be rewritten as 

y -1 -1 -1 
-(2z) (I-(2z) E) R, 

which implies 

-1 -2 
-(2z) y(a) + O(lzl ), y 

n 
-2 

O(lzl ), n = 2(l)N, lzl .+ 00 • 

Observe that the method cannot approximate positive exponentials if 

Re(z) > > O. Roughly spoken, for IRe(z)I large, the approximations for the 

negative and positive exponential enz are of the same magnitude. 

To get more insight in the question how decaying exponentials are ap­

proximated, we now proceed with the analytical solution of the recurrence 

equation y 1 - y 1 - 2zy = 0 defined by the explicit midpoint rule when n+ n- n 
applied to test-model (2.8): 

(2. 14) 

whel1'e µ 1 = z + ~, µ 2 = z - /2 2 + ; and c 1 ,c2 are constants to be deter-
z 3 mined by boundary conditions. Note that µ 1 = e + O(z ), z-+ O, whereas µ 2 

has no relationship with e 2 , i.e. µ 2 is the parasitic root. 

Solution (2.14) can be adapted to our discrete problem (2.9) via c 1 
and c 2 by requiring 

(2.15) 

Solving for c1 and c 2 yields c 2 oc 1, c 1 = y(a)/(l+o), where 



(2.16) 
1-µ (1-z) 

] 

(1-z)µ -1 
2 

9 

, 

and where it is assumed that Re(o) f - 1. Re(o) = -I means singularity of the 

2 x 2 system (2. 15). Like for system (2.10), one thus must distinguish singular 

and regular points z. We emphasize that the set of singular points for (2.15) 

is not identical to that of A(z). For example, z = ± i is a singular point 

for (2.15) for all N, but not for A(z) according to Theorem 3. Though, as 

observed before, for numerical computations the points z = ±i must be re­

garded also as singular points for A(z). Of course, if z is a singular point 

for A(z) and not for (2.15), (2.14) defines a particular solution for sys­

tem (2.10). 

Let us consider the behaviour of the principal solution component 
n n c1µ 1 and the parasitic component c2µ 2 for varying n and z, where we restrict 

ourselves to z $ 0 and N even. We observe that for N even, z EE., the quan­

tity o ~ O, since n(O) = 0 and n(z) < 0 if z f O. Hence, for z $ 0 and 

N even, solution (2.14) is well-defined and is just the unique solution of 

system (2.10). 

We distinguish between z = 0 and z < O. The case z = 0 corresponds with 

y(x) = O, i.e. y(x) = y(a), a$ x $ b. It is readily seen that for z = 0, 

y = y(a) for all n = I, ••• ,N. Hence the·constant solution is computed n 
without error. For z < O, decaying exponentials, we have O < µ 1 < 1, µ2 < -I 

and the limit behaviour 

] 2 
µ 1 ~ 1 + z, µ 2 ~ - I+ z, n ~ - 4z as z t O, 

as z + - 00 • 

Taking this into consideration the behaviour of c1µ7 and c2µ~ is best 

described as follows. c1 µ7 approximates. the decaying solution for z close 

to zero and vanishes if z + - 00 • This is true for all 1 $ n $ N. For z close 

to zero, the parasitic component c2µ~ is negligibly ~mall (up to the discre­

tization order in z). For n fixed, c2µ~ increases with n. However, for all 

z < O, its contribution toy is negligible for all n, I$ n $ N. We once 
n 

more note that for Re(z) < < 0 (stiff eigenvalues) the strongly decaying 
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nz 
exponential e is well approximated. A similar description can be given 

for z > O. 

At this point it is appropriate to make a comparison with the standard 

step-by-step approach. Suppose that the explicit midpoint rule is applied 

that way. Consider the general solution (2.14). In order to obtain absolute 

stability µ 1 and µ 2 now must satisfy the root condition, i.e. none of the 

characteristic roots has modulus greater than one and every root with modu­

lus one is simple. The root condition is satisfieG, iff z is purely imagina­

ry and lzl < I. Hence, as is well known, the step-by-step explicit midpoint 

rule has no real interval of absolute stability, which shows that with res­

pect to stability the boundary value method is just opposite the step-by­

step method. In fact, from the investigation of equations (2.14)-(2.16) it 

can be seen that the boundary value method can be applied for Re(z) < O, 

just because there jµ 1 I < I and !µ 2 I > I. This conclusion, which is valid 

for other difference schemes as well, has been drawn before by Rolfes [21]. 

She considers the tridiagonal infinite Toeplitz matrix with rows (-1 0 I) 

and shows that the forward-backward substitution of the LU-decomposed 

Toeplitz matrix can be interpreted as a stable forward recursion (1µ 1 l<I) 

followed by a stable backward recursion (!µ 2 l>I) (see also [19,20]). 

Finally, to complete our treatment of test model (I.I), in Figure 

we give some illustrative plots showing the error 

E(r,¢) = max I 
n=l(l)N yn -

nhr exp(i¢)I e , r ~ 0, h = N-I, N 20 

for some values of¢; E(r,¢) is the maximum error, taken over all grid­

points, of y when approximating y(x )=exp(ox ), x = nh, o rei¢. Observe 
n n n n 

that for¢= n/2, i.e. o purely imaginary, the valuer= 20 which corres-

ponds with z = i, yields a meaningless result. 
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Fig. 1 Some plots of - lOlog E(r,¢) 

2.3. Convergence properties 

This section is devoted to convergence properties of the finite diffe­

rence boundary value method. As in the preceding section we concentrate on 

method (2.3). It will be assumed that the vector function 

f: [a,b] x JIRs • IB.s is as smooth as our analysis requires. 

We introduce the conventional operators N and Nh (see e.g. [15,16]): 

Ny - y(x) - f(x,y(x)) = O, a~ x ~ b, y(a) given, 

O, n = l, ••• ,N-1, Yo = y(a), 

Next, for any sufficiently smooth function v(x), we define the local trunca­

tion errors 'n[v] - Nhv(xn) Nv(xn), n = l(l)N, and.observe that 
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Let e be the global error vector at x, i.e. e - yn - y(xn), n = l(I)N. n n n 
By substracting Nhy(xn) from Nhyn and by using the mean value equation 

f(x ,y(x) 
n n 

l 

+ e) - f(x ,y(x )) = M(x) e, n n n n n 

M(xn) = J 
0 

f'(x ,y(x )+ee) de, f'(x,u) = ~uf(x,u), n n n o 

it can be seen that e satisfies the difference scheme 
n 

T [y], 
n 

n = l ( l) N-1 , 

(2. 17) 

where e0 is the zero vector and y = y(x) denotes the exact solution of ini­

tial value problem (1.1). Hence method (2.3) is convergent, for a given 

vector function f, if for this function Lh is a stable difference operator 

(cf. [15,16]). 

Let us reformulate (2.17) in the block matrix form 

(-2hM(x1) I el\ -2hT l [y] 

-I -2hM(x2) I e2 -2hT iyJ 

\ \ '\ 

L! 
I 

\ \ "\ I 
(2. I 8) \ \ ~ I 

-I -2hM(~-l) I -2hTN-l [y] 

-I I-hM(~) eN/ -hTiyJ 

which we denote by 

• • • 
(2. 19) Ahe - (E 1@I - 2hM)e = -2hT, 
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where E1 is given by (2.12) with the last row divided by two, and where® 
M • • . 

denotes the direct matrix product. The definitions of , e, and Tare ob- -

vious. Stability of Lh is equivalent to the existence and uniform bounded­
-I 

ness of the inverses of the family of matrices h Ah. 

EXAMPLE 3. To gain some feeling how the local errors T accumulate in the 
n 

global error we now first consider the scalar equation y(x) = f(x), i.e. f 

does not depend on y. Then; satisfies 

(2.20) 

E1 can be decomposed as E1 = UL, where 

1 -1 

\\ \ '\ 
u = ' L = .\ \ '\ '\ 

\\ \"\ 
1 1 -I 

-1 
From the computation of E1 one then finds the global errors 

(2.21) 

e = n 

n/2 
2 - 2hT 2J' - 1 ' 

j=l 
n even, 

1 

-1 

e = e 1 + n n-
N ' 1 N-1 2 - 2h(-l)J- TJ. + h(-1) TN' n odd, eo = o. 

J=n 

These expressions reveal a clear distinction between even and odd numbered 

gridpoints. For n even, e is the sum of local errors at all odd points 
n 

which lie behind. Hence, if T. does not change sign, le I increases with n. 
J n 

For n odd, e = e 1 + an alternating sum of all local errors at points at n n-
the right of xn, including TN. Normally the alternating sum will hardly con-

tribute, except for the last element (-l)N-lhTN which contains y(~) in­

stead of •y (~). 
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To sum up, there will be a Zack of smoothness in e when considering 
n 

all gridpoints. However, the errors e 2n-l' or e2n, for n = 1,2, ••• , will be-

have smooth. Finally, it innnediately follows that for all n, en= O(h2). 

Note that TN= - ½hy(~) + O(h2) occurs only once in each en, n odd, and 

not in e if n is even. D 
n 

REMARK 4. Fox [8] describes the lack of smoothness for the testmodel (2.8) 

from equation (2.14). He points out that this behaviour hinders the appli­

cation of difference correction for improving accuracy. For Richardson ex­

trapolation, however, it does not cause any trouble if in the extrapolation 

process only even numbered grid points are used. 0 

In example 3 we considered an over-simplified problem. It nicely il­

lustrates, however, the role of the matrix E, or E1, in the convergence 

process, which, as we will show below, plays a similar role for the general 

problem. 

Let us proceed with equation (2.19). Since E1 is non-singular, we can 

write 

(2.22) (I - 2h(E~ 1~n)M); = y -1 + 2h(E 1 ®I)T. 

Note that we use I to denote the s x s unit matrix, as well as the sN x sN 
+ + . 

unit matrix. The sN-vectors Tandy consist of N blocks, each of lengths. 
+ + 

Let T. and y. denote the N-vector composed of the j-th element from each 
J J 

block. These vectors are associated to the j-th component of the solution 
( ) . ( ) ( )-1 + + . . vector y x. Then, for J = I Is, we have 2h E1y. = - T. as in equation 

J J 
(2.20), implying that each n-th element of y. satisfies relation (2.21). 

J + 2 
This in turn implies that each element of the whole vector y is O(h ), or, 

equivalently, 

(2.23) llyll 
00 

Ca constant not depending on h ~ hO• 

I THEOREM 5. Let IIM(x)ll 00 < 2 for aU x E [a,b], method (2.3) is then conver-

gent in the maximum norm with order two. 

PROOF. Consider equation (2.22) and observe that hE~ 1®I is uniformly bounded. 
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-1 
In fact, from the equation for e 1 in (2.21) it follows that llhE 1 ®Ill 00 = I. 

The proof is now easily completed by applying the perturbation lennna to the 

left hand side matrix of equation (2.22) and by using inequality (2.23). D 

This result covers only a rather narrow class of problems due to the 

norm inequality on M(x). For example, stiff problems do not satisfy this in­

equality. The above derivation indicates, however, through the introduction 

of y, that for the general problem y = f(x,y) the global errors show a simi­

lar behaviour as described in Example 3. In fact, we observed this behaviour 

in all our numerical experiments, with non-stiff, as well as stiff problems. 

In the next theorem we will prove convergence in the spectral norm for a 

much broader class of problems: 

THEOREM 6. Define 

(f , ( )) = , (f' (x,u)+f'T (x,u)) µ 2 x,u - m~x /\i 2 , 
1 

where "i denotes the i-th eigenvalue and assume that µ 2(f'(x,u)) s v < 0 

for all (x,u) E [a,b] xlR.s. Method (2.3) is then convergent in the spectral 

norm. 

* -1 PROOF. We consider the matrix Ah= (-2h) Ah (cf. (2.19)). By definition 

* ( . (M1+M; ~_ 1+~ __ 1 -2I+h(~+~))) 
µ2(Ah) = m~x "i d1ag 2 , ••• , 2 ' 4h ' 

1 

where M = M(x ). For all h > 0 we have 
n n 

The first inequality is trivial, while the second is a direct consequence 

of the definition of M and of a result given by Dahlquist [SJ, p. 11. Since n 
v < 0 does not depend on h, but only on the problem, and since 

*-] it is innnediate that Ah exists and is uniformly bounded in 11.112" More pre-

II A*- 111 1 cisely, h 2 s - v-, so that 
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(2.24) • 

We observe that the method of proof of this theorem cannot be used to 

deal with equation (2.22). This prevents us from proving order two conver­

gence in the spectral norm. In section 3, however, we are able to prove 

second order convergence in the spectral norm by considering method (2.3) 

as a particular Galerkin method. 

The inequality µ 2(f'(x,u)) ~ v < 0 is satisfied by all differential 

equations which possess strictly contractive solutions in the Euclidean 

vector norm (see Dahlquist [SJ, p. 13 and Frank et al. [JO]). Hence Theorem 

6 covers. a broad and interesting class of problems, including many stiff 

ones. Furthermore, for these problems the stiffness, i.e. the magnitude of 

the stiff eigenvalues of f'(x,u), does not enter into the one-sided 

Lipschitz constant v. This constant vis related to the smooth, non-stiff 

solutions components (see Frank et al. [10] for a clarifying discussion). 

Inequality (2.24) thus shows that if the solution to be computed is smooth, 

the global error will not suffer from the stiffness of the problem. Rolfes 

and Snyman [21,22] observed this in their experiments. 

If vis very close to zero, inequality (2.24) is meaningless. We 

emphasize, however, that the algorithm then still may perform quite satis­

factorily, even if vis larger than zero. We will explain this from the 

constant coefficient linear model system 

(2.25) y(x) = My(x) + g(x), Ma normal matrix, M = XDX- 1• 

Consider for (2.25) the matrix Ah given by (2.18), but with the last row 

again multiplied by two. We then can write A: - (2h)- 1Ah in the form 

E as in (2.12). The eigenvalues of~ are the sN numbers (cf. [18], p. 259) 

(2.26) A/ 2h - o k , j = I ( I ) N , k = I (I ) s , 
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where Aj and ok are the eigenvalues of E and D, respectively (each eigenva­

lue ok of D plays the role of o of test-model (2.8)). Hence method (2.3) 

will perform satisfactorily on problem (2.25), for a certain h, if the 

eigenvalues (2.26) stay away from zero. Figure 2 shows all, numerically com­

puted, eigenvalues of E/2h for some values of the stepsize h. Note that 

some of the eigenvalues remain close to the imaginary axis if h decreases. 

Further, max Re(A./2h) slowly increases ash decreases. Figure 2 is useful 
J 

to ascertain for which spectra of M the method will converge. For example, 

if M has positive eigenvalues ck, i.e. the problem is unstable, the method 

will perform satisfactorily for h ~ h0 if max ok < max Re(Aj/2h0). See also 

Fox & Mitchell [9], where it is pointed out that boundary value methods may 

give advantage over step-by-step methods if the problem to be integrated is 

unstable. 

g 
N 

0 
"? 

0 
0 

j 
~j 
]+---,---. ---.------.--, -,--,----, ~, 

. 0 .zs .so -75 1.0 

I 1 1 I Fig. 2 Eigenvalues of E (left plot) and E/2h (right plot) for h= 8,16 ,32 , 64 • 

We have only plotted eigenvalues with non-negative imaginary part. 
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2.4. A numerical iUustration 

This section deals with a numerical example which serves to illustrate 

the convergence results derived in the previous section. For that purpose 

we selected the simple scalar problem 

(2.27) y(x) = o(y(x) - !1)- I 2 , 0 :S x:S I, y(O) = I, o ER, 
X (x+l) 

whose general solution is given by y(x) = e0x(y(0)-1) + 1/(x+I). Since 

y(O) = I, only the smooth solution component 1/(x+I) has to be computed. If 

o < < - I, (2.27) is an example of a stiff problem where e 0xy(O) represents 

the strongly varying solution component. In order to give sufficient insight 

in the error behaviour which has been predicted in Example 3, results will 

be shown for various choices of hand o. We wish to emphasize that these re­

sults do not stand on their own. On the contrary, in a qualitative sense they 

are valid for systems as well. We refer to [21,22] for extensive experiments 

with a known collection of stiff problems. 

Table 3 contains results of method (2.3) for h = I/4,1/8,1/16, and 

o = -1,-5,-IO,-IOO. Table 4 shows results for o = 1,5,10,100. The following 

observations are relevant. The lack of smoothness over the grid is clearly 

observable. However, when we consider either even gridpoints, or odd ones, 

the error behaves smooth. Recallthat we only have to compute the smooth 

solution of (2.27). For o < 0 the algorithm nicely shows its order two 

convergence at even numbered gridpoints. Observe that after halving h the 

absolute error should decrease with a factor 4 because the method is of 

order two and that - 101og{t)-::: 0.6. At odd gridpoints the order behaviour 

is much less pronounced as expected from Example 3. For o > 0 the algorithm 

yields more or less comparable results, though the second order not always 

shows up. This is because o comes too close to the spectrum of E/2h (cf. 

Fig. 2). 



Table 3. Results of method (2.3) for problem (2.27) with o < O. 

The table contains the value - 1010g (absolute error). 

() -1 -5 -10 

I~ 1/4 l /8 1/16 1/4 1/8 1/16 1/4 1/8 1/16 1/4 

1/16 4.56 3.76 3.83 
2/16 3. 18 3.42 3.01 3.56 3.15 3.70 
3/16 3.54 3.51 3.69 
4/16 2.33 2.64 3.23 2.41 2.91 3.48 2.63 3.15 3. 72 3.58 
5/16 3.39 3.52 3.78 
6/16 2. 77 3.15 2.97 3.52 3.26 3.84 
7/16 3.34 3.60 3.91 
8/16 1. 96 2.53 3. 12 2.44 3.00 3.58 2.78 3.37 3.97 3.88 
9/16 3.34 3.73 4.07 

10/16 2.76 3. 10 3.24 3.65 3.57 4.09 
11/16 3.36 3.94 4.28 
12/16 2.25 2.51 3. 10 2.98 3.07 3.67 3.33 3.50 4.12 4.20 
13/16 3.41 4.49 5.03 
14/16 2.86 3.10 4.20 3.62 4.00 3.96 
15/16 3.48 4. 10 4.05 
16/16 1. 94 2.51 3. I 1 2.35 2.91 3.49 2.57 3.05 3.59 3.46 

Table 4. Result of method (2.3) for problem (2.27) with o > O. 

----- The table contains the values - !Olag (absolute error). 

0 1 5 10 

~ 1/4 1/8 1/16 1/4 1/8 1/16 1/4 1/8 1/16 1/4 
--~ 

1/16 2.96 3.07 3.42 
2/16 2.43 3.61 2.62 3.83 2.95 4.02 
3/16 3. 11 3.20 3.70 
4/16 1.95 2.81 3.40 2.20 3.27 3.52 2.54 3.45 4.01 3.57 
5/16 3.28 3.21 3.92 
6/16 2.76 3.31 2.84 3.28 3.39 4.07 
7/16 3.49 3.09 4.04 
8/16 2. l 1 2.66 3.24 2.64 2.91 3.04 3.00 3.56 4.08 3.91 
9/16 3.81 2.89 4.01 

10/16 3.38 3.20 2.65 2.78 3.48 3.91 
11/16 5.20 2.65 3.74 
12/16 3.06 2.58 3.16 2.25 2.46 2.52 2.83 3.27 3.54 4.14 
13/16 3.88 2.39 3.31 
14/16 3. 18 3. 12 2.21 2.26 2.90 3.06 
15/16 3.58 2.13 2.81 
16/16 1. 9 7 2.50 3.09 1. 88 1 • 9 7 2.00 2.30 2.48 2.56 3.43 
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-100 

1/8 1/16 

4.54 
4.02 4.60 

4.69 
4. 18 4.78 

4.87 
4.34 4.95 

5.03 
4.50 5. 10 

5. I 7 
4.64 5.24 

5.31 
4.76 5.37 

5.43 
5. 14 5.44 

5.61 
3.81 4. 16 

100 

1/8 1/16 

4.49 
3.99 4.63 

4. 72 
4.21 4.81 

4.89 
4.37 4.97 

5.05 
4.52 5. 12 

5. 19 
4.66 5.26 

5.33 
4.78 5.39 

5.44 
4. 72 5.43 

5.00 
3.75 4.03 
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3. A VARIATIONAL APPROACH 

3. I • Pre Zirrrinaries 

We consider nonlinear systems of ode's 

(3. I) U = F(t,U), 0 < t :ST, U(.) E Rm, U(O) prescribed. 

We make. at first a transformation of this equation to a more suitable form. 

In problems we shall consider, there may exist positive stiffness parameters 
~ £., such that parts of F and the corresponding parts of the Jacobian ma-

1. ~ 
trix :~ are unbounded as 0(£: 1), £i + O. We then multiply the corresponding 

equations by this parameter to get 

. 
(3.2) EU= F(t,U), 0 < t :ST, 

aF 
where£ is a diagonal matrix with entries £i' 0 < £ :S £i :SI, and Fan~ au 
are bounded with respect to£. A typical example is given by F(t,U) =AU+ C 

-1800 900 

\ 
0 

-2 I 0 

\ \ \ I \ 
A = \ \ '\ ' 

C = I 
\ \2 \ I 

I I 0 

1000 -2000 1000 

found in Enright et al. [7]. Here£= diag( 9b0 ,1, ••• ,1, 1d00) is an obvious 

choice. In more general problems we may have to multiply by a more general 
aF positive definite matrix£, in order to get a bounded F and au• We further 

assume that F satisfies 

(3. 3) ([F(t,U) - F(t,V)], U - V) :S p(t)llu-vll 2,vu,v E Rm, t > 0 



where p: [O,T] -~ it is at least piecewise continuous and independent of£ 
! 

and p(t) ~ - p 0 , t:::: t 0 :::: O, Po> O. Further IIVII = (V,V) 2 where(.,.) 

is the inner product in Rm. As is well known and easily seen, this means 

that, if µ,v~are two solutions of (3.2) corresponding to different initial 

values, then 

I d · z dt(e(U-V),U-V) = ([F(t,U) - F(t,V)],U-V) 

~ p(t)IIU-Vll 2 ~ p(t)(£(U-V),U-V), t:::: t 0 , 

so 

t 

II U(t)-V(t)II; ~ exp( I 2p (s)ds )ii U(to)-V(to) II; ~ II U(to)-V(to)II;, 

where 
to t O ~ t ~ T, 

II VII 
£ 
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This means that the system is contractive fort:::: t O if condition (3.3) 

holds. We further assume that Fis Lipschitz continuous, i.e. there exists 

a constant C such that 

(3.4) II F ( t 'U) - F ( t 'V) II ~ ell u-vll 'vu' V E Rm • 

In the initial phase (O,tO), the system does not have to be contractive, 

i.e. the eigenvalues of the Jacobian may have positive real parts. In this 

interval we may consider to use a step-by-step method with very small step­

sizes,if it is of importance to follow the transients. 

3.2. The Galerkin method 

At first we shall describe the global Galerkin method to be used in the 

interval (tO,T). We divide this interval in a number of subintervals 

(t. 1,t.), i = 1,2, ••• ,N where tN = T. The length of the intervals (t.-t. 1) 
1.- l. l. 1.-

may vary smoothly with some function h(t.), but for ease of presentation, we 
l. 



22 

assume that the intervals have equal length, i.e. t. - t. 1 = h, i = 1,2, ••• ,N. 
1. 1.-

We consider each interval as an element on which we place some nodal points, 

t. . , j = O, 1, ••• ,P, and t. . = t. + i;.h, where E;,. are the Lobatto quadratu-
1.,J 1.,J 1. J J 

re points which satisfy O = t;, 0 < t;, 1 < ••• < E;, = 1 and E;,. + E;, • = I. 
·p J p-J 

Hence the endpoints of the interval are always nodal points and (if p> I) we 

choose also (p-1) disjoint nodal points in the interior of each element. 

To each nodal point we associate a basisfunction ¢. . • The basisfunc-
1., J 

tions may be exponential or trigonometric functions and may also be discon-

tinuous but in this paper we only consider the most common choice, where 

they are piecewise continuous and polynomials over each element. Basisfunc­

tions corresponding to interior nodes have support only 1.n the element to 

which it belongs and those corresponding to endpoints have support over the 

two adjacent elements (except those at t 0 and at tN). The number of nodal 

points at each closed interval then equals the degree p of the polynomial 

plus one. 
0 

Let Sh be the subspace of test functions which are zero at t 0 , 1..e. 
0 

Sh= SPAN{¢ .. , i=O,l, ••• ,N-1, j=l,2, ••• ,p}. Let 
1.,J 

T 

I • 1 ID a(U;V) - ([£U-F(t,U)],V) dt, U,V E [H (tO,T)] , 

1 
where H (t0 ,T) 1.s the first order Sobolev space of functions with square 

t 0 

integrable derivatives. To get an approximation of the solution of (3.2), 

we take a testfunction (vectorial function) V = ¢. . ' and multiply ·the 
1.,J 

equation with V to get after integration, 

ti+! 

(3. Sa) a <u; ¢. . ) = f ([£ij-F(t,U)],¢~r~)dt = o, J = o, 1. = I , 2, ••• , N- I 1.,J 1.,J 
t. 1 1.-

t. I 1.+ 

(3.5b) a (U; ¢. . ) I ~ ~ (r) o, = ( [ £U-F ( t, U)], ¢. . ) d t = J = 1 , 2, ••• , p-1 , 1.,J 1.,J 
't. 1. 1. = 0, 1 , ••• , N-1 

At tN = T we get 



(3.Sc) 

Here we choose in turn 

0 . . . 
~- . (r), r = 1,2, ••• ,m 1,J 

• 
0 

where~- . is the corresponding scalar basisfunction. This defines the 
1,J 0 

Galerkin approximation U corresponding to Sh' where 

N;I g u = u(t0H0 , 0 + l l. 
i=O j=I 

d .. ~ .. ' 1,J 1,J 
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i.e. we have imposed strongly the essential boundary condition at t 0• Clearly 

a(U;V) I 
= 0,V VE H (t0,T). 

We get then from (3.Sa) 

ti+l 

(3.6) a(U;V) - a(U;V) = I (e[u-i]-[F(t,U)-F(t,U)],V)dt = o, 
t. I V ,i. • = 0 • = 1- = 'I'. • , J , 1 1,J 1 , 2, ••• ~N-1 , 

and similarly for (3.Sb,c). 
~ To estimate the Galerkin discretization error U - U, we let u1 E Sh be 

the interpolant to U on {t .. }, j = 0,1,2, ••• ,p, i = 0,1, ••• ,N-l and we 
1,J 

write 

u - u = n - e, 

where n = U - u1 is the interpolation error and 
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~ e = - u + u + n = u - u1• 

0 

Note that e E Sh. Assuming that the solution U is sufficiently smooth,from 

the interpolation error expansion on integral form we get the usual Sobolev 

norm estimates 

(3.7) 

T T 

I II u-u II 2dt :,; c lf (p+ I) f II ull 2 d I O p+l t, 

to to 

T 

J II U-U111 2dt :,; 

to 

T I . 2 
II UII p+l dt, 

to 

for the interpolation error. Here 

llull 2 
1 p+ 

p+I is the norm in the Sobolev space H (t0 ,T). 

THEOREM 7. Let Ube the solution of (3.2) where (3.3), (3.4) are satisfied. 

Then the Galerkin solution u, in the space of piecewise polynomial continu­

ov~ functions of degree p, defined by (3.Sa,b,c) satisfies 

Ill U-U DI = O(hp+v){!le:UII 2 2 + lluH 2 }½ h + O, p+ p+l , 

where v = if p = I, ~ v ~½if p = 3,5, ••• and v = 0 if pis even, and 

T 

Ill vm2 = ½<eV(T),V(T)) - J p(t)IIV(t)ll 2dt. 

to 
·(Note that this estimate implies both a least square estimate as well as a 

pointwise estimate at the endpoint of the interval.) 

PROOF. Our first objective is to derive an estimate of e. We have 

0(t0) = n(t0) = 0 and 

T 

(3.8) a(u;e) - a(u1;e) = f { (ea ,e) - ([F(t,u)-F(t,u1)] ,e) }dt. 

to 
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From 

T T T 

f 
• 

f 
. 

(e:e,e)dt = (0 ,e:0)dt + [(e:0,0) ], 

to to to 

if follows that 

T 

f (e:8,0)dt 
I = 2 (e:0 (T) , 0 (T)). 

to 

Hence by (3.3), 

T 

(3.9) I = 2(e:0(T),0(T)) f ([F(t,u)-F(t,u1)J,e)dt 

T 
to 

I 
~ 2(e:e (T) ,e (T)) - f p (t)II e (t)ll 2dt := Ille 111 2• 

Further we get from (3.6) and the Lipschitz continuity (3.4), 

(3. 10) a(U;0) - a(U1 ;e) = a(U;e) - a(U;e) + a(U;0) - a(u1 ;e) = 
T T 

= a(U;e)- a(U1 ;e) ~ I J (e:n,e)dtl +CJ llnllllelldt. 

to to 

First we shall estimate the term J! (e:n,0)dt. Since e: is a diagonal matrix, 

we may consider each component indi~idually, i.e. J! nkekdt, where nk,ek 
0 0 

are scalar functions. Since ek E Sh, we have 

N-1 P 
ek = l l Y. -<I>. • • 

i=O j=I 1.,J 1.,J 

where {i .. }, i= 0,1, ••• ,N-1, j = 1,2, ••• ,p is a set of basisfunctions 
1.,J 0 

(testfunctions) spanning Sh, but not necessarily equ~l to.cj)i,j" We write 

nk = nk + nR' where nk is the leading (polynomial) term in an expansion of 

the interpolation error (for more details, see e.g. Axelsson and Gustafsson 

[2]). For instance, if we use piecewise linear basisfunctions, then at t. 1 
]. 

i = 1,3, ••• ,N-I we have 
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{
liik(t.)(t-t. l)(t-t.), 1 1- 1 

= 
!Uk(t.)(t-t.)(t-t. 1>, 1 1 1+ 

:;:; t :;:; t. 
1 

t. < t :s: t. l 1 1+ 

(For simplicity, we may assume that N is even.) With the piecewise polyno­

mial basisfunctions of degree p, an easy calculation shows that 

(3.11) 

T I 

= O(hp)IIUkllp+l'{ J iiidtr = O(hp+l)IIUkllp+Z' h • O. 

to 

We shall prove that due to cancellation 

(3. 12a) 

1.e. 

(3. I 2b) 

We have 

(3. 13) 

v = 1 p= 1 
.!e 2 (T)+O(h2 (p+vk))IIUll 2 ,{k' _ 
2 k k p+2 > 1 -3 5 vk _ :z , p- _, ' ••• 

T T 

I J (£n,e)dtl :s: 

to 

PoJlle(t)ll 2dt + ½(£0(T),0(T)) + O(hZ(p+'i<_))i1£Ull~+2· 

to 

T T 

= J ~kekdt + J nRekdt. 

to to 

From (3. 11) it follows 

T T I T 

I J nRekdtl :s: o(hp+I>{ J e~atfnuknp+z s Po J e~dt +o(h2 (p+l))llukn~+z' 

to to to 

and it remains to consider the first term 1n (3. 13). We have 

T 

= - J nki\dt. 

to 
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As testfunction i .. we choose the basisfunctions of degree q, q= 1,2, ••• ,p, 
l. 'J 

at each t., 1. = 1,2, ••• ,N, with support on (t. 1,t. 1), see Fig. 3.1. 
l. 1.- 1.+ 

linear 

quadratic 

Figure 3.1 Testfunctions cp • • , J = 1,2, ••• ,p (p=3). 
1.,J 

We have 

T T 

J 
. 

I I ~ 

(3.14) nk6kdt = y. . nkc/l. . dt = 
1.,J 1.,J 

t l.,J 
to 0 

N-1 p ti+l 

I 
. 

I I y. . 
~ ~ 

= nk c/l. l . dt + 
i= 1 . 1 i-1,J 1.- ,J 

J= 
t. 1 1.-

p 

I Y 1 • . 1 N- 'J J= 

. 

tN 

J nk¢N-1,jdt • 

tN-1 

Note that nk and 6k are polynomials of degree p + 1 and p - I, respectively 

on each subinterval. Also note that nk is zero at the (p+ 1) Lobatto points. 

Hence, if we, apply Lobatto quadrature we get (from the error term of the 

quadrature), 
t. 

l. 

f nki. l .dt 1.- ,J 
O(h2p+l) a2P ~ ~ 

= 2 ( nkc/l . 1 . ) 
at P 1.- ,J 

= o(h2p+l)( 2p) ap+l (~ ) aP (~ ) = 
p+l atp+l nk_ atP qii-1,j 

The loss of p 1.n the exponent is due to that 

aP (~ )- ( -p) - cp._ 1 . - 0 h • 
atP 1. ,J 
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Note however that for p odd this derivative, which is piecewise constant, 

appears with the same numerical value but with opposite signs in the two 

adjacent intervals ( t. 1 , t. ) and ( t. , t. 1 ) • Hence 
i- i i i+ 

and by 

(3. 15) 

t. I i+ . ~ ~ I nkt. l .<lt = O, i = 
i- ,J 1 , 2, ••• ,N-1 

t. 1 i-

(3,14), 

T 

J n'kekdt = 

to 

p 

)1 YN-1,j 

tN r nkiN-1,jdt. 

tN-1 

Consider first the case of piecewise linear basisfunctions (p=l). Then we 
~ 

only have one tes tfunc tion at tN. With •N- l 1 = tN' Y N- l 1 = Y N = ek (T), , , 
we get 

tN 

1 r N J ;;-k ~Nd t 1 ::; 

tN-1 

Here we have used the Sobolev inequality, 

max I U~p+ 1) I :;; 
t 0:;;t:;;T 

Hence (3.12a.) follows for p = 1. For the general case, p > 1, we choose 

(3. 16) 

= •N-·1,j and we then get 

T p tN 

I I 
. 

n'kekdtl = I I YN-1 ,j ;;-k;N-1,jdt I = 

to 
j=l 

tN-1 

p 

:;; C l IYN-1 ., max Ink! 
J·=1 ,J t <t<t 

N-1- - N 

Here we have used the fact that 



p 

2 I Y N- l . I and 
j=l ,J 

are both norms in a finite dimensional space (RP), and hence equivalent 

(uniformly in h). Finally we get from (3.16), 

where 

T 

(3. 17) vk = min{ 1 , ½[ 1 + [ log( f 
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Together with (3.14) and (3.15) this implies (3.12a) for p = 3,5, ••• , where 

(3. 18) ~ V = • > I nn.n vk _ 2 . 
lSkSm 

Finally, from (3.9), (3.10) and (3.12a) we get 

IU 8 ID 2 s O(h2(p+v))II £Ull 2 + Ill n IH 2 
p+2 

I 

:,; O(h2(p+v)){ll£Ull 2 + llull 2 }~ p = 1 3 p+2 p+l ' ' , ••• 0 

Clearly, this estimate with v = 0 is also valid for p even. We now get the 

Galerkin error 

lllu-ulll s Ill u-ul ID + ID ul-D DI. = II n 18 + Ill e ID s 

Note that if U is smooth, U and u1 will be smooth, so 

T T 

f e~dt/ f e~ dt = O(h- 1) • 

tO tN-1 
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Hence it follows from (3.17), (3.18) that v will be close to I. 

3.3. A weighi;ed GaZerkin method. 

and 

Consider now the more general case where 

m 

(F(t,U)-F(t,V),U-V):,; l pk(t)(Uk-Vk) 2 
k=l 

Here p 1 may be positive. In this case we use a weighted variational formu­

lation with a positive weight function g, 

T 

a(U,V) = J ([e::U-F(t,U)],V)g(t)dt. 

to 
Then the analysis goes through as before. Note only that 

T 

I (E::k~k,Bk)g(t)dt =-! 
to 

Hence, if we let g < 0 satisfy 

1 ·- 2 g - p I g ;::: cO > O 

(i.e. for instance g(t) 
-4p t 

= e 1 
' 

as 1.n (3.9) in norm 
T 

if pl> 0) then we have still coercivity 

11118111 2 = co I I (e::8,B)dt + 2(e::8(T),B(T))g(T). 

to 
3.4. Difference schemes 

In order to get a fully discretized scheme we have to use numerical 

quadrature, which results in various difference schemes. We shall consider 
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this only for the case p =I.Then ~i,p 

there are no interior nodes. With 

= ~- are the usual hatfunctions and 
]. 

N 
u = u(t0) ~o + I 

i=I 
u.~. , 

]. 1 

(3.5) and (3.Sc) imply 

(3.19) i = I , 2, ••• , N- l, 

tN 

F(t,U. 1~· l+UA.+U. 1~·+1H.dt, 1.- 1.- ]. ]. 1.+ ]. ]. 

E(UN-UN-1) = I F(t,UN-l~N-l+UN~NHNdt. 

tN-1 

We call this the generalized midpoint PU.le difference scheme. Let 

Fi= F(t,U)lt=ti" If we use numerical integration by the trapezoidal rule,.i.e. 

ti 

IF <l>i dt = 

t. I 1.-

1 
-2 h[F. 1~.(t. 1) + F.~.(t.)] 

1.- ]. 1.- ]. ]. ]. 

we recover the difference method (2.1), (2.2). As we know, this scheme is of 
2 O(h ), see Section 2.3. We consider now a more accurate difference scheme 

which we may derive from (3.19). For this purpose let 

F(t) "" 
1 h I 
-2[F. 1+-F.] + (t-t.+-2 )h-(F.-F. 1), t. I::;; t::;; t., 

1.- ]. ]. ]. 1.- 1.- ]. 

except that for the last formula in (3.19) we use 

F(t) 
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Then 
t. 

l. 

I 
t. 1 1.-

F(t)cp.dt 
l. 

i = 1,2, ••• ,N-l, and similary 

ti+l 

I 
t. 

l. 

F(t)(j>.dt 
l. 

h 
-6 (F. l + 2F. ) , 

1.- l. 

Hence the generalized midpoint rule (3.19) takes the form 

{ e(iii+l-iii-1) 

e:(UN-UN-1) = 

h 
= -3 (F. l +4F. + F. l ) , i = 

1.- l. 1.+ 
1 , 2, ••• ,N-1 

(3.20) 

We notice that this is a combination of the Simpson and trapezoidal rules. 

For this combination numerical tests (see Table 5,6) indicate very 

accurate results. Note that already on a very coarse mesh (h=¼) the accuracy 

is high. For o < 0 (Table 5), the order of convergence seems to be~ 3.5. 
Finally some remarks about methods for the solution of the algebraic 

systems. These are on block tridiagonal form. If we use a special starting 
~ scheme for the calculation of u1, we may use a "shooting method" for the so-

lution of (3.1) i.e. 

= u. l + 2hF(t.,U.), i = 
1.- l. l. 

1, 2,... . 

This is of course nothing but the two-step midpoint rule, which, as well 

known, is unstable for stiff problems (and of order O(h2) for non-stiff 

problems). If the order of the systems (3.1, 3.2) is large and aF/au is 

sparse we may however apply an iterative method, wh~ch would preserve 

sparsity. There exists methods, such as preconditioned generalized conjugate 

gradient methods, for which the rate of convergence of the iterations is 
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fast, see for instance Axelsson [3] and Hageman and Young [II]. 

Hence the large size of the matrices which arise should not be detri­

mental for the application of the methods described in this papar. 

From the analyses and the numerical experiments it is concluded that 

the global method is a robust reliable method for both stiff systems and 

systems with increasing fundamental solutions. It is particularly efficient 

when moderat1:! accuracy is desired. If does not seem to be very sensitive 

to stiffness. 

In the case of high accuracy, large or non-linear systems, the effi­

ciency depends on the availability of good algebraic solvers. 

Table 5. Results of method (3.20) for problem (2.27) with o < 0. 

The table contains the value - 101og (absolute error). 

·---

0 -1 -5 -10 -100 

~ 1/4 1/8 1/16 1/4 1/8 1/16 1/4 1/8 1/16 1/4 1/8 1/16 

1/16 5.28 5.98 7.08 7.05 
2/16 4.44 5.89 5.52 5.92 5.37 6. 1 7 5.95 7.30 
3/16 5.34 6.14 6.96 7.42 
4/16 3.73 4.59 5.69 4.69 4. 72 5.78 4.34 5.02 6.13 5.03 6.42 7.56 
5/16 5.38 6.04 6.78 7.69 
6/16 4.57 5.59 5.21 5. 72 5. 74 6.09 6.69 7.80 
7/16 5.39 5.89 6.29 7. 94 
8/16 3.40 4.47 5.53 3.62 4.66 5.66 3.39 4.98 6.00 5. 19 6.54 7.98 
9/16 5.40 5.75 6.03 8.41 

10/16 4.58 5.49 4.79 5.60 4.98 5.86 6.44 7.84 
11 / 16 5.39 5.63 5.82 7.75 
12/16 3. 77 4.43 5.46 3.73 4.56 5.53 3.84 4.74 5.70 4.76 5.85 7.22 
13/16 5.39 5.53 5.64 6.85 
14/16 4.54 5.43 4.55 5.45 4.61 5.53 5.39 6.42 
15/16 5.38 5.43 5.45 6.02 
16/16 3.36 4.40 5.41 3.46 4.42 5.37 3.52 4.43 5.36 f+. 21 4.90 5.61 

' 
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Table 6. Results of method (3.20) for problem (2.27) with o > O. 

The table contains the value - 101og (absolute error). 

0 l 5 IO 100 
--c--- - --

I~ 1/4 1/8 1/16 1/4 1/8 1/16 1/4 1/8 1/16 1/4 1/8 1/16 

1/16 4.96 4.59 5.98 6.99 
2/16 4.08 7.70 4.08 4.96 4.93 7.57 5.92 7.49 
3/16 4.97 4.44 6.12 7.40 
4/16 3.23 5.16 6.33 3.45 4.21 4.53 3.96 5.85 6.73 4.99 6.63 7.64 
5/16 4.96 4.24 6.03 7.71 
6/16 4. 10 5.94 3.75 4.20 5.21 6.02 6.57 7.86 
7/16 4.95 4.00 5.65 7.95 
8/16 3.72 6.84 5.69 3.43 3.56 3.91 4. 72 5.40 5.44 5.36 6.83 8.07 
9/16 4.93 3.74 5. 15 8.17 

10/16 4.09 5.52 3.26 3.62 4.69 4.89 7.20 8.27 
11/16 4.90 3.48 4.62 8.40 
12/16 3.31 '4.93 5.38 2.77 3.00 3.35 3.98 4.19 4.35 4.79 6.10 8.28 
13/16 4.88 3.21 4.07 7.97 
14/16 4.05 5.27 2. 72 3.08 3.64 · 3.80 5.44 7.00 
15/16 4.84 2.94 3.53 6.15 
16/16 4.40 4.56 5. 16 2.24 2.45 2.80 2.79 3.09 3.26 4.13 4.74 5.28 
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