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On the iteration error 1.n algebraically stable Runge-Kutta methods*) 

by 

K. Dekker 

ABSTRACT 

In the implementation of implicit Runge-Kutta methods inaccuracies 

are introduced due to the solution of the implicit equations. It is shown 

that the effect of these errors remains bounded, provided that a dissipative 

equation is solved with an algebraically stable method which satisfies an 

additional condition. Moreover, the implicit equations have a unique solu­

tion when this condition is satisfied. 

KEY WORDS & PHRASES: Numerical analysis, ordinary differential equations, 

Runge-Kutta methods, algebraic stability 

*) This report will be submitted for publication elsewhere_ 





I . INTRODUCTION 

We consider the class of ordinary differential equations 

(I.I) y'(x) = f(x,y(x)), f 

satisfying the contractivity condition 

( I • 2) <f(x,y)-f(x,z),y-z> ~ 0 for all 
N y, z E lR and x E JR, 

<•,•> being an innerproduct on RN with II •II the corresponding norm. This 

class of equations is of particular interest in the study of stiff nonlinear 

systems, and it has been the subject of much recent analysis, e.g. BURRAGE 

and BUTCHER [ 1 ] ~- DAHLQUIST [ 4] . A common property of equations of th is type 

is that the difference between two solutions, y(x) and z(x), does not in­

crease as x increases and it seems natural to require that a stable numeri­

cal method shares this property. BURRAGE and BUTCHER [I] associate the con­

cept of EN-stability with this property for implicit Runge-Kutta methods and 

they prove that EN-stability is equivalent to algebraic stability. 

In their analysis they assume that the implicit equations arising from 

the implicit Runge-Kutta scheme are solved exactly. However, in practical 

situations we are left with errors made in the iteration process used to 

solve the implicit equations and one may wonder whether or not these errors 

contaminate the final results. VERWER [II] questions the practical value of 

implemented BN-stable methods. He suggests that.any implementation might 

yield unbounded errors, when applied to a judiciously chosen problem satis­

fying ( I • 2) • 

Recently, HUNSDORFER and SPIJKER [8] have constructed an example, in 

which an algebraically stable method applied to an equation satisfying (1.2) 

generated a system of nonlinear algebraic equations without a solution. They 

proved that uniqueness and existence of a solution is guaranteed if (1.2) 

is replaced by a slightly stronger condition. We show that a similar result 

holds for equations satisfying (1.2) if we impose on the Runge-Kutta method 

a condition somewhat stronger than algebraic stability. Moreover, we derive 

bounds on the errors due to the iteration process and show that these bounds 
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can be made as small as necessary. Finally we present some examples of al­

gebraically stable methods and check whether the additional condition is 

satisfied. 

2. IMPLICIT RUNGE-KUTTA METHODS 

Let ... ,yn-l'Yn•··· denote a sequence of approximations computed by 

the implicit Runge-Kutta method 

(2. I) 
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with stepsize h. The approximations are defined by the solution of the 

equations 

s 
Y. = y + h 

1. n-1 
\' a .. f(x 1+hc.,Y.), 
l l.J n- J J 

j=l 
i = l, ... ,s, 

(2. 2) 
s 

= Y n- l + h L b . f (x 1 +he. , y.) , . 
j=l J n- J J 

for n = 1,2, .... We quote the following definitions and theorems from 

BURRAGE and BUTCHER [I]. 

DEFINITION. Method (2.1) is said to be EN-stable if for two solution se­

quences .•. ,y 1,y , ...• and ... ,z 1,z , ... applied to any problem (I.I) n- n n- n 
such that (1.2) holds, lly -z II :5: lly 1-z 111. 

n n n- n-

The algebraic stability criterion is concerned with the quadratic form 
T 

(~1'~2'' .. '~s) M(~l'~2•···,~s), where 



(2.3) 

In the sequel we will denote diag(b 1, ••• ,bs) by the diagonal matrix B. 

DEFINITION. Method (2.1) is said to be algebPaically stable if Bis non­

negative and Mis non-negative. 

THEOREM 2.1. BN-stabilit;y is equivalent to algebPaic stabilit;y. 

PROOF. See BURRAGE and BUTCHER [I], theorem 2.2 and 3.3, and for the con­

fluent case (not all c. distinct) HUNSDORFER and SPIJKER [7]. 0 
1 
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If one of the weights b., I ~ i ~ s, is zero, then algebraic stability 
1 

implies that the corresponding column of A with elements a .. , j = 1,2, ••• ,s, 
J,1 

is zero too, so that the method is reducible (DAHLQUIST and JELTSCH [SJ). 

As we will consider irreducible methods only, we assume in the sequel that 

Bis positive. 

3. SOLUTION OF THE IMPLICIT EQUATIONS 

In an implementation of the Runge-Kutta method, the implicit equations 

(2.2) have to be solved by some iteration process, in which one may apply 

various strategies. BURRAGE, BUTCHER and CHIPMAN [2] perform fixed point 

iteration for non-stiff and Newton iteration for stiff problems, carrying 

out either a specified number of iterations or iterating to convergence. 

Alternatives are e.g. iterated defect correction (FRANK and UEBERHUBER [6], 

BUTCHER [3]) or Rosenbrock-type methods (KAPS and WANNER [9]). In the im­

plemented Runge-Kutta methods one is faced with the problem whether to re­

evaluate the Jacobian matrix or to carry on with an old approximation, and 

when to break off the iterations. For the sake of efficiency, one will be 

inclined to perform a few iterations only and to evaluate the Jacobian 

matrix not too frequently, so that the equations (2.2) are not solved 

exactly. 

Now, let Y1,Y2, ••• ,Ys denote the exact solution of (2.2), and 

z1,z2, ..• ,Zs the solution obtained by some iteration method. We define the 

iteration errors E. by 
1 
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(3. I) 
s 

Zi = yn-I + h l a .. f(x 1+hc.,Z.) 
j=I 1J n- J J 

+ e:. , 
1 

In order to simplify the notation we introduce 

k. = hf(x 1+hc.,Y.), 1 n- 1 1 i = 1,2, •.• ,s, 

(3.2) 

* k. = hf(x 1+hc.,Z.), 1 n- 1 1 i = 1,2, ... ,s. 

i = 1,2, .•• ,s. 

We remark that the equations (2.2) can be written in the mathematical 

equivalent form 

(3.3) k. 
1 

s 
= hf(x 1+hc.,y 1+ \ 

n- 1 n- L 
j=l 

s 

= Yn-1 + I 
j=I 

b .k .• 
J J 

a .. k.), 
1] J 

i = 1,2, ... ,s 

The defect iteration errors in the numerical solution of (2.2) and (3.3) 

are related, provided that the matrix A is non-singular. For example, let 

o . , i = I , 2 , .•• , s be the 
1 

solution of l~ 1 a .. o .. = e:., i = 1,2, ... ,s. 
J= 1] J 1 

Substitution of (3.1) in (3.2) and using the relation between oi and e:i, 

1 = 1,2, ... ,s, yields 

* k. 
1 

s 
= hf(x 1+hc.,y 1+ \ 

n- 1 n- L 
j=l 

* * a .• (k. +o.)), 
1] J J 

1 = 1,2, ... ,s, 

* so the defect errors 1n (3.3) upon substitution· of k. + o. fork. are given 1 1 1 
by o., i = 1,2, ... ,s. 

1 

When A is singular, it is generally not possible to obtain an approximate 

solution to (3.3) from a solution of (3.1). However, no useful algebraical­

ly stable method with singular A is known to the authors. Therefore, we will 

restrict ourselves to formulation (2.2) and assume that the numerical solu­

tion satisfies (3.1). We note that small values of e:i, 1 = 1,2, .•• ,s, not 

necessarily imply that the differences between the exact solutions Y. and 
* 1 

k. and 
1 

derive 

the numerical approximations Z. and k. are small, too. We will 
1 1 

bounds on these differences in the next section. Moreover, we in-

vestigate the influence of the iteration errors on the approximation toy 



at the point x = x 1 + h. n n-

4 . ERROR BOUNDS 

Let 

section, 

Y.,Z.,k~,k. and E., i = 1,2, ... ,s, be defined as in the previous 
1 1 1 1 1 

and z denote the numerical approximation at x 
n n 

( 4. 1) z = y + 
n n-1 

s 
y_ 

j=l 
* b .k .. 

J J 

Let the differences between the numerical and exact solutions of the non­

linear systems (2.2) and (3.2) be given by 

v. = z. - y.' 1 = 1,2, ... ,s, 
1 1 l. 

(4. 2) * w. = k. - k., l. = 1,2, ... ,s, 
l. l. l. 

V = z - y . 
n n 

5 

Now, for any positive matrix D = diag(d 1, ... ,d) we may define a norm II IID 
s T 

and an inner-product [.JD for sequences W = (w 1,w2 , ... ,ws) and 
T 

V = (v 1,v2, ... ,vs) by 

(4.3) 
s 

[V,W]D = I 
i=l 

d. 
l. 

<v. ,w. >. 
l. l. 

LEMMA 4.1 • .iet (2.1) be an algebraically stable method., f: JR N+I -+ ]RN satis­

fy (1.2) and the numerical approximations satisfy (3.1). Define 
T 

E = (E 1, ... ,Es). Then., 

(4.4) 

PROOF. (Confer [I], theorem 2.2). Using (3.1)-(3.2) we have 

s 
(4 .5) v. = E. + I a .. w., l. = 1,2, •.. ,s, 

l. l. 
j=l l.J J 

s 
(4.6) V = I b.w .. 

j=I J J 
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The squared norm of vis 

2 
llvll = 

s s 

I I 
i=l j=I 

b.b.<w.,w.> = 
1 J 1 ] 

s s 

I I 
i= I j=l 

(b.a .. +b.a .. -m .. )<w. ,w.>, 
1 1] ] 1] 1] 1 ] 

where m .. are the elements of the symmetric matrix M given by (2.3). 
1] 

Substitution of the inner products of (4.5) and w. yields 
1 

llvU 2 = -
s s 

I I 
s 

I 
s 

I 
i= 1 j = 1 

m .. <w. ,w.> + 2 
1] 1 J i=l 

b . <v . , w. > - 2 
1 1 1 i=l 

b. <E:. ,w. >. 
1 1 1 

Algebraic stability implies that Mis nonnegative definite, so that the 

first term is non-positive. Moreover, B = diag(b 1,b2, ... ,bs) is nonnegative 

and <v.,w.> = <Z. - Y., hf(x 1+hc.,Z.)-hf(x 1+hc.,Y.)> ~ 0 according to 
1 1 1 1 n+ 1 1 n- 1 1 

the assumptions. Thus 

2 llvll ~ - 2 
s 

I 
i=l 

b.<E:.,w.> = -2[E:,W] ~ 2h11 llwll • 
1 1 1 B B B 

LEMMA 4. 2. Let f: :IR.N+l + ]RN be continuous and satisfy ( I .2). Let B be posi-
~ 1 -1 . ~ ~T 

tive diagonal, A= B2AB 2 and assume that A+ A is positive. Then, the 
T system (2.2) has a unique solution Y = (Y 1, •.. ,Ys) and for any numerical 

approximation satisfying (3.1) the following error bound holds 

(4. 7) 

PROOF. Following [8]:we define the function ]F : :IR. Ns • ]R Ns by 

]F (Y) 

and 

T 
= h(f(x 1+c 1h,Y 1),f(x 1+c2h,Y2), ... ,f(x 1+c h,Y )) n- n- n- s s 

where IN is the N x N identity matrix and® stands for the Kronecker pro­
T duct. Let 1 = (1,1, ... ,1) be a vector of dimensions. Then the system (2.2) 

can be written as the equation 

(4.8) 



Existence. At first we observe that the positivity of A+ AT implies that 

A is regular and hence A and IA are regular too. Consequently we may define 
-1 

the function G(Y) = IA (Y-(11@~)yn+l)-F (Y). We calculate for arbitrary Y 

and Y 

[G(Y)-G(Y),Y-Y]B = [A- 1(Y-Y),Y-Y]B:...[F (Y)-F (Y),Y-Y]B 2! 

-I ~ ~ 
2= UA. (Y-Y),Y-Y]B, 

because of condition (1.2) and the definition of the inner product [,JB. 
-I ~ 

Now, introduce V = A (Y-Y).Evaluation of the inner product yields 

Moreover, 

~ ~T 
~ ½A . {(A+A )®IN}[V,V]B = min 

II A vii B ~ n All B II vii B . Using these results 

I ~~ 
2A • (A+A )[V,V]B. min 

we obtain 

[G(Y)-G(Y),Y-Y]B 2= 
~ ~T 

½A • (A+A ) 
IIY-YII; 

II/AU 2 
, 

min 
B 

so G is uniformly monotone, because the constant !A . (A+AT)ll~IIB-2 is posi­min 
tive, and according to the uniform monotonicity theorem formulated in 

[IO,p.167] G has a zero. 

7 

T Uniqueness. Let Y be a solution of (2.2) and Z = (Z 1,z2, ••• ,Zs) be a solu-

tion of (3. I). Let v.,w., i = 1,2, ... ,s be defined as in the previous lennna, 
i i T T . 

and define V = (v1,v2, ••. ,vs) , W = (w 1,w2 , .•. ,ws) . Then, according to 

(4.5) 

(4. 8) V =£+AW 

so using(*) we obtain the estimate 
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The uniqueness 1.s an innnediate consequence of this error bound: IIEIIB = 0 

implies that llwll B = 0 and hence II VII B = 0. D 

REMARK. Obviously the solution of the implicit equations (2.2) does not 

depend on the weigh ts b., i = 1, 2, ... , s. Thus, lennna 2. 2 remains valid if 
1. 

we replace B by an arbitrary diagonal matrix. We did use the matrix Bin 

our formulation 1.n order to have the same inner products as in lemma 3.1 

and because algebraic stability implies that A+ rr is non-negative, so that 

the requirement of positivity is only a slightly stronger condition. How­

ever, for an arbitrary positive matrix D the eigenvalues of 
I -' -' T I 

D2AD 2 + D 2A D2 may be negative (see example 4.3). Finally, we remark that 

HUNSDORFER and SPIJKER [8] did also use the matrix Bin their theorem. 

Noting that algebraic stability and irreducibility imply that Bis positive, 

we arrive at 

COROLLARY 4.3. Let (2.1) be an irreducible, algebraically stable method, and 
. l _1 -1 Tl 

suppose that B2AB 2 + B 2A B2 is positive definite. Then, for any problem 

(I.I) satisfying (1.2) the error v = zn-yn is bounded by 

(4. 9) llvll 

where E denotes the defect errors given by (3.1). 

We conclude with some examples of algebraically stable methods. The 

first two satisfy the conditions of the lemmata, the third one fulfills the 

requirements of lennna 4.2 after Bis replaced by a diagonal D. The last 

method does not satisfie these conditions for any diagonal D and system 

(3.1) is shown to have no solution for some particular dissipative equation. 

EXAMPLE 4.1. The two-stage Lobatto IIIC method given by 

0 I 'I -1 •• 2 

I l l 

~ 
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l 
T T T T ( 4 

M =BA+ AB - bb = ½(A+A) - bb = \._1 so this method is algebraical-

ly stable. 
~T 1 -1 _I T I 

Moreover, A+ A = B2AB 2 + B 2A B2 = 

1 ary 4 . 3 , II vii :,; 21z h II B . 

4 

½I. Thus, according to carol-

EXAMPLE 4.2. The two-stage Radau IIA method given by 

113 I 5/12 

1 i 3/4 
--1 

-1/12 

1/4 

j 3/4 1/4 

Mis given by -i{; ( 1 -l), so the method is algebraically stable. 

1 -1 - I T I -1 11 (5 13\ 1 
B2AB 2 + B 2A B2 equals 6 \. }' which matrix has the eigenvalues 3 and 1, 

R 3 
so the error estimate (4.9) becomes llvll :,; 2✓3 hllB. 

EXAMPLE 4.3. The two-stage diagonally implicit method 

A A 0 

1-;x_ 1-2t.. A 

1 1 
2 2 

is algebraically stable iff A :::: ¼ (see [ 1]). The eigenvalues µ ,of 

B½AB-½ + B-½ATB½ =A+ AT are obtained from the equation (µ-2t..) 2-(1-2t..) 2 = 0. 

Hence, we have the estimates for the error 

rhllB/ ✓4>-1°, I < A < 1 
4 2 

llvll :,; 

2IIE:11 A > ! 
L B 2 

This bound is not very satisfactory for values of A close to¼. However, if 

we take in stead of Ba suitable diagonal matrix D = diag(1,d2), according 

to the remark after lemma 4.2, we obtain a better estimate. The eigenvalues 
I I I T I 

of D2AD- 2 + D- 2A D2 are 2A ± d(1-2t..), so lemma (4.2) yields the estimate 

llwll :,; 211sll 1 
D D 2t..(l+d)-d' ¼ :,; A < ½, 2t.. 

O<d<-­l-2A 
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Using the relation between the Band D norms, 

./2 min ( 1, d) II • II B :o; II • II D :o; 1z max ( 1, d) II • II B 

and taking the optimal value ford, we obtain 

llwll B :o; 211 II l-ZA _!_< " :,; 
I 

s B 2 4 - 3 
, 

" I 

llvlll :o; 211 II { l -2tt L :i I 

" 
1 

EB A2 I, 4 
:,; :,; 

3 

For values of A outside the interval [ J,1] the choice D = B turns out to 

yield the best estimates. 

EXAMPLE 4.4. The three-stage Lobatto method of order 4 given by 

0 1 /6 

I /2 1 /6 

1/6 

1 /6 

-1/3 1/6 

5/12 -1/12 

2/3 1/6 

2/3 I /6 

A straightforward calculation yields M = 

negative. The matrix A+ AT is singular, 

I llTI 11 . (6,- 3,6) (6,- 3 ,6); thus Mis non-
-1 T -1 

because it is given by B 2 (M+bb )B 2 

and M + bbT has rank two. Thus we 

try D = diag(p 2,4,q-2), we obtain 

equation 

cannot apply Lemma 4.2 directly. When we 
1 -1 -1 T 1 

for D2AD 2 + D 2A D2 the eigenvalue 

3 
- µ 3 2 - -1 µ {24-c2-c2-c2 }+ d20-2c2-2c2-sc2 +2c c c } = o + 2µ 36 p q pq 216 p q pq p q pq ' 

2 2 1 
where CP = P - p, cq = q - q and cpq = pq + pq 

All eigenvalues are real and they lie on the positive axis if: the coeffi­

cients of the characteristic polynomial have alternating signs. However, 

as C ~ 2, one easily verifies that these conditions can not be satisfied. pq 
In fact, only the case p = q = 1 yields non-negative eigenvalues, although 

one of these equals zero. 

Now we construct a class of dissipative equations for which the errors 
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between the exact solution of (2.2) Y and the numerical approximation Z may 

become arbitrarily large even if the defect errors£., i = 1,2,3, are very 
i 

small. 
2 Define the function f : lR • lR by f(x,y) = -K(x)y, where 

K(xn_ 1) = K(xn_ 1+h) = K(K>O) and K(xn_ 1+½h) = 0. Then Y is the solution of 

Y = ty l + A diag(-hK,0,-hK)Y. n-

Let Z be the exact solution of 

T Then the difference Z - Y equals (E 1,-!hK£ 1,-e 1) and this may increase be-

yond all bounds if we choose K large enough. 

EXAMPLE 4.5. HUNSDORFER and SPIJKER [8] constructed the fourth order alge­

braically stable method 

1/2 + 1/6/3 1/8 

1 /2 - 1 /6/3 1 /8 + 1 /6/6 

1 /2 1 /8 - 1 /6/6' 

1/4 

1/8 - 1/6./6 

1/8 

1/8 + 1/6/6 

1/4 

1/4 + 1/3-/6 

1/4 - 1/3✓6 

1/4 

1 /2 

and a dissipative equation for which system (2.2) does not have a solution. 

Indeed, we verify that lenuna 4.2 is not applicable. Let D be diag(p 2,q2,l), 
T and v the vector (p(a+8), q(-a+S),-8) , where a and 8 are arbitrary con-

stants. Then we calculate the quadratic form 
T ! - 1 -1 T ! 2 2 I 2 2.. 2 2 2 . v (D 2 AD 2+D 2A D2 )v =(p -q )(3✓6a -/68J+-/6aB(l-·P -q ). Obviously we can 

choose a and 8 in such a way. that this for! is negative, unless p2 = g2 = ½. 
Thus A . (D½AD-½+D-½ATD½) ~ O, and equality occurs for D = B. 

' min 
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